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Preface

This thesis primarily aims at providing the feasibility of visual data-driven

proactive performance prediction of millimeter wave (mmWave) commu-

nications subject to dynamic line-of-sight (LoS) blockage effects. The se-

quence of visual data involves spatio-temporal information on objects in

a camera’s field-of-view and hence captures mobility patterns of potential

blockage obstacles that could not necessarily be captured based only on

a radio frequency (RF) received power sequence. This feature of visual

data brings the proactive performance prediction (e.g., received power and

throughput) and proactive control (e.g., handover) into mmWave commu-

nication systems. Given this capability, the goal of this thesis opens up op-

portunities for leveraging visual data in mmWave wireless communication

systems towards supporting data-intensive applications, by shedding lights

on 1) the benefits from the usage of visual data and the combinatorial usage

of visual image and RF received power sequences, and 2) methodology to al-

leviate the concern in collecting visual data, such as a higher communication

cost and privacy leakage.

As a methodological building block to achieve this goal, this thesis first

develops a measurement system capturing received powers of mmWave sig-

nals transmitted by off-the-shelf IEEE 802.11ad wireless LAN (WLAN)

access points (APs) with packet-mode signal transmission. This system

comprises a low-cost microwave spectrum analyzer and targets at capturing

dynamic characteristics of received power attenuations due to LoS block-

ages. Owing to the capability of capturing time-varying received power

sequences affected by LoS blockages, this system is leveraged through this

thesis, particularly in experimental evaluations.

Given the measurement system, this thesis experimentally demonstrates
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the feasibility of triggering a handover proactively while predicting future

throughput performance in each BS affected by LoS blockages. Because of

a rapid attenuation of received powers due to a LoS blockage, predicting

future throughput performance prior to the blockage occurrence is quite

challenging. Hence, as discussed earlier, this thesis leverages visual data as

side information to determine handover timing. Meanwhile, the usage of

visual data brings another challenge of handling the large dimensionality of

each image in a handover decision-making problem. To overcome the dif-

ficulty, this thesis leverages deep reinforcement learning known as a recent

solution to handle the large dimensionality of visual data. Experimental

evaluations show that as human obstacles approach a BS, the predicted

throughput of the BS becomes lower prior to LoS blockages, and that this

characteristic could not necessarily be obtained only with RF received pow-

ers. This exactly confirms the feasibility of the aforementioned proactive

prediction. Moreover, owing to the proactive prediction, a handover is trig-

gered prior to the LoS blockage events, which results in higher throughput

than a baseline handover framework without visual data.

Subsequently, going beyond system architectures relying only on visual

data, this thesis integrates visual data and RF received power sequences to

enhance the prediction accuracy in future received powers. As discussed

above, visual data is informative to predict sudden variations in future re-

ceived powers. Meanwhile, current RF received powers are also informative

to predict future received powers particularly when the received power val-

ues are highly correlated within a longer period in LoS conditions. By inte-

grating such two features held by visual and RF received power data, one

can perform unprecedentedly accurate predictions. Experimental results

demonstrate the feasibility of benefitting from both two modalities, show-

ing the accuracy improvement from single modality-based predictions, i.e.,

predictions based only on visual data or RF received power data sequences.

Moreover, in the course of the attempt to integrate these two modal-

ities, this thesis addresses the problem of collecting visual data in a

communication-efficient and privacy-preserving manner. The key idea is

to leverage a split learning technique. Therein, the upper segment is dis-

tributed to a BS and integrates images and received powers for future re-
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ceived power prediction. Meanwhile, the lower segment is distributed to a

camera and extracts image features from visual data. Owing to the split

learning, the camera does not need to upload raw visual data and instead,

uploads abstract compressed image features, which contribute to both pri-

vacy and communication efficiency. Moreover, by varying the compres-

sion intensity of the image features, this thesis further reduces communica-

tion costs and privacy leakage. Remarkably, experiments demonstrate that

prediction accuracy does not necessarily trade-off with communication effi-

ciency and privacy levels, by showing that compressing the lower segment

output yields lower communication latency and less privacy leakage without

sacrificing the prediction accuracy.

The chapters of this thesis are as follows. Chapter 1 discusses the back-

ground motivation and overview of this thesis. Chapter 2 introduces re-

lated technologies focusing on principles of leveraged machine learning tech-

niques. Chapter 3 provides the measurement system for received powers of

signals transmitted by packet-mode IEEE 802.11ad WLAN APs, which is

thoroughly used in the subsequent chapters. Chapter 4 presents a visual

data-driven handover framework with proactive performance prediction of

each BS. Chapter 5 presents multimodal, i.e., visual and RF received power-

based, received power prediction framework and addresses the communica-

tion costs and privacy leakages in collecting visual data. Finally, Chapter 6

concludes this thesis.
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Chapter 1

Introduction

1.1 Motivation

With the development of electronic devices and computer science, various

data-intensive applications will emerge in our society and will give rise to

significant demand for making higher data rate wireless communications

available everywhere. Among these, high-resolution real-time visual data

streaming for extending the field of view of humans eyes is receiving tremen-

dous attention and has either indoor and outdoor use cases. For example,

real-time ultra-high-resolution video or virtual reality (VR) data stream-

ing of sports or concert scenes brings an immersive experience to content

consumers no matter they are in a stadium, concert hall, and their pri-

vate room. Besides entertainment services, VR data streaming brings an

opportunity for remote operations to surgeons in an operating room or con-

struction practitioners in an outside construction site. Camera image data

streaming realizes a cooperative perception among vehicles in on-road envi-

ronments in a vehicle-to-everything (V2X) networks [1]. These motivate to

go beyond mega-bit-per-seconds data transmission in current wireless com-

munication systems and to achieve giga-bit-per-seconds data transmission,

which should be realized in various environments.

As a key enabler to meet such high-data-rate requirements, millimeter

wave (mmWave) communications have attracted a lot of attention in both

industrial and academic research areas [2]. This is because in the mmWave
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bands, a large amount of bandwidth is available, and the usage of such

a larger bandwidth is an efficient way to enhance the wireless data rate.

For example, in the licensed band in Japan, the bandwidth of 400MHz

in the 28GHz spectrum was allocated to each mobile operator in 2019,

which is larger than the allocated bandwidth in the microwave spectrum

that amounts for the order of 10MHz per each band. In the unlicensed

band, the spectrum ranging from 57GHz to 66GHz is available in Japan for

wireless communication systems. Although the number of available channels

is limited to four, this is much larger than the spectrum in the unlicensed

microwave band, i.e., 2.4GHz and 5GHz band upon which the current Wi-

Fi R⃝ systems operate.

The historical background of the international standardization tells the

fact that mmWave communication gradually expands its usage model such

that it can be used in heterogeneous environments. The initial standard-

ization approval dates back to the 2000s, wherein the following three in-

ternational standards were approved [3]: WirelessHD, IEEE 802.15.3c, and

European Computer Manufacturers Association (ECMA)-387. The com-

mon feature of these three standardizations is the transmission range of

the order of several meters, which targets indoor personal areas1. At this

time, particularly in the IEEE 802.15.3c standard, a beamforming protocol

was established [5], which is referred to as a protocol to align directional

antennas and is an essential procedure for the successful operation of the

mmWave band. These standardizations were followed by the approval of

the IEEE 802.11ad standard in 2012 [6]. Although many usage models were

common with IEEE 802.15.3c, the IEEE 802.11ad standard added the wire-

less local area networks to the usage model of mmWave communications and

1The difference between WirelessHD/IEEE 802.15.3c and ECMA-387 is the multi-

ple access method. The two former standards apply coordinated time division multiple

access by forming a centralized network termed piconet in an ad hoc manner to en-

hance the reliability of data transmission [4], whereas the ECMA-387 applies contention-

based fully distributed multiple access method. The difference between WirelessHD and

IEEE 802.15.3c is in the variety of the applications. Specifically, WirelessHD mainly tar-

gets uncompressed video streaming, whereas IEEE 802.15.3c targets uncompressed video

streaming, office desktop, conference ad hoc, and kiosk file downloading by defining three

types of physical layer designs [4].

2
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extended the transmission range to the order of up to several tens meters

by employing multi-hop relaying2. At the time of writing, the recent IEEE

802.11 task group ay discusses adding wireless fronthauling/backhauling to

the usage model of mmWave communications [7], which are the use cases

in outdoor environments. Besides, the IEEE 802.11 task group bd, which

is developing new specifications for V2X communications, discusses apply-

ing mmWave communications optionally [1]. As for the cellular networks,

the 28GHz band became available in many countries in response to the

third generation partnership project (3GPP) defining the fifth-generation

(5G) new radio in release 15 [8]. This will open up diverse mmWave com-

munications use cases in both indoor and outdoor scenarios including the

applications discussed at the beginning of this section.

However, the mmWave communications suffer from rapid and drastic

degradation in received powers caused by line-of-sight (LoS) path blockages.

This is mainly attributed to larger diffraction loss in the mmWave spectrum

and the usage of directional antennas [9]. More specifically, the diffraction

loss in decibel scale is typically calculated by [10]:

6.9 + 20 log
(√

(ν − 0.1)2 + 1 + ν − 0.1
)
,

where

ν = h

√
2

λ

(
1

d1
+

1

d2

)
. (1.1)

In the above equation, h, d1, and d2 are constant, and λ denotes the wave-

length. As λ decreases (i.e., the frequency increases), ν and diffraction loss

increases, which is the reason for the larger attenuation in received power

due to LoS path blockages3. Moreover, the usage of directional antennas

to compensate for the large path loss in the mmWave spectrum limits the

radiation powers of diffraction paths, which further deviates the received

2In terms of multiple access methods, there is a difference between the IEEE 802.15.3c

and IEEE 802.11ad standards. The IEEE 802.15.3c standard employs coordinated time-

division multiple access, whereas the IEEE 802.11ad standard mainly employs a dis-

tributed contention-based multiple access method.
3This is validated via propagation experiments in [9].
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powers. The large number of measurement campaigns in [9, 11–13] show

that the attenuation of the received power due to the LoS blockage in a

fixed directional beam amounts for the order of 10 dB, which is also shown

in Chapter 3 in this thesis. This attenuation causes considerable packet loss

and throughput degradation and deters the user experience in the aforemen-

tioned applications, which should be solved from a system-level perspective.

From a PHY layer perspective, leveraging multiple beams is one ap-

proach to combat the LoS blockage, which searches for the reflected path

with strong received power. Indeed, in 2008, Panasonic corporation devel-

oped televisions compliant to the WirelessHD standard collaborating with

SciBEAM corporation, wherein such a beam search mechanism was imple-

mented. According to those companies, the implemented modules could

avoid the blockage events by searching for a reflected path from wall sur-

faces, thereby providing reliable links even if obstacles block a LoS path [14].

However, given that mmWave communication is acquiring use cases not

only in indoor personal areas as targeted by Wireless HD but also in in-

door/outdoor open areas, beam search is not necessarily sufficient to com-

bat the LoS blockage problem. This is because the distance from a re-

ceiver/transmitter to a reflection point depends on the channel environment,

and reflected waves cannot necessarily reach the receiver with a feasible re-

ceived power due to path loss, particularly in open spaces. Fig. 1.1 validates

this fact, which shows the throughput of the link established by a pair of

IEEE 802.11ad-compliant smart-phones termed ROG R⃝phone [15] for dif-

ferent channel environments under a blockage effect. Specifically, in the

smart-phone, a beam search mechanism is implemented in compliance with

the IEEE 802.11ad amendment [6]4. The measurement was performed in

three types of channel environments: a narrow corridor, an indoor room in

the south part of the no. 9 research building in the main campus of Kyoto

University, and an open outdoor space surrounded by the no. 2 research

4Note that these results are not specific to the IEEE 802.11ad standard. Although the

IEEE 802.15.3c standard may provide more reliable links owing to almost contention-free

time-division multiple access, the problem is not attributed to multiple access methods

but is attributed to the weakness of the second reflected path. This problem will generally

happen in mmWave communications.
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Figure 1.1: Throughput under blockage event in different channel environ-

ment. This throughput measurement is performed by the author. The

throughput was measured via Iperf3 [16] generating a transmission control

protocol (TCP) traffic and outputting a log of TCP throughput.

building in the main campus of Kyoto University. To focus on the dif-

ference of the channel environments, the measurement is performed under

the same conditions in terms of both the distance between the phones and

that between the human obstacle and either phone5. From Fig. 1.1, one

can see that throughput under blockage effects is different for the channel

environment and that the degradation in throughput in an open outdoor

space is severe even if multiple beams and beam search mechanisms are

implemented.

This observation debunks the necessity of not only multiple beams, but

also multiple base stations (BSs) to gain a link redundancy and handover

operations to use an appropriate BS, which is exactly the focus of this

thesis. Given this multiple BSs scenario, this thesis targets to design proac-

tive and data-driven mmWave communication systems. The importance of

proactiveness and data-driven-ness is elaborated as follows:

5More specifically, the two phones are separated by 1.2m, and the human obstacle

and either phone are separated by 0.60m. The human obstacle blocks the LoS path

between the phones for approximately 20 s. The height of the phones is approximately

1.0m.
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Proactiveness. Being different from the multiple beams, the usage of mul-

tiple BSs incurs more complicated procedure to finalize the handover such

as association request or data forwarding. Accordingly, it involves service

interruptions. If one can predict the blockage effects in a proactive manner,

not only such blockage effects are completely avoided, but also the afore-

mentioned complicated handover procedure can be completed beforehand,

which gets rid of serious service interruptions incurred by handover. This

finally prevents from deterring user experiences in data-intensive applica-

tions.

Data-driven-ness. As discussed above, throughput in non-LoS (NLoS)

conditions depends on channel environments, and accordingly, the neces-

sity of performing a handover also depends on the environments. In the

aforementioned example, on the one hand, a handover should be performed

in open outdoor spaces to avoid serious throughput degradation. On the

other hand, a handover may not be preferable in a narrow corridor or an in-

door room because satisfactory throughput may be maintained even without

handovers. If one can learn such environment-specific factors from quan-

titative feedbacks such as received power, data rate, and throughput in a

data-driven manner, he/she can determine more intelligent handover strate-

gies involving the necessity of performing handovers.

To summarize, a proactive and data-driven mmWave communication

system is a unified framework that provides extreme robustness against LoS

blockages in heterogeneous environments towards various data-intensive ap-

plications. Namely, this framework possesses the following two characteris-

tics. First, it integrates the blockage robustness of beam search mechanisms

in indoor narrow spaces by standing on the shoulders of dedicated contrib-

utors for wireless personal/local area networks in the 2000s. Second, it also

solves the LoS blockage problems in open areas that could not necessarily

be solved only with beam search towards upcoming data-intensive appli-

cations. Hence, the insights provided in this thesis shed lights on great

research opportunities to bring high-data-rate wireless communications ev-

erywhere, which gives a step forward to many data-intensive applications

such as data streaming in wireless personal areas, monitoring in automated

factories in indoor open spaces, and cooperative perception in V2X networks

6
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in outdoor areas.

1.2 Scope of This Thesis

Given the aforementioned philosophy, this thesis mainly focuses on the fol-

lowing research question: how one can design such a proactive and data-

driven mmWave communication systems? The key idea to answer the ques-

tion is to leverage visual data and machine learning (ML) techniques. Visual

data involves spatio-temporal features of obstacles causing blockage effects

that cannot be necessarily captured only by monitoring received powers

in mmWave links. These features enables not only a binary prediction of

whether blockage events occurs or not, but also a quantitative prediction of

how serious the blockage effect is in terms of received powers, which facili-

tates an appropriate selection of deployed BSs. However, such essential fea-

tures of obstacles’ mobility is not explicit in visual image data because each

image itself is no more than a large dimensional vector, and this mandates

to extract the features from a feedback of radio frequency (RF) received

powers. Moreover, to realize the idea of data-driven systems, one should as-

sociate visual data to quantitative feedbacks in mmWave communications.

Hence, this thesis leverages machine learning techniques to form an appro-

priate prediction of future performances in BSs in a data-driven manner

while extracting meaningful features form visual data to achieve such goals.

Particularly, the focus of this thesis is two-folds: First, this thesis demon-

strates the feasibility of proactive handover via visual data-driven perfor-

mance predictions based on deep reinforcement learning (RL). Second, in

the ML-based visual-data-driven received power prediction, this thesis ad-

dresses the challenges to integrate received power data and visual data while

collecting visual data in a communication-efficient and privacy preserving

manner. The detailed introduction of these focuses are elaborated in the

subsequent sections.
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1.2.1 Visual Data-Driven Proactive Handover

This thesis first presents a paradigm shift for leveraging time-consecutive

camera images in handover decision problems, which is provided in Chap-

ter 4. While making handover decisions, it is important to predict fu-

ture long-term performance—e.g., the cumulative sum of time-varying data

rates—proactively to avoid making myopic decisions. However, this thesis

experimentally notices that a time-variation in the received powers is not

necessarily informative for proactively predicting the rapid degradation of

data rates caused by moving obstacles.

To overcome this challenge, this thesis proposes a proactive framework

wherein handover timing is optimized while obstacle-caused data rate degra-

dations are predicted before the degradations occur. The key idea is to ex-

pand a state space to involve time-consecutive camera images, which com-

prises informative features for predicting such data rate degradations. To

overcome the difficulty in handling the large dimensionality of the expanded

state space, a deep RL is used to decide handover timing. The evaluations

performed based on the experimentally obtained camera images and re-

ceived powers demonstrate that the expanded state space facilitates (i) the

prediction of obstacle-caused data rate degradations from 500ms before the

degradations occur and (ii) superior performance to a handover framework

without the state space expansion.

1.2.2 Communication-Efficient and Privacy-

Preserving Multimodal Received Power Pre-

diction

As provided in Chapter 5, this thesis improves the accuracy of millimeter

wave received power prediction by utilizing camera images and RF received

powers, while gathering image inputs in a communication-efficient and

privacy-preserving manner. To this end, this chapter proposes a distributed

multimodal ML framework, coined multimodal split learning (MultSL), in

which a large neural network (NN) is split into two wirelessly connected

segments. The upper segment combines images and received powers for

8



Section 1.3

future received power prediction, whereas the lower segment extracts fea-

tures from camera images and compresses its output to reduce communica-

tion costs and privacy leakage. Experimental evaluation corroborates that

MultSL achieves higher accuracy than the baselines utilizing either images

or RF signals. Remarkably, without compromising accuracy, compressing

the lower segment output by 16x yields 1/16 communication latency and

2.8% less privacy leakage compared to the case without compression.

1.3 Chapter Overview

The goal of this thesis is to demonstrate the feasibility of visual data-driven

mmWave communication systems using ML techniques to enable proac-

tive performance prediction against blockage effects. As shown in Fig. 1.2,

the building blocks of this thesis are five-folds in a higher-level perspec-

tive: introduction, ML principles, experimental setting, visual-data-driven

handover management, and multimodal received power prediction. The

ML principles and experimental setting correspond to the methodological

building blocks to achieve the aforementioned goal, which are detailed in

Chapters 2 and 3, respectively. More specifically, Chapter 2 details the ML

techniques leveraged in this thesis. Chapter 3 details the measurement sys-

tem of RF received powers in an off-the-shelf 60GHz wireless LAN (WLAN)

access point (AP) being operated in a packet-mode transmission. This mea-

surement system is leveraged to examine the visual data-driven mmWave

communication systems in the subsequent chapters.

Chapters 4 and 5 mainly provide feasibility studies on visual data-driven

mmWave communication systems from different point-of-views in terms of

addressed problems. More specifically, Chapter 4 demonstrates the feasi-

bility of proactive prediction on throughput performance of deployed BSs

in a handover decision problem, and that of performing handover prior to

blockage events. Note that this chapter also highlights that this character-

istic is not necessarily obtained in a handover without visual data (i.e., only

with RF received powers). To summarize, through the comparison between

a handover with and without visual data, this chapter provides an in-depth

insight into how visual data assist a network controller in determining hand-

9
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Reinforcement Learning

Deep Q learning

Tabular Q learning

Split Learning
Deep Learning

Machine Learning Principles (Chapter 2)

Supervised Learning

How to associate visual data
with handover decision?

Is visual data-driven handover feasible?

Received power measurement in off-the-shelf 60 GHz WLAN
Experimental Setting (Chapter 3)

Are these feasible?

How to integrate RF & visual data
while preserving privacy?

What is the benefit of integrating RF &
visual data?

Multimodal Received Power Prediction 
(Chapter 5)

Why is visual data important 
in handover decision problems?

Methodological
building blocks

Main Topics

What motivates ones to visual data-driven mmWave communications?

2f4399

Visual data-driven Handover Management 
(Chapter 4)

Introduction (Chapter 1)

Motivations

Figure 1.2: Chapter overview. The essential research questions addressed

in this thesis are presented in the Italic font.

over strategies.

Chapter 5 mainly focuses on the following two research questions: 1)

how to integrate multimodal data, i.e., visual data from multiple cameras

and RF received powers, to enhance the performance of future received

power; 2) how to collect visual data in a communication-efficient and privacy

preserving manner. To this end, this chapter proposes MultSL, where a NN

is split into two connected segments. The upper segment combines multiple

images and received powers for future received power prediction, whereas

the lower segment extracts features from camera images and compresses its

output to reduce communication costs and privacy leakage.
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1.4 Contributions

Regarding the RF received power measurement of mmWave links, the contri-

butions of this thesis are as follows: First, this thesis answers how to capture

RF received powers of mmWave signals transmitted by off-the-shelf WLAN

access points operating in a packet-mode only using microwave spectrum

analyzers and RF down converters. Therein, the frames are transmitted

intermittently, and there is a challenge of estimating the duration where

the frames are transmitted. To perform the estimation, this thesis applies

two-state hidden Markov model (HMM). Second, the performed measure-

ments are validated from a statistical perspective. More specifically, the

measured duration in which the signal attenuates by 5 dB is consistent with

the statistical model built in a previous report [11]. This measurement does

not only provides an insight regarding the RF received power attenuation

due to blockage events, but also could be used in the experiment of visual

data-driven mmWave communication systems due to the capability of cap-

turing time-series of the received power with a comparable frequencies to

general camera frame rates (e.g., several tens frames per second).

Regarding the topic of the visual data-driven handover systems, the

contributions of this thesis are twofold: First, via test-bed experiments

using the aforementioned measurement sytems, this thesis highlights that

the variation in the received powers before blockage events is not necessarily

informative in predicting future data rate degradation in mmWave links.

Accordingly, the handover framework without visual data, i.e., only with

received power, triggers a handover in a reactive fashion and could not

necessarily avoid blockage events in mmWave links. Second, motivated by

this problem, this thesis proposes the proactive handover framework wherein

handover timing is optimized while the degradation in data rate caused by

obstacles is predicted within hundreds of milliseconds before degradation,

being driven by visual data.

Regarding the topic of the multimodal received power prediction, the

contributions of this thesis are twofolds: First, via test-bed experiments

of mmWave received power prediction with measured channels and depth

images, this thesis demonstrates the feasibility of benefitting from the afore-
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mentioned multimodal (i.e., visual and RF received power) data in privacy-

preserving model training. Second, this thesis studies MultSL performance

in terms of not just prediction accuracy, but also other metrics, i.e., com-

munication efficiency and privacy levels. This yields a key insight that the

prediction accuracy in MultSL does not necessarily trade-off with commu-

nication efficiency and privacy levels. To this end, this thesis provides the

method to compress visual data towards communication efficiency and pri-

vacy, which is detailed in Chapter 5.
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Related Technologies: Machine

Learning Principles

2.1 Supervised Learning

2.1.1 Problem Descriptions

The objective of supervised learning is to find a feasible hypothesis repre-

senting the relationship between input values and other values correlated

with the input values [17–19]. Let the spaces of the input and the latter

targeted values be denoted by X and Y , respectively. Given observed data

(xi, yi)i∈I , where I is the index set of the samples, xi ∈ X , and yi ∈ Y ,
∀i ∈ I, supervised learning outputs a hypothesis function h : X → Y .
The targeted values are generally called “label” in a supervised learning

terminology, and this thesis follows this terminology, hereinafter.

Typically, as hypotheses, supervised learning uses parametric functions,

and the problem falls into finding feasible parameters so that the resultant

hypothesis becomes a good approximation of the relationship between input

values and labels. Let θ denote the parameters, and let hθ(x) denote the hy-

pothesis with the parameter θ that is generally called “model”. Supervised

learning is performed so that for every input value x ∈ X and label y ∈ Y ,
the difference between hθ(x) and y becomes smaller as much as possible.

More technically, given available data set (xi, yi)i∈I , supervised learn-
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ing minimizes the sum of measures showing sample-wise difference between

hθ(xi) and yi. Let such a sample-wise difference metric be denoted by

l : Y × Y → R, which is generally called “per-sample loss function”. This

per-sample loss function is exemplified by the squared error, which is uti-

lized to predict future received powers in mmWave links in Chapter 5 and

is given by:

l(hθ(xi), yi) = ∥hθ(xi)− yi∥2. (2.1)

Given a per-sample loss function l, the problem solved by supervised learn-

ing is summarized as:

minimize
θ

1

|I|
∑
i∈I

l(hθ(xi), yi). (2.2)

In the optimization problem, the objective function is called “loss func-

tion”. The subsequent section provides the algorithm to solve the optimiza-

tion problem generally used in a supervised learning context.

2.1.2 Stochastic Gradient Descent

In supervised learning, to solve the problem (2.2), the stochastic gradient

descent (SGD) algorithm [17] is generally utilized. The SGD algorithm is an

variant of the well-known gradient descent (GD) algorithm, and hence, this

section firstly introduces the GD algorithm. The GD algorithm iterates the

parameter updates according to the gradients of the loss function. Denoting

the parameters in the kth update as θ(k), the parameter update rule in the

GD algorithm is given as:

θ(k+1) = θ(k) − αk
1

|I|
∇θ

∑
i∈I

l(hθ(xi), yi), (2.3)

where αk ∈ [0, 1] is the learning rate in the kth update.

The key difference of the SGD algorithm from the GD algorithm is that

in each parameter update, SGD algorithm calculates the gradient based on

data sampled from the data set (xi, yi)i∈I every parameter update, which

is called “minibatch”. Let the minibatch in the kth update be denoted by

14
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(xm, ym)m∈Mk
, where Mk ⊆ I, and the components of Mk are typically

sampled from I in a random fashion. The parameter update rule in the

SGD algorithm is given as:

θ(k+1) ← θ(k) − αk
1

|Mk|
∇θ

∑
m∈Mk

l(hθ(xm), ym). (2.4)

2.1.3 Feedforward Neural Network

The architecture of the model hθ is typified by feedforward NNs, which

are applied to a large variety of supervised learning problems [17]. The

feedforward NN is formed by a chain of multiple parametric functions called

“layer” function, i.e., the model is given by [17]:

hθ = f
(L)

θ(L)(o
(L−1)),

o(L−1) = f
(L−1)

θ(L−1)(o
(L−2)),

...

o(1) = f
(1)

θ(1)(x),

where f
(l)

θ(l)(·) denotes the lth layer for l = 1, 2, . . . , L, and L is the layer size.

In the above NN, θ(l) is the parameters of the lth layer. Note that in the

above NN, θ is the vector formed by all elements of θ(1), . . . ,θ(L).

Typically, the layer function consists of the sub-chain of a non-linear

function called an “activation” function and a linear function. More specif-

ically, the layer function is given by:

f
(l)

θ(l) = g(l)(flin,θ(l)(o)), (2.5)

where o is the arbitrary input of the functions. In (2.5), g(·) and flin,θ(l)(·)
correspond to the activation function and linear function, respectively. The

activation function is typified by the rectified linear unit (ReLU) function,

which is given by max{0, o} and is thoroughly applied to build models in

this thesis.

Regarding the linear functions, one should choose an appropriate func-

tion according to the input structure, and this section limits the discussion

specific to visual data processing. In the visual data processing, the linear
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function of the lower layers involves convolutional operation, which runs fil-

tering process on input visual data. Therein, an appropriate filter is learned,

and such layers are termed “convolutional layer”. Contrary, as the linear

function in the upper layers, e.g., the last two or three layers, the affine

function that performs the multiplication of a matrix filled with non-zero

values and addition of a non-zero vector termed bias is typically applied.

This types of layer is also referred to as “dense layer”. The overall structure

of the NN comprising some convolutional layers is termed convolutional NN

(CNN), and this thesis also leverages this thoroughly.

2.1.4 Split Learning

The privacy of data owners has been a huge concern in building large scale

ML models [20]. As an ML task becomes complicated, the size of feedfor-

ward NN becomes larger, and the large volume of data is necessary to train

such ML models [17]. For this reason, a cloud-centric model training be-

comes popular, wherein the cloud server holds the large size of feedforward

NNs and collects training data from remote data owners. However, data

owners are sometimes reluctant to upload raw data motivated by the con-

cern for their privacy particularly when the data involves privacy sensitive

information. Hence, many studies provide frameworks that train large scale

ML models without requiring data owners to upload their raw data, which

is comprehensively detailed in [21].

Split learning [22] is also a privacy-preserving framework that does not

force data owners to share their raw data. The key idea behind the split

learning is to divide such a large scale feedforward NN into multiple seg-

ments and to distribute the lower segments into data owners. In this set-

ting, each data owner trains a partial feedforward NN up to a specific layer

termed cut layer. The outputs at the cut layer are sent to a cloud-server

which completes the rest of the training. This procedure prohibits data of

each data owner from being exposed to a cloud-server, which contributes to

preserving data privacy. This split learning is used in Chapter 5 to perform

privacy-preserving model training in visual data-driven mmWave received

power prediction.
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2.2 Reinforcement Learning

2.2.1 Problem Descriptions

General RL algorithms are performed over an Markov Decision Process

(MDP) [23, 24]. An MDP consists of the following four elements: a state

space S, an action space A, a reward function r : S × A × S → R, and
transition probabilities q : S×A → Ω(S), where Ω(S) denotes the collection
of the probability distribution over S. At each decision epoch t ∈ N, a
decision maker observes the state information st ∈ S. Subsequently, the

decision maker selects an action on the basis of the policy π : S → A(st),
where A(st) ⊆ A denotes the set of possible actions when the state st is

observed. Given the current state st and selected action at ∈ A(st), the
state transitions to st+1 ∈ S at the next decision epoch t + 1 according

to the transition probability q(st+1, st, at); thereafter, the decision maker is

given a reward r(st+1, at, st).

The objective of the decision maker is to determine the optimal policy π⋆

that maximizes the total expected discounted reward. The optimal policy

satisfies the following condition:

E

[
∞∑

t′=0

γt′r
(
st+t′+1, π

⋆(st+t′), st+t′
) ∣∣∣∣∣ st = s

]

≥ E

[
∞∑

t′=0

γt′r
(
st+t′+1, π(st+t′), st+t′

) ∣∣∣∣∣ st = s

]
, (2.6)

∀s ∈ S and ∀π, where γ ∈ [0, 1) represents the discount factor. In the MDP

wherein S and A are both countable non-empty sets, there exists at least

one optimal policy [23].

To obtain the optimal policy in an MDP, it is sufficient to obtain the

optimal action-value function Q⋆ : S × A → R. The optimal action-value

function is defined as follows:

Q⋆(s, a) := Es′ [r(s
′, a, s) + γV ⋆(s′) | s, a] , s ∈ S, a ∈ A(s), (2.7)

where Es′ [ · | s, a ] denotes the expectation operator under the transition

probability q(s′, s, a), and V ⋆(s) denotes the left-hand side in (2.6). This is
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attributed to the fact that the optimal action-value function is related to

the optimal policy as follows [23]:

π⋆(s) = argmax
a∈A(s)

Q⋆(s, a). (2.8)

In other words, the policy that selects the action that maximizes Q⋆(s, a) is

optimal.

It should be noted that the optimal action-value function Q⋆(s, a) satis-

fies the following Bellman optimal equation [23]:

Es′

[
r(s′, a, s) + γmax

a′∈A
Q⋆(s′, a′)−Q⋆(s, a)

∣∣∣∣ s, a] = 0, (2.9)

∀s, a, where Es′ [· | s, a] denotes the expectation operator under the transi-

tion probability q(s′, s, a). Hence, the problem falls into searching for the

functions that satisfy the Bellman equation. This is done by the algorithms

that are detailed in the subsequent sections.

2.2.2 Tabular Q-Learning

To exactly solve the Bellman equation (2.9), and thereby achieve the optimal

policy π⋆, the prior knowledge of q(s′, s, a) is required [23]. In the visual-data

driven mmWave communication systems, q(s′, s, a) includes the transition

probability of the visual data. However, in practical use, the prior knowledge

of the transition probability might not be often obtained.

Hence, in handover decision problems, this thesis employs RL algorithms

to learn the optimal action-value functions that satisfy the Bellman opti-

mal equation (2.9). The RL algorithms enable for the agent to learn the

optimal action-value functions via the interaction to the communication en-

vironment. Tabular Q-learning—one of the RL algorithms—enables for the

network controller to learn the optimal action-value functions exactly [23],

which provides a practical solution to achieve the optimal policy.

Tabular Q-learning is applicable to decision-making problems in which

the elements of the state vector are discrete value, and learns the optimal

action-value function by recursively updating a table filled with the esti-

mated value of the optimal action-value function. Let Q(k)(s, a) denote the
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table of the estimated optimal action-value function in the kth update. In

each decision epoch t, the agent faces to the state st and then takes an

action at with a pre-defined policy. Then, the states transitions to st+1

and the agent observes the reward rt := r(st+1, at, st). Using the available

information (st+1, at, st, rt) the agent updates the estimator of the optimal

action-value functions ∀s ∈ S,∀a ∈ A as follows:

Q(k+1)(s, a) =
Q(k)(s, a) + β

(
rt + γ maxa∈A(st+1) Q

(k)(st+1, a)−Q(k)(s, a)
)
,

if s = st, a = at,

Q(k)(s, a), otherwise,

(2.10)

where β ∈ [0, 1]. Tabular Q-learning algorithm is summarized in Algorithm

2.1. Note that the RL algorithms learn the optimal policy based on the data

sets (st+1, at, st, rt)
T
t=1, where T denotes the number of elapsed time steps.

This data set is called a replay buffer, and each data is called experience in

an RL terminology, hence, the thesis follows this terminology.

However, the drawback of the tabular Q-learning is that it has to esti-

mate all action-values Q(s, a) for each state-action pair. This is infeasible in

the usage of visual data because visual data, which is regarded as state, gen-

erally contains large dimensional information, which prohibits from filling

the table of the action-values for each state-action pair.

2.2.3 Deep Q-Learning

One of the solutions to deal with the problem of the tabular Q-learning is

to approximate the optimal action-value function by parametric functions

Q(s, a;θ), where θ denotes the parameters of the approximate functions,

and then estimate feasible parameters which allow to achieve a good ap-

proximation of the optimal action-value functions. Deep Q-learning algo-

rithm is one of the successful function approximation methods to achieve

a feasible approximation of the optimal action-value functions [25]. Deep

Q-learning algorithm approximates the optimal action-value functions by
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Algorithm 2.1 Q-learning algorithm.

1: initialize: initialize estimator of the optimal action-value, Q(0)(s, a)

∀s ∈ S, ∀a ∈ A arbitrarily

2: specify ϵ, γ, and α

3: observe an initial state s1

4: for t = 1, 2, . . . , T do

5: choose an action at via pre-defined policy

6: observe next state st+1 and reward rt

7: update the estimator of the optimal action-value according to (2.10)

8: end for

NNs—because of this, each approximate function is an NN and the param-

eter θ is the weight vector of the NN—and trains the NN with the algorithm

as discussed below.

In the deep Q-learning algorithm, the NN is trained so that the difference

between Q(st, at;θ) and rt + γmaxa′ Q(st+1, a
′;θ) is minimized. This is

motivated by the fact that such NNs roughly satisfy the Bellman equation,

and hence, one can achieve a good approximation of the optimal action

value function. To quantify the difference, one can typically leverage the

following per-sample loss as an example:(
Q(st, at;θ)−

(
rt + γmax

a′∈A
Q
(
st+1, a

′;θtarget)
))2

(2.11)

where, Q
(
·, ·;θtarget

)
is the proxy NN that is called “target network” and is

updated once in a while to stabilize the training [25].

To minimize the loss function, one can apply the aforementioned SGD

algorithm, which is a typical approach in the deep Q-learning [25]. Given the

target network Q
(
·, ·;θtarget

)
and relay buffer (st+1, at, st, rt)

T
t=1, the update

rule of the NN weights are given by:

θ(k+1) =

θ(k)+
1

|T ′|
αk∇θ

∑
t′∈T ′

(
Q(st′ , at′ ;θ)−

(
rt′+γmax

a′∈A
Q
(
st′+1, a

′;θtarget)
))2

,

(2.12)
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Algorithm 2.2 Deep Q-learning [25].

1: initialize: initialize NNs, Q(s, a;θ(0)) and Q(s, a;θtarget), and replay

memory D
2: specify discount factor γ and learning rate α.

3: observe an initial state s1

4: for t = 1, 2, . . . , T do

5: choose action at via pre-defined policy

6: observe next state st+1 and reward rt

7: store transition (st, at, rt, st+1) in D
8: sample experiences randomly from D
9: update parameter according to (2.12)

10: every C steps, update target NN

11: end for

where T ′ ⊆ {1, 2, . . . , T} denotes the index set of the experience, which is

randomly sampled from the replay buffer and corresponds to the indices of

the minibatch in the supervised learning terminology. The weights of the

target network is also updated when the SGD steps are performed for the

pre-defined number of times. The deep Q-learning algorithm is summarized

in Algorithm 2.2.
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Chapter 3

Measurement Method of

Temporal Attenuation by

Human Body in Off-the-Shelf

60 GHz WLAN

3.1 Overview

As discussed in Chapter 1, a mmWave WLAN which leverages a channel

bandwidth of over 2GHz offers multi-gigabit data transfers, which attracts

a lot of attention [26–29]. However, the mmWave WLAN experiences more

signal attenuation induced by human blockage than WLANs that operate

at the microwave band [30]. The attenuation is attributable to the use of

higher directional antennas which are to compensate for a larger pass loss,

and to propagation characteristics of mmWave [31].

To obtain a deeper insight into the impact of LoS blockages on mmWave

links, measurements of the time-variant signal attenuation in the mmWave

band have been conducted in many studies [9, 11–13, 31–34]. For example,

the authors in [32] measured the attenuation in the 60GHz band and then

compared the results with a knife edge diffraction model where the human

body is modeled by two cylinders. The authors in [11] measured statistical

characteristics of the time duration in which the signal attenuates by 5 dB,
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the time duration in which the signal attenuation level recovers from 5dB

to 0 dB, and time duration in which the human blockage event continues.

From these parameters, they built a piecewise linear model for the time

series of the signal attenuation in the 60GHz .

These measurements generally have employed horn antennas in a trans-

mitter, while transmitters in mmWave WLANs employ consumer-grade ar-

ray antennas to perform beamforming [29]. The authors in [30] revealed a

significant difference between these two types of antennas in terms of direc-

tivity and side lobes. The difference between two types of antennas might

give rise to the gap between the measurement results because antenna pat-

tern of the transmitters gives an impact on the time series of signal attenu-

ation [33]. For practical operation of mmWave WLANs, the gap should be

investigated using a commercially available IEEE 802.11ad WLAN AP as a

transmitter.

Being different from many measurements above where transmitters

transmit continuous waves to receivers, the measurement of signals trans-

mitted by an IEEE 802.11ad WLAN AP requires the estimation of whether

the AP transmits signals or not at each sampling point in a sweep. This

is due to the transmission mechanism of the AP. The AP transmits sig-

nals intermittently to a station (STA) according to medium access control

protocols [6]. The durations in which the AP transmits a signal might be

smaller than a sweep length, hence, in each sweep length, there exist both

durations in which the AP transmitted signals and durations in which the

AP did not. Thus, in order to temporally track the signal attenuation due

to human blockage, it is required to classify the samples into those in the

former durations and those in the latter durations.

This chapter conducts a measurement of time-varying signal attenua-

tion induced by human blockage, involving a commercially available IEEE

802.11ad WLAN AP and STA while proposing the classification method

of signal presences and absences. More specifically, the classification of

whether signal is present or not at each sampling point is performed using

a simple two-state hidden Markov model.

The contributions of this chapter are threefold:

• This chapter provides the classification method whether the AP trans-
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IEEE 802.11ad
WLAN AP

IEEE 802.11ad
WLAN STA

Frame 
transmission

Horn
antenna

Down
Converter

Spectrum
 analyzer

Measurement device

Traffic
 generator

Figure 3.1: Block diagram of measurement system.

mitted frames or not at each sampling point using a simple two-state

HMM.

• Applying a two-state HMM to data obtained when the AP does not

transmit any signals causes model overfitting and consequent invalid

power calculation. Thus, this chapter performs Bayesian information

criterion (BIC)-based model selection. Therein, it is selected which

two-state HMM or one-state model is more applicable to obtained

data. Thereby, one can detect this kind of the data and prevent model

overfitting.

• The measurements presented in this chapter are validated in terms of

several statistical characteristics. More specifically, this chapter con-

firms that the duration in which the signal attenuates by 5 dB is con-

sistent with the statistical model built in a previous report, and that

the range of the duration in which the signal attenuation decreases

from 5dB to 0 dB is similar to that in the report.

The rest of this chapter is organized as follows. Section 3.2 presents the

architecture of the measurement system in detail. Section 3.3 presents the

method to obtain the time-varying attenuation, involving an estimation of

whether the AP transmitted a frame or not using HMM. Section 3.4 shows

the measurement results. Section 3.5 concludes the present chapter.
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(a) Measurement system. (b) Measurement device.

Figure 3.2: Measurement system and device.

3.2 Measurement Setup

Fig. 3.1 shows the measurement system. The horn antenna receives RF

signals at 60.48GHz, which antenna is affixed to a waveguide flange input

on the down converter. Then, the down converter converts the RF signal

to a baseband signal. The microwave spectrum analyzer filters I-channel

components of the baseband signal at the center frequency of 100MHz with

a bandwidth of 10MHz. These signals are then sampled by an A/D con-

verter in a spectrum analyzer. Figs. 3.2(a) and 3.2(b) show pictures of the

measurement system and the measurement device, respectively. Details re-

garding the measurement equipment and the measurement parameters are

shown in Tables 3.1 and 3.2, respectively.

Note that the choice of the bandwidth, which is smaller than the IEEE

802.11ad WLAN channels, is attributed to the time resolution in which the

signal attenuation is obtained. In order to show the consistency in the time

duration in which signal attenuates by 5 dB and thereby to validate the pre-

sented measurement method, the time resolution of tens of milliseconds is

required—the time duration is reported to have the value of tens of millisec-

onds in the reference [11]—. Because there is a trade-off between the acqui-

sition bandwidth and the time resolution—a wider acquisition bandwidth

sacrifices the time resolution—, the measurement in a smaller bandwidth

than the IEEE 802.11ad WLAN channel bandwidth was conducted. In
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Table 3.1: Measurement equipment.

IEEE 802.11ad WLAN AP Dell R⃝Wireless Dock D5000

IEEE 802.11ad WLAN STA Dell R⃝Latitude E5540

Client laptop Dell R⃝Latitude E5540

Wired network 1000BASE-T Gigabit Ethernet

Microwave spectrum analyzer Tektronix R⃝RSA306

Down converter Sivers R⃝IMA FC2221V

Anntena Sivers R⃝IMA Horn anntena, 24 dBi

the measurement system, the measurement bandwidth of 10MHz allowed

to obtain the temporal signal attenuation in a time resolution of around

20ms.

The measurement was conducted under the condition that the AP trans-

mits data frames to the STA as shown in Fig. 3.1. The frame transmission

was done by generating uplink traffic from the laptop connected to the AP

with a gigabit ethernet cable. The traffic was generated by Iperf3 [16].

For the sake of clarity of the discussion in the following sections, the

signal representation is introduced here. Let r(t) be the representation of

I-channel components of the 11ad WLAN signal converted by the down

converter and b(t) be the impulse response of the acquisition bandpass filter

in the spectrum analyzer. Then, the signal which is to be sampled by the

A/D converter in the spectrum analyzer is represented by y(t) = (r(t) +

n(t)) ∗ b(t), where n(t) is the noise inherent in the measurement device,

and the ∗ represents the convolution of two functions. Note that r(t) is

equivalent to 0 when the AP does not transmit any frames.
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Table 3.2: Measurement parameters.

Channel 60.48GHz

Sampling frequency 1/T 14MHz

Receive antenna gain 24 dBi

Acquisition bandwidth 10MHz

Number of samples per sampling K 2800

3.3 Measurement Method of Temporal Sig-

nal Attenuation

3.3.1 Overview

Let the vector which identifies whether the AP transmits frames or not be

denoted by z(t) = [z0(t), z1(t)]
T, which is defined as

z(t) :=

[0, 1]T if the AP transmits a frame,

[1, 0]T otherwise.
(3.1)

Let D be the union of disjoint time intervals when the AP transmits frames,

defined as

D := { t | z1(t) = 1 }. (3.2)

Let D(tm) := D ∩ [tm, tm +KT ] be the time duration when the AP trans-

mitted frames in the sampling window [tm, tm + KT ], where tm denotes

the time at which the analyzer starts the mth sweep; while K and T de-

note the number of samples and the sampling period, respectively, therefore,

tm+KT denotes the time at which the analyzer ends the sweep. The timing

of sweeps is depicted in Fig. 3.3. Note that the time length KT for which

the analyzer sweeps —it is 200µs in the measurements—is shorter than the

interval tm+1 − tm between successive sweeps—it is 20ms—.

The goal is to obtain the time-dependent attenuation value A(tm) given
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by

A(tm) =
P (tm)

P (t1)
, (3.3)

where P (tm) is the mean power of the measured signal, given by

P (tm) =

∫
D(tm)

|y(t)|2 dt∫
D(tm)

dt
, (3.4)

i.e., the mean value of the power samples pm[km] := |y(tm + kmT )|2 for

km ∈ {1, . . . , K} taken only if z1(tm + kmT ) = 1. P (tm) for m > 1 is

obtained in the possible presence of human bodies; while P (t1) is obtained

in the absence of human bodies and is the reference used to compute the

attenuation A(tm).

The attenuation values A(tm) are calculated by three steps: the BIC-

based model selection, the HMM-based frame transmission state estimation,

and averaging. First, BIC-based model selection decides which a two-state

HMM or a one-state model is more appropriate to be applied to the obtained

data pm = (pm[1], . . . , pm[K])T. Only when the two-state HMM is selected,

the HMM-based frame transmission state estimation is conducted. Then,

it is estimated whether z1(tm + kmT ) = 1 or not for km ∈ {1, . . . , K},
i.e., whether the AP transmitted frames or not at each sampling point.

Finally, the average of pm[km] is calculated for km that is estimated to be

z1(tm + kmT ) = 1.

3.3.2 HMM-Based Frame Transmission State Estima-

tion

HMM-Based Estimation Scheme

Let zm[km] = [zm,0[km], zm,1[km]]
T denote z(tm + kmT ). The main purpose

of this section is to decide whether zm,1[km] = 1 or not for km ∈ {1, . . . , K}.
The decision is based on modeling the power observations pm[km] using a

two state HMM. This section now considers that the two-state HMM is

selected in the BIC-based model selection in advance. The model selection

is discussed in the subsequent section.
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    th sweep
                   (       : 200 μs)

 
          th sweep
  (       : 200 μs)

Time (s)

: Durations in which AP transmits a signal...

   Interval between sweeps
   (                 : 20 ms)

Figure 3.3: Timing of sweeps.

An HMM is a statistical model that forms a sequence of observations

whose distribution depends on a latent variable that follows a Markov chain.

The value zm[km] is regarded as the latent variable which the distribution

of pm[km] depends on. Hereinafter, this chapter refers to the event that

zm,1[km] = 1 as frame transmission state; the phenomenon that zm,1[km] = 0

as pausing state. This chapter assumes that the distribution conditioned on

zm[km] is an exponential distribution, thus, the probability density functions

of pm[km] conditioned on zm[km] is given as follows:

p(pm[km] | zm,0[km] = 1) = λ0 exp (−λ0pm[km]),

p(pm[km] | zm,1[km] = 1) = λ1 exp (−λ1pm[km]),
(3.5)

where λistate for istate ∈ {0, 1} denotes the parameter of the exponential

distribution when zm,istate [km] = 1. The assumption is validated by the

experimental results.

The most likely sequence of the latent variables is estimated utilizing

Viterbi algorithm. Viterbi algorithm requires the parameters of the HMM

which include λistate , transition probabilities, and initial state probabilities.

Because of the lack of the knowledge of the true parameters, the most likely

parameters is estimated using expectation maximization (EM) algorithm

beforehand. Each algorithm is described in detail as follows.
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Parameter Estimation

This section estimates the parameters of the HMM given by θHMM =

[λ0, λ1, q0,0, q0,1, q1,0, q1,1, πinit,0, πinit,1]
T, where qistate, jstate for istate ∈ {0, 1}

and jstate ∈ {0, 1} represents the transition probability of a latent variable

that is defined as P(zm, jstate [km + 1] = 1 | zm, istate [km] = 1); πistate represents

the initial state probability that is defined as P(zm, istate [1] = 1). To avoid

the complicated notations , this section omits the subscript “state” in istate

and jstate.

The estimation utilizes EM algorithm [19]. The EM algorithm

derives the estimator θ̂HMM maximizing a likelihood p(pm |θHMM) via

the iteration of E-step and M-step. The E-step derives the expecta-

tion of ln p(pm,Zm |θHMM) under the posterior distribution of Zm :=

[zm[1], . . . , zm[K]] and a current estimator:

θ
(n)
HMM =

[
λ
(n)
0 , λ

(n)
1 , q

(n)
0,0 , q

(n)
0,1 , q

(n)
1,0 , q

(n)
1,1 , π

(n)
init,0, π

(n)
init,1

]T
, (3.6)

where n is an iteration number. The M-step derives the estimator:

θ
(n+1)
HMM =

[
λ
(n+1)
0 , λ

(n+1)
1 , q

(n+1)
0,0 , q

(n+1)
0,1 , q

(n+1)
1,0 , q

(n+1)
1,1 , π

(n+1)
0 , π

(n+1)
1

]T
,

(3.7)

which maximizes the expectation. Details of each step are described in later.

The iteration is guaranteed to converge to the locally optimal estimator

θ̂HMM [19].

The goal of the E-step is to derive the expectation of ln p(pm,Zm |θHMM)

under the posterior distribution of Zm given pm and the current estimator

θ
(n)
HMM. Let the expectation be denoted by Q(θHMM,θ

(n)
HMM), which is de-

scribed as follows:

Q
(
θHMM,θ

(n)
HMM

)
:= EZm

[
ln p(pm,Zm |θHMM)

∣∣pm,θ
(n)
]

=
∑
Zm

p
(
Zm

∣∣∣pm,θ
(n)
HMM

)
· ln p(pm,Zm |θHMM).

(3.8)
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As in [19], the expectation is given as follows:

Q
(
θHMM,θ

(n)
HMM

)
=

1∑
i=0

γ(zm,i[1]) · ln πinit,i

+
K∑

km=2

1∑
j=0

1∑
i=0

ξ(zm,j[km − 1], zm,i[km]) · ln qj,i

+
K∑

km=1

1∑
i=0

γ(zm,i[km]) · ln p
(
pm[km]

∣∣∣ zm,i[km] = 1,θ
(n)
HMM

)
,

(3.9)

where

γ(zm,i[km]) := Ezm[km]

[
zm,i[km]

∣∣∣pm,θ
(n)
HMM

]
=
∑

zm[km]

zm,i[km] · p
(
zm[km]

∣∣∣pm,θ
(n)
HMM

)
, (3.10)

ξ(zm,j[km − 1], zm,i[km])

:= Ezm[k],zm[k−1]

[
zm,j[km − 1] · zm,i[k]

∣∣∣pm,θ
(n)
HMM

]
=

∑
zm[km−1]

∑
zm[km]

zm,j[km − 1] · zm,i[km]

· p
(
zm[km − 1], zm[km]

∣∣∣pm,θ
(n)
HMM

)
. (3.11)

These expectations; γ(zm,i[km]) and ξ(zm,j[km− 1], zm,i[km]) are derived via

the forward-backward algorithm [19].

The M-step derives the revised estimator θ
(n+1)
HMM that maximizes

Q(θHMM,θ
(n)
HMM), i.e., that satisfies

θ
(n+1)
HMM = argmax

θHMM

Q(θHMM,θ
(n)
HMM). (3.12)

The maximization with respect to πinit,i, qi,j ∀i, j is achieved using appro-

32



Section 3.3

priate Lagrange multipliers with the results [19]:

π
(n+1)
init,i =

γ(zm,i[1])∑1
j=0 γ(zm,j[1])

, (3.13)

q
(n+1)
j,i =

∑K
km=2 ξ(zm,j[km − 1], zm,i[km])∑1

i=0

∑K
km=2 ξ(zm,j[km − 1], zm,i[km])

. (3.14)

The maximization with respect to λi for ∀i is achieved via partial derivative

with respect to λi, which result in

λ
(n+1)
i =

∑K
km=1 γ(zm,i[km])∑K

km=1 pm[km]γ(zm,i[km])
. (3.15)

These steps are iterated until the convergence condition,

|Q(θ(n+1),θ
(n)
HMM) − Q(θ

(n)
HMM,θ

(n−1))| < ϵ0 is satisfied, where ϵ0 is the

predefined tolerance. This chapter sets the tolerance to be 10−2, which is

much smaller than the likelihoods that have a value of the order of 105 in

these experiments.

Estimation of Sequence of Latent Variables

The goal to estimate the most likely sequence of latent variables is achieved

via Viterbi algorithm. The Viterbi algorithm seeks for the sequence of latent

variables Ẑm which is described as

Ẑm = argmax
Zm

p(pm,Zm | θ̂HMM). (3.16)

The Viterbi algorithm in the HMM works as maximum likelihood detec-

tion of convolutional codes [35]. Consider the trellis diagram where for

all values km, all possible latent variables in the kmth sampling point are

deployed as the nodes at the trellis depth km and all the nodes at the

trellis depth km is connected to all the nodes at the trellis depth km + 1.

Ẑm = [ẑm[1], . . . , ẑm[K]] is achieved by seeking for the trellis path maximiz-

ing path metric, defining the branch metric from the (i + 1)th node at the

depth km to the (j+1)th node at the depth km+1, B
(i→j)
km

as the following;

B
(i→j)
km

= ln{p(zm,j[km + 1] = 1 | zm,i[km] = 1, θ̂HMM)

· p(pm[km + 1] | zm,j[km + 1] = 1, θ̂HMM)}. (3.17)
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Figure 3.4: Example of the estimate of whether the AP transmitted frames

or not.

Model Verification

This section shows that the Viterbi algorithm can estimate latent variables

in each sampling point. Using the results, this section validates the assump-

tion that pm[km] in each state follows the exponential distribution.

Fig. 3.4 shows an example of the estimation of latent variables. This

shows that each latent variable is consecutive for a certain duration. This

result agrees with the fact that the AP transmits a frame in a certain du-

ration; from the start of transmission to the end.

Fig. 3.5 shows the cumulative frequencies of pm[km] in each estimated

state and theoretical cumulative distribution function (CDF) of each ex-

ponential distribution. The parameter of each exponential distribution are

estimated via EM algorithm. This figure shows that the distribution of
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Figure 3.5: Cumulative frequencies of power observations in each state and

CDF of fitted exponential distributions.

pm[km] in each state coincides with the theoretical CDF, which also shows

the validity of the assumption that pm[km] in each state follows the expo-

nential distribution.

3.3.3 BIC-Based Model Selection

The previous subsection considered that fitting the data using a two-state

model is more appropriate than using a one-state model. However, there

exists data in which no frames are observed because the AP did not transmit

any frames for the time duration of [tm, tm + KT ].1 In this case, applying

a one-state model, where pm[km] follows an identical exponential distribu-

tion, is more appropriate because applying a two-state model causes model

overfitting and consequent invalid calculation of A(tm). If a two-state HMM

1As an alternative approach, one can set the sampling rate and the number of samples

per sweep so that at least one beacon signal is received. Note that the beacon interval

of the employed AP is 1.1ms [11].
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is applied in this case, there exists km ∈ {1, . . . , K} for which ẑm,1[k] = 1

although the truth is that ẑm,1[km] = 0 ∀km ∈ {1, . . . , K}. Thus, it is

required that which model to be appropriate is decided and that if the one-

state model is estimated to be appropriate, it is decided that A(Tm) is not

calculated.

To decide which model to be appropriate, BIC [19] is utilized. The BIC

is given as follows:

BIC = −L(θ̂HMM) +
dparam

2
lnK, (3.18)

where L(·) denotes the log-likelihood function and dparam is the number of

parameters that is required to describe each model. In the two-state HMM,

dparam = 5, that is, the parameters are λ0, λ1, q0,0, q1,0, πinit,0. Note that

q0,1, q1,1 and πinit,1 are not counted because these parameters are decided

deterministically from q0,0, q1,0, and π0, respectively. In the one-state model,

dparam = 1. θ̂HMM is the vector containing the model parameters with

maximum likelihood. The model whose BIC is smaller than that of the

counterpart is applied.

The second term of BIC is interpreted as the penalty of increasing the

number of model parameters. The penalty of the BIC is more than that

of the Akaike information criterion (AIC) [36], which is a reason why BIC

is applied. BIC tends not to select the two-state model which has more

parameters, and therefore prevents from model overfitting.

3.3.4 Procedure of Calculating Time-varying Signal

Attenuation

The procedure of the calculation of A(tm) is summarized in Algorithm 3.1.

First, the BIC of each model is cumputed. The BIC of the one-state ex-

ponential distribution model, BIC1 is calculated via maximum likelihood

estimation; that of the two-state HMM, BIC2 is calculated via EM algo-

rithm. If BIC2 < BIC1, Viterbi algorithm is conducted to estimate the

latent variables and then A(tm) is calculated by averaging pm[k] in frame

transmission state. If not, it is decided that the calculation of A(tm) is not

conducted because the AP did not transmit any frames.
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Algorithm 3.1 Procedure for measuring temporal signal attenuation in

mmWave WLAN.
input: power observations P = (p1, . . . ,pM)

output: time series of signal attenuation (A(t1), . . . , A(tM))T

1: for m ∈ {1, . . . ,M} do
2: conduct maximum likelihood estimation of a one-state exponential

distribution model and calculate BIC, BIC1

3: conduct EM algorithm in a two-state HMM and compute BIC, BIC2

4: if BIC2 < BIC1 then

5: estimation of the maximum-likely latent variables Ẑm using

Viterbi algorithm

6: Pm ← average of pm[km] for ∀km ∈ { k ∈ {1, . . . , K} | ẑm,1[k] =

1 }
7: A(tm)← Pm/P1

8: end if

9: end for

3.4 Measurement of Time-Varying Attenua-

tion in IEEE 802.11ad WLAN

3.4.1 Objective

The main objective of the measurements is to validate the measurement

method by demonstrating the consistency in quantities associated with the

signal attenuation under a similar condition to that in the previous report

[11]; additional measurements in other conditions are out-of-scope. As in

[11], the following values are measured: the duration tdecay,5 dB in which

signal attenuation level increases from 0dB to 5 dB, the duration trise,5 dB in

which signal attenuation level decreases from 5dB to 0 dB, and the mean

signal attenuation Amean in the interval [tb + (te − tb)/3, te − (te − tb)/3].

Therein, tb and te represent, respectively, the last zero crossing time before a

shadowing event and the first zero crossing time after the shadowing event.
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Figure 3.6: Top view of measurement environment with the moving path

and positions of the AP, STA, and measurement device, denoted by TX, ST

and RX1 or RX2, respectively. Values in parentheses indicate the height of

each device.

3.4.2 Experiment Description

The measurements were conducted in a similar experimental scenario to the

previous report [11] in order to compare the results with the results in the

report. The moving paths of the pedestrian were kept fixed as in Fig. 3.6,

which are similar moving paths to those in the report.

Fig. 3.6 also depicts the deployment of the measurement equipment.

The AP and STA were kept fixed at the position TX and ST, whereas

the measurement device was placed at the positions, RX1 and RX2. The

separation distances between TX and RX1 and between TX and RX2 were

2.58m and 4.38m, respectively. The height of the AP and the measurement

device was 1.10m; that of the STA was 0.90m.

3.4.3 Experimental Results

Fig. 3.7 shows an example of the time series of measured signal attenuation

induced by human blockage. The signal attenuation level oscillates by up
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Figure 3.7: Time series of measured attenuation of signal transmitted by

IEEE 802.11ad AP induced by human blockage.
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Figure 3.8: CDF of decay time for 5 dB attenuation, tdecay,5 dB.

to 2 dB before and after the signal attenuates. This is in agreement with a

knife edge diffraction theory [37].

Fig. 3.8 shows the CDF of the decay time tdecay,5 dB. The empirical

model in [11] is the Gaussian distribution with the mean of 0.061 s and

the standard deviation of 0.026 s. The measured cumulative frequency of

tdecay,5 dB coincides with the model. In fact, the model cannot be rejected by

the Kolmogorov-Sminov test [38] with a significance level of 1%. Thus, in
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Figure 3.9: CDF of rise time from 5dB attenuation, trise,5 dB.

terms of the decay time tdecay,5 dB, the empirical model is valid for the IEEE

802.11ad WLAN signals transmitted by a commercially available AP with a

consumer-grade array antenna as well as ones transmitted by a transmitter

with a horn antenna.

Fig. 3.9 shows the CDF of the rise time trise. The empirical model

in [11] is the log-normal distribution with the log mean of −2.94 and the log

standard deviation of 0.63. One can see that although there is a difference

in the shape of the CDF, these results are consistent with the empirical

model in that the rise time ranges from 0.02 s to 0.15 s.

Fig. 3.10 shows the CDF of the mean signal attenuation Amean. The

empirical model in [11] is the Gaussian distribution with the mean of 13 dB

and the standard deviation of 2.0 dB. This result shows that the signal

in IEEE 802.11ad WLAN attenuates about 4.0 dB more than the signal

in [11]. These difference might be attributable to the difference between

the transmit antennas: the horn antenna employed in the report and the

array antenna packed in the AP, and the position at which the pedestrian

crossed the LoS path—the report [9] demonstrated that blockage at nearer

positions to the receiver causes the higher signal attenuation in directional

communications—.
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Figure 3.10: CDF of mean signal attenuation while pedestrian is blocking

the LoS path, Amean.

3.5 Conclusion

This chapter discussed a measurement method of time-varying attenuation

of signals transmitted by a commercially available IEEE 802.11ad WLAN

AP caused by human blockage. A two-state HMM is applied in order to

estimate whether the AP transmitted signals or not in each sampling point.

In addition, the BIC-based model selection is presented to decide which one-

state model or two-state model to be applied. The two-state HMM-based

estimation showed the valid results: both the sampling points estimated to

be in frame transmission state and those estimated to be in pausing state

are consecutive for a certain duration, which is consistent with a trans-

mission mechanism of IEEE 802.11ad WLAN APs. The measurements are

validated in a sense that the measured time-varying signal attenuation is in

an agreement with knife edge diffraction theory. The measurements are also

validated in that the statistical characteristics of the duration in which the

signal transmitted by the AP attenuates by 5 dB was consistent with the

existing statistical model. Meanwhile, the measurement results are different

from the existing report in terms of the mean attenuation while a human is

blocking a LoS path.
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Visual Data-Driven Handover

Management for mmWave

Networks Using Deep

Reinforcement Learning

4.1 Overview

As discussed in the Chapter 1, mmWave communications are expected to

play an important role in next-generation wireless networks, such as fifth-

generation mobile networks or WLANs [29, 39–41]. The exploitation of

wider spectrum bands in the mmWave band facilitates multi-gigabit data

transmission, thereby supporting communication services, such as ultra-

high-definition televisions [39], VR [42], or augmented reality (AR) [43]

that require the multi-gigabit data transmission.

However, designing robust millimeter networks is quite challenging ow-

ing to the high frequency of the mmWave bands. The distinct feature of

mmWave communication is the use of directional antennas to compensate

for high path loss in mmWave bands. The directional antennas can be imple-

mented by embedding many small antenna elements designed for mmWave

in a limited physical space in mobile terminals as well as mmWave BSs.

However, as discussed in Chapter 1, the antenna directivity makes mmWave

43



Chapter 4

communication links vulnerable to link blockage caused by moving obsta-

cles. The link blockage suddenly penalizes the mmWave link budget by

20–30 dB in the case of data transmission comprising the use of directional

antennas [28, 33]. The sudden and damaging degradation in the received

power causes frequent interruptions within a transmission of streamed data,

which is a crucial problem for VR/AR applications.

To overcome the blockage problem and provide reliable mmWave com-

munications, a handover between multiple BSs is envisioned as a promis-

ing scheme [44–48]. By performing handovers at appropriate times, the

decreased link budget can be compensated with another BSs. In next-

generation cellular networks, an increasing number of mmWave BSs will be

deployed to ensure a LoS path between a mobile terminal and one of the

deployed BSs; hence, designing a decision problem concerning when and to

which BS a handover should be triggered, which is referred to as a handover

decision problem, is an important research direction.

In a handover decision problem, it is important to predict a future long-

term performance, e.g., the time-average or cumulative sum of the data

rates prior to performing a handover in order to avoid making myopic de-

cisions [49–54]. This is because a handover involves a service disruption

caused by procedures that are necessary for changing association and for

data forwarding to a BS to which handover is performed [55]. Performing

handovers based on a short-term performance, i.e., making myopic deci-

sions, results in frequent handovers that may cause the overall long-term

performances to deviate [51, 52]. Thus, a future long-term performance in

both the currently associated BS and the candidate BSs should be pre-

dicted prior to triggering a handover, and a handover decision rule should

be formed such that the predicted performance is maximized.

In addition to the avoidance of redundant handovers, predicting future

long-term performance is beneficial to avoid a lower data rate situation, par-

ticularly in mmWave communications, what is a main topic of this chapter.

Due to moving obstacles, mmWave links experience faster data rate vari-

ation compared to microwave links. Given such constraints, the data rate

provided by current BS may be lower than the rates provided by another

BS before a handover execution is performed if the handover occurs after
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data rate variation. As a result, severe loss of the data rate takes place.

By predicting future data rates within a longer time horizon, handover is

performed to avoid data rate loss, so proactive handover is beneficial rather

than detrimental.

However, it is still challenging to predict the future long-term perfor-

mance in mmWave links proactively under the condition that moving ob-

stacles cause the rapid variation of received powers or data rates. This

is because the sudden variation exhibits little prior indications in the RF

signal domain such as received power samples and channel state informa-

tion1. Thus, to predict the rapid variations in data rates or received powers

proactively, one should utilize other information domains that provide more

informative features for predicting such variations.

To address this challenge, this chapter develops a proactive framework

wherein future data rate degradations caused by moving obstacles are pre-

dicted from several hundreds of milliseconds before the degradation occurs

and the handover timings are optimized based on the predicted values. The

key idea is to leverage the time consecutive camera images2 and to use deep

Q-learning. Time consecutive camera images comprise information of the

spatiotemporal dynamics of moving obstacles, which exhibits informative

features for predicting the future obstacle-caused degradation of data rates

in mmWave links. The optimization of the handover timings while predict-

ing such future degradations based on camera images is a new challenge.

The usage of camera images is incorporated into the RL-based handover

1With regard to the degradation of the received powers, there is a slight fluctuation in

the received powers within 100ms prior to the degradation, which is known as diffraction

effects [9, 11, 33]. Hence, by analyzing the time-series of the received powers, one can

predict the degradation from at most 100ms before the occurrence [56]. Nonetheless, it

is worthwhile utilizing the camera image domain for the two reasons. First, as experi-

mentally confirmed in this chapter, based only on the variation, the degradation cannot

be necessarily predicted in a proactive manner. Second, the degradation should be pre-

dicted earlier because the service interruption incurred by a handover could be several

hundreds of milliseconds long [57].
2This chapter uses depth images pixels of which are used to measure the distance

between the obstacles and the camera [58]. Depth images allow to obtain geometric rela-

tions between components within the scene. In the following discussion, it is considered

that the depth images are available to a network controller.
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frameworks (discussed in detail in the following section) by expanding the

state space such that the state involves camera images. Moreover, by using

a deep RL [25], the difficulty in handling the large dimensionality of the

state space incurred by the state space expansion is overcome.

The contributions of this chapter are summarized as follows:

• This chapter highlights that the variation in the received powers before

blockage events is not necessarily informative in predicting future data

rate degradation in mmWave links. To confirm this, this chapter

predicts the cumulative sum of future data rates with the RL method

based on the state of the received power.

• Based on the following two ideas, this chapter proposes a proactive

framework wherein handover timing is optimized while the degrada-

tion in data rate caused by obstacles is predicted within hundreds

of milliseconds before degradation. The first idea is to expand the

states such that the states comprise time-consecutive camera images,

which provide informative features for predicting degradations, i.e.,

spatiotemporal dynamics of moving obstacles. The second idea is to

leverage deep RL to overcome the computational complexity of learn-

ing the optimal handover policy incurred by the expanded state.

The rest of this chapter is organized as follows. Section 4.2 summarizes

related works. Section 4.3 provides a generic system model of learning-based

handover frameworks. Section 4.4 presents an experimental evaluation of

the received-power-based prediction of the cumulative sum of the future

data rates in a handover decision problem. Section 4.5 presents the image-

based handover framework, which leverages time-consecutive camera images

in a handover decision problem. Section 4.6 extends the proposed image-

based handover framework to a multiple cameras case. Finally, Section 4.7

presents concluding remarks.

It should be noted that Sections 4.4 and 4.5 are related to each other.

The former provides a baseline for the framework without camera images

to be compared with the proposed image-based handover framework, and

the latter details the image-based handover framework. In concrete, in Sec-

tion 4.4, the problem of a received power-based handover framework sum-
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Table 4.1: Comparison of handover-related previous works.

[49, 54,59] [51–53] [50,60,61] [62] [63–65] [66,67] This chap.

Timing Opt. Yes Yes Yes Yes No No Yes
Frequency mrc. mrc. mmW mmW. mmW mmW mmW

Usage of images No No No No Yes Yes Yes
Proactive prediction No No Yes Yes Yes Yes Yes

Approach DP RL DP RL Heuristic SL RL

marized in the first contribution is highlighted. This received power-based

handover framework is referred to as a baseline without camera images, and

compared to the proposed image-based handover framework in Section 4.5.

Focusing on the highlighted problem, Section 4.5 proposes the image-based

handover framework presented in the second contribution. Subsequently,

the section discusses the difference between the handover policies learned

with and without camera images by comparing the proposed image based-

handover framework with the received power-based handover framework.

4.2 Related Works

4.2.1 Handover Decision Problems

In many studies, handover decision-making problems or cell selection prob-

lems in heterogeneous microwave networks or millimeter wave networks were

formulated with the objective of maximizing the future long-term perfor-

mance [49–54, 59]. The authors of [49, 54, 59] designed the optimal cell

selection problem in heterogeneous wireless networks with the objective of

maximizing the weighted sum of the network bandwidth and network delay

via the MDP models or optimal control models. The optimal strategies are

provided via dynamic programming (DP) techniques. In [50], optimal cell

selection in mmWave networks was proposed to maximize the long-term

throughput or total received data in a mobile terminal using a similar ap-

proach. The authors of [51–53, 68] applied an RL algorithm to learn the

optimal cell selection with the objective of maximizing the long-term qual-

ity of experiences or channel capacities, wherein an optimal strategy of cell

selection can be learned without prior knowledge of the transition probabil-

ity of the channel states or received powers. However, in the aforementioned
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studies, a decision process was considered wherein a decision maker makes

a decision based on a current network state such as the channel informa-

tion, received power, or network bandwidth. These studies did not detail

the challenge of predicting the future long-term performance in mmWave

links under the condition of moving obstacles causing blockage effects and

received powers at a user equipment (UE) or the BSs3 and the data rates

in the mmWave links undergoing rapid degradation.

Other works have addressed handover decision-making problems in

mmWave networks by using user mobility information or pedestrian mobil-

ity information [60–62]. User mobility information facilitates the prediction

of future data rates in mmWave links with blockage effects that occur when

users are entering areas blocked by static obstacles [60, 61]. However, the

proactive prediction of the data rate degradations caused by moving obsta-

cles is not addressed. The author’s previous work [62] addressed handover

decision problems based on the positions and velocities of a moving pedes-

trian. However, the proposal is not applicable to handover decision problems

wherein more pedestrians cause blockage effects because of the challenge of

capturing the spatial features of each pedestrian such as their height or

shape. In contrast, in this chapter, camera images that comprise spatial

information are used, which enables one to capture the spatial features of

moving obstacles.

4.2.2 Camera Image-Based Frameworks in mmWave

Networks

The authors of [63–65] have conceptualized a camera-assisted proactive

handover system for mmWave networks. The camera images are employed

to predict the occurrence of blockage effects caused by pedestrians approach-

ing a LoS path between a BS and a UE. The experiments conducted in these

3Hereinafter, being consistent with a terminology of cellular networks, terminal nodes

are termed UEs, and infrastructure nodes serving UEs are termed as BSs. This is due to

prevent the use case discussion of the proposed handover framework from being limited

into WLANs in an indoor room and to open the discussion for other environments as

discussed in Chapter 1.
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works demonstrated that using camera images, a handover can be triggered

several seconds before blockage the occurrence of the blockage effects. How-

ever, the methods embedded in the experiments are focused on predicting

the timings at which blockage effects occur, and they do not quantitatively

predict the future data rate degradation caused by pedestrians. As dis-

cussed in the previous section, the optimal handover requires a prediction

of the future long-term performances; hence, the aforementioned methods

cannot provide the optimal solution to handover decision problems.

Motivated by the issue, a novel method for quantitatively predicting

a future received power value in mmWave communications was proposed

in [67]. The method predicts a received power value from several hundreds

of milliseconds before the value is observed. In this method, camera images

are mapped, via a supervised learning technique, to a future received power

value that is obtained several hundreds of milliseconds after the camera

images are obtained. However, the prediction method in [67] is not specific

to handover decision problems. While the method in [67] can be used to

predict a future data rate at a certain time period, the optimization of the

handover timings requires a different prediction, i.e., the prediction of the

expected cumulative sum of future long-term data rates as confirmed in the

previous studies discussed in Section 4.2.1. Thus, the method in [67] cannot

be necessarily adopted directly in handover decision problems. Table 4.1

summarizes the main aspects of the previous works related to this chapter.

4.3 System Model

Fig. 4.1 shows the system model of learning-based handover frameworks.

The main building blocks are a channel environment, a processing unit, and

a network controller. The processing unit accepts possible observations from

the channel environment and makes handover decisions. These handover

decisions are sent to a network controller, and subsequently, the network

controller sends a control instruction to a serving BS and notifies the index

of the target BS.

The following handover procedure can be optional. For an example of

the X2 handover procedure in long-term evolution networks [69], the serv-
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Processing Unit

Network Controller

Possible Observations
- RF received power (Sec. 4.4)
- Visual data (Sec. 4.5 and 4.6)

Handover
decisions

Control 
instructions

Channel Environment

Figure 4.1: System model of learning-based handover frameworks. The

processing unit accepts possible observations and determines the BS that

the UE should be associated with. This chapter mainly proposes the us-

age of visual data as possible observation in Sections 4.5 and 4.6, which is

compared to the usage of RF received powers in Section 4.4.

ing BS sends a handover request message to the target BS, and the target

BS responds to the request by sending a handover request acknowledgment

message. Subsequently, the serving BS sends a radio resource control con-

nection reconfiguration message to the UE, and the target UE completes

association procedures with the target BS.

The main objective of this chapter is to reveal the difference among

possible observations in terms of handover policies. In Section 4.4, the

usage of the time series of received powers is examined as a baseline. In

Section 4.5, the usage of visual data is proposed, and it is shown that the

visual data facilitates proactive predictions of blockage events, and thereby

enabling to perform a proactive handover. In Section 4.6, this image-based

handover is extended to the usage of multiple cameras, and the feasibility

of cooperative sensing among multiple cameras is demonstrated.
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4.4 Received Power-Based Handover Frame-

work

The main objective of this section is to highlight that the fusture degra-

dation of data rates in mmWave links caused by moving obstacles cannot

necessarily be predicted based only on a variation in received powers. To

illustrate this point, the cumulative sum of the future data rates is pre-

dicted using RL with the state information of the experimentally obtained

received powers. This chapter will refer to the received power-based hand-

over framework as a baseline without camera images, to be compared with

the proposed image-based handover framework in Section 4.5.2. First, the

decision process considered in this experiment is presented. Then, an ex-

perimental study of the prediction based on the received powers is provided.

4.4.1 States, Actions, Rewards, and State Transition

Rules

This section presents the decision-making process considered in this exper-

iment by detailing the states, actions, rewards, and state transition rules.

In the decision-making process, a network controller makes handover deci-

sions in the mmWave networks based on the received power values. In this

section, it is considered that multiple mmWave BSs and a UE are deployed.

There exist obstacles that block the LoS path between the UE and the BS

associated with the UE. It is also considered that a handover should be

triggered with respect to the time length of service disruption because the

communication between the BS and UE is generally disrupted because of

the necessary procedures for the association, which involves beam alignment

and for data forwarding to a BS to which a handover is performed [57,70,71].

The duration for which the communication is disrupted is defined as the ser-

vice disruption time Tdis.

It should be noted that in many existing studies [49, 50, 54, 60, 61], the

handover decision process was formulated as an MDP, although it was as-

sumed that the interval between the decision epochs was several seconds

long, which is longer than a realistic service disruption time of several tens or
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hundreds of milliseconds [70]. Hence, the service disruption occurs within an

interval between the successive decision epochs. However, the assumption

of the large interval is not suitable for predicting the blockage effects that

moving obstacles cause within several hundred milliseconds [11]. Hence, this

section reformulates the problem wherein an interval between the successive

decision epochs is shorter than several tens or hundreds of milliseconds, and

several decision epochs could be within a service disruption.

States

For the network controller to detect blockage effects based on received pow-

ers, the states are desined such that they include the received power values.

Let the number of time-consecutive received power values used in making

handover decisions be denoted by N . The state space is given as follows:

Srp := P × · · · × P︸ ︷︷ ︸
N

×J × C. (4.1)

In (4.1), P ⊆ RJ denotes the set of all possible received powers observed at

all BSs, J := {1, . . . , J} denotes the set of the BS indices, and C := { c |
c ∈ Z, 0 ≤ c ≤ ⌊Tdis/τ⌋ } denotes the set of the remaining decision epochs

until the service disruption time ends, where J denotes the number of the

deployed BSs, ⌊·⌋ : R → R denotes the floor function, and τ denotes the

interval between the successive decision epochs.

Let st = (pt, pt−1, . . . , pt−N+1, jt, ct) ∈ Srp denote the state at the decision
epoch t. The element pt−k ∈ P for k ∈ {0, 1, . . . , N−1} is set as the received
power observed at the decision epoch t − k. The element jt ∈ J is set as

the index of the BS associated with the UE. The element ct ∈ C is set as the
number of remaining decision epochs that the network controller experiences

until the service interruption ends. When the decision epoch is not within

the service disruption time, ct is set as zero.
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Actions

The action set A(st) consists of the possible actions and is given as follows:

A(st) :=

J , ct = 0;

{jt}, ct ̸= 0.
(4.2)

In other words, the controller selects one of the BSs when the decision epoch

is not within the service disruption time; otherwise, the controller selects

only the index of the BS to which a handover is performed.

Reward

The reward is given by a performance metric in the link provided by the BS

that is currently associated with the UE. Meanwhile, when the next decision

epoch t+1 is within the service disruption duration, the reward is given as

zero. These are formulated as follows:

r(st+1, at, st) :=

Rjt+1,t+1, ct+1 = 0;

0, ct+1 ̸= 0.
(4.3)

In (4.3), Rjt+1,t+1 denotes the performance metric in the link provided by

BS jt+1 at t + 1. In the performance evaluation, the metric Rjt+1 is set as

the achievable data rate provided by BS jt+1 as discussed in Section 4.4.2.

State Transition

The state transition to the next state is as follows. Let the state at epoch

t+1 be st+1 = (pt+1, pt, . . . , pt−N+2, jt+1, ct+1) ∈ Srp. Evidently, the received
power values (pt+1, pt, . . . , pt−N+2) at t+1 are updated by concatenating the

received power values at pt+1 with the current values (pt, pt−1, . . . , pt−N+1)

and removing the oldest value pt−N+1. Based on the definition of the state,

the term jt+1 is determined as follows:

jt+1 = at. (4.4)

53



Chapter 4

The term ct+1 is determined as follows:

ct+1 =


ct − 1; ct ̸= 0,

⌊Tdis/τ⌋; ct = 0, at ̸= jt,

0; ct = 0, at = jt.

(4.5)

It should be noted that without knowing the transition probabilities, one

can learn the optimal action-value function using deep RL [25]. To learn

the optimal policy, one only requires transition samples (st, at, rt, st+1) that

can be obtained while making decisions in the learning procedure.

In the following, an example of the temporal transition of the

decision process is provided. Consider that at the decision epoch

t, st = (pt, pt−1, . . . , pt−N+1, 1, 0), i.e., the received power values

(pt, pt−1, . . . , pt−N+1) are available, the UE is associated with BS 1, and

the decision epoch is not within the service disruption time. If the con-

troller selects action at ̸= 1, i.e., a handover is performed, then the state

transitions to st+1 = (pt+1, pt, . . . , pt−N+2, at, ⌊Tdis/τ⌋). The controller is

subsequently given a reward of zero because ct = ⌊Tdis/τ⌋ ̸= 0 (see (4.3)).

In this case, until the service disruption time ends, the controller selects

action at, is given a reward of zero, and decreases the last element of

the state by one. Conversely, if the controller selects action at = 1, i.e.,

the handover is not performed, then the state transitions to the state

st+1 = (pt+1, pt, . . . , pt−N+2, 1, 0) and the controller is then given the reward

R1,t+1.

4.4.2 Experimental Evaluation

Evaluated Scenario

As shown in Fig. 4.2, two BSs and an UE are deployed in an indoor room

whose length, width, and height are 4.87m, 5.34m, and 2.57m, respectively.

The size of the room corresponds to that of the room where the measurement

in the next section was conducted. The two BSs are operated over the

60GHz channel. The UE is initially associated with the BS that observes a

higher received power as compared to that of the counterpart when there are
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mmWave
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Figure 4.2: Experimented scenario of mmWave links.
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Figure 4.3: An example of the variation of the received power in a blockage

effect.

no obstacles within the deployed area. The BS that is initially associated

with the UE is termed as BS 1 and the other is termed as BS 2. BS 2 is

a candidate BS for a case in which the link between BS 1 and the UE is

blocked by obstacles. In the following discussion, the considered scenario

is detailed including coverage area, UE mobility, channel characteristics,

beamforming, initial access procedure, and beam tracking.
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Coverage Area. A BS covers an entire room in Fig. 4.2 at least in a LoS

condition, which is examined as follows. It is determined whether a BS

can cover a certain position or not by examining whether a commercially

available IEEE 802.11ad equipped transmitter and receiver can associate

with each other. In this examination, it is validated that the transmitter

can associate with the receiver placed 10m apart from the transmitter in

a LoS condition. Because the maximum distance between two positions is

7.67m in the room, it is safe to say that a BS covers the room in Fig. 4.2 at

least in a LoS condition, which is sufficient for performing the evaluation.

UE Mobility. In this evaluation, the received power varies only because of

moving obstacles, not because of the UE movements to focus on the sudden

variation of the data rate caused by moving obstacles. To obtain such re-

ceived power samples, the experiment is arranged such that the position of

the UE is static, and a handover is performed to compensate the degraded

data rate caused by the obstacles rather than to support the UE mobility.

The evaluation in such a scenario is sufficient for the two objectives of this

chapter: highlights that the such sudden variations of the data rate cannot

be predicted from a received power time series (provided in Section III)

and demonstrates the feasibility of the proactive prediction on such vari-

ations achieved by camera images (provided in Section IV). This scenario

of the static UE is reasonable for certain realistic application such as the

transmission of streaming data to a wireless monitor in an offices.

Channel Characteristics Between BS 1 and UE. The channel between

BS 1 and UE is based on the measurement in the next section, where the

overall characteristics are similar to “dynamic 60GHz radio channel” [11]

in terms of the variation of the received powers only due to the moving

obstacles. An example of the variation of the received power in a blockage

effect is shown in Fig. 4.3, and the overall characteristics are as follows.

In a blockage effect, the received power decreases by approximately 15 dB

within 50–200ms Subsequently, the received power remains constant for

200–300ms, and then it recovers to the original value within 50–200ms.

Blockage Distributions. Because the channel between BS 1 and UE is

based on the measurement provided in the next section, the distributions
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Table 4.2: Estimated distribution parameters characterizing blockage events

observed in measurement.

Values Distribution Estimated Distribution Parameters

tdecay,5 dB Gaussian [6] mean: 0.059,

standard deviation: 0.034

trise,5 dB Log Normal [6] log mean: −3.01,
log standard deviation: 0.195

Amean Gaussian [6] mean: 14.2,

standard deviation: 2.08

tD Weibull [6] scale: 0.553, shape: 4.08

tLOS Weibull [72] scale: 2.31, shape: 1.51

characterizing the blockage events also depend on the measurement. To

quantitatively characterize the blockage events in the measurement, Ta-

ble 4.2 provides the estimated distribution parameters of the following five

variables, which are essential in characterizing blockage events [11, 72]. In

Table 4.2, tdecay,5 dB denotes the duration in which signal attenuation level

increases from 0 dB to 5 dB, trise,5 dB denotes the duration in which signal

attenuation level decreases from 5 dB to 0 dB, Amean is the mean signal

attenuation, and tD denotes the duration of the blockage event. The value

tLOS is the duration wherein a LoS condition sustained. The definitions of

the values follow the works of [11] and [72]. The choice of the distribution

functions is based on [11] or [72], and the parameters of the distributions are

determined by the maximum-likelihood estimation. The blockage events oc-

curred within the 21% time-length relative to the whole measurement time.

Channel Characteristics Between BS 2 and UE. Meanwhile, the

mmWave channel between BS 2 and UE is static, and it is assumed that

BS 2 is free of blockages. The assumption is reasonable given that a net-

work controller is likely to perform a handover to a BS that is not blocked

by obstacles. In the following discussion, it is considered that BS 2 is at

a position where pedestrians cannot block the path between the UE and
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BS 2, and the received power at BS 2 is constant over time. Since the focus

of the evaluation is on a blockage effects between UE and BS 1, only the

link between the UE and BS 1 is discussed in the following discussion.

Beamforming. The UE and BS 1 communicate with each other with

directional antennas. Because channel characteristics between BS 1 and

UE are based on the measurement, the antenna gain is also attributed

to the measurement equipment. The antenna gains of a transmitter and

measurement device, which corresponds to the UE and BS 1, respectively,

are provided in the measurement setup.

Initial Access Procedure. Prior to the evaluation, the beam of UE is

established based on an initial access procedure termed as iterative beam

search method [71], which is used in the IEEE 802.11ad standard. This

initial access procedure is because the measurement used the a commercially

available IEEE 802.11ad equipped transmitter as the UE. Meanwhile, the

beam of BS 1 is established manually such that the beams of BS 1 and

the UE point towards each other. The procedure of establishing the beam

directions of the UE and BS 1 is discussed in detail in the measurement

setup.

Beam Tracking. In the next section, the measurement is conducted such

that the UE and BS 1 do not perform a beam tracking. The aim is to

eliminate the variation of the received powers due to beam tracking whose

mechanisms depend on manufacturers and thereby to focus only on the

sudden variations of the received powers due to moving obstacles. In the

next section, it is detailed how the measurement is conducted such that the

beam tracking is not performed.

Measurement Setup

As shown in Fig. 4.4, the measurement equipment is setup involving IEEE

802.11ad equipped transmitter/receiver, a measurement device, and a cam-

era. The transmitter and a measurement device correspond to the UE and

BS 1, respectively. The transmitter and measurement device is place at

the height of 0.70 and 0.85m, respectively. The camera is placed at ei-

ther position (0.60, 2.65) and (1.80, 0.45) and at the heights of 1.50m and
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Figure 4.4: Top view of the measurement environment showing the mmWave

transmitter, measurement device, and camera. The measurement device

and mmWave transmitter correspond to BS 1 and the UE in Fig. 4.2, re-

spectively.

1.25m, respectively to obtain the a dataset with two different camera an-

gles. The angle from the former position is termed angle A while the latter

is termed angle B. The measurement device is equipped with a horn antenna

with directivity gain of 24 dBi and the half-power beam width (HPBW) of

11 degree while the transmitter is equipped with an array antenna with size

of 16, directivity gain of approximately 8 dBi, and HPBW of approximately

15 degree [30].

The beam directions of the measurement device and transmitter are

established from the following procedure such that the beams point towards

each other. First, the transmitter and receiver in Fig. 4.4 performed, in a

LoS condition, an iterative beam search wherein the beam pair was searched

with a two-stage beam scanning [71] such that the receiver can benefit from

the maximum received power. Through the procedure, the beam of the

transmitter is configured such that the beam points towards the receiver.

Subsequently, the measurement device is placed behind the receiver such

that the horn antenna attached with the measurement device faced for the

transmitter. Since the beam of the transmitter also points towards the

measurement device, the beams of the transmitter and measurement device
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point towards each other.

The measurements are conducted as discussed in Chapter 3, and the

received powers and camera images are obtained. The mmWave transmit-

ter transmits signals at the carrier frequency of 60.48GHz to the receiver,

and subsequently, the measurement device behind the receiver measures the

power of a part of the signals. The transmitted signals are considered as up-

link signals from the UE to BS 1. In this environment, two pedestrians walk

along the moving path in Fig. 4.4 and obstruct the path between the trans-

mitter and measurement device. Tables 4.3 summarizes the experimental

equipment and parameters associated with the experiment.

Throughout the measurement, the beam tracking between the measure-

ment device and transmitter is not performed. This eliminates the variation

of the received powers due to beam tracking whose mechanisms depend on

manufacturers, and one can thereby focus only on the sudden variations of

the received powers due to moving obstacles. The details are as follows: The

measurement device was located behind the receiver, and the pedestrians

traveled between the receiver and measurement device indicated in Fig. 4.4.

This arrangement prevented the receiver and transmitter from performing

beam tracking because the received power at the receiver was not altered

even when the LoS path between the receiver and measurement device was

blocked. In this situation, the beam direction of the transmitter is almost

fixed. Consequently, the beam directions in the transmitter and measure-

ment device were also fixed, wherein the beam tracking between them was

not performed.

It should be noted that the camera images obtained in this experiment

are not used in this evaluation but are used in the next section. This

evaluation provides the baseline that does not utilize camera images and

only uses the time series of received powers to decide handover timings.

Procedure of Performing Decision Process

The obtained received powers are divided into two parts, and the indi-

vidual parts are used for the learning and performance evaluation, respec-

tively. Let the obtained received power values be denoted by
(
p1,t
)
t∈T , where
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Table 4.3: Experimental equipment and parameters.

IEEE 802.11ad transmitter Dell R⃝ Wireless Dock D5000

IEEE 802.11ad receiver Dell R⃝ Latitude E5540

Spectrum analyzer Tektronix R⃝ RSA306

Down-converter Sivers IMA R⃝ FC2221V

Antenna Sivers IMA R⃝ Horn antenna, 24 dBi

Depth camera Microsoft Kinect R⃝ [73]

for Windows (Model:1656)

Channel 60.48GHz

Sampling frequency 56MHz

Transmit antenna gain 10 dBi [30]

Receive antenna gain 24 dBi

Measurement bandwidth W 40MHz, 20MHz

p1,t denotes the received power obtained at the tth observation, and T =

{1, 2, . . . , T} denotes the set of the time indices. The index set T is into the

following two subsets: T1 = {1, 2, . . . , T ′} and T2 = {T ′ + 1, T ′ + 2, . . . , T},
where 1 < T ′ < T . The first part (p1,t)t∈T1 is used to learn the optimal

action-value function, and (p1,t)t∈T2 is used to evaluate the learned policy.

In the following discussion, pt is referred to as both received power values

observed at BS 1 and at BS 2, i.e., pt := (p1,t, p2,t), where p2,t is the received

power value observed at BS 2 and is constant ∀t ∈ T .

The decision process in the learning procedure is simulated using (pt)t∈T1
as follows. The decision epoch is set as the time step at which a received

power value is obtained. The decision process starts at the time step at

which p1,N is observed. The UE is initially associated with BS 1 and the

time at which the process starts is not within a service disruption time, i.e.,

j1 = 1 and c1 = 0. Thus, the state sN is set as (pN , pN−1, . . . , p1, 1, 0). The

action aN is selected according to a heuristic ϵ-greedy policy [25]; the next

state sN+1 is then set such that it includes the images (pN+1, pN , . . . , p2),

jN+1, and cN+1, where jN+1 and cN+1 are determined based on aN as shown
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in (4.4) and (4.5). The procedure is iterated, and it then ends when the

state includes the received power values pT ′−1.

The performance metric Rj,t+1 for j ∈ J in (4.3) is set as the achievable

data rate provided by BS j, which is associated with the UE and is calculated

as follows. The metric Rj,t+1 is calculated by the Shannon capacity formula

with the received power value pj,t+1 as follows:

Rj,t+1 = W log2

(
1 +

pj,t+1

σ2W

)
,

where σ2 denotes the noise power spectral density. It should be noted that

the metric at R2,t+1 is set as a constant value based on the assumption that

the received power at BS 2 is a constant over time.

The performance of the learned policy is evaluated in the following step

termed as performance test. In the performance test, a decision process

is simulated using the same procedure as the learning procedure with the

exception that (pt)t∈T2 is used, and the action is selected according to a

greedy policy [23]. The time average of the reward is calculated as a per-

formance metric of the learned policy. Then, the learning and evaluation

are iterated using the same data set. The policy that achieves the highest

average reward throughout the iterations is evaluated.

It should be noted that the handover policy is learned via deep RL [25]

with a neural network (NN) that is different from that shown in Fig. 4.7

(discussed later). The NN architecture is simplified because the input of

the NN in this scenario comprises several elements—the four elements in

the evaluation. More specifically, the combination of the convolutional neu-

ral network (CNN) and long short-term memory (LSTM) in Fig. 4.7 are

replaced with a fully connected multi-layer with eight hidden units and

32 output units, where the two layers are activated using rectified linear

units [17]. The parameters associated with the deep RL are summarized in

Table 4.4.

Results

In this experiment, it was shown that the obstacle-caused degradation in

the data rates could not be predicted in a proactive manner by analyzing
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Table 4.4: Parameters associated with RL.

Discount factor, γ 0.99

Number of obtained received powers T 16860

Number of received powers used for learning T ′ 13500

Number of iterations of learning and evaluation 1000

Exploration rate ϵ 1–0.01

(Decreased by 0.01

per iteration)

Number of received power values in state N 2

Interval between successive decision epochs τ 30ms

Noise power spectral density σ2 −173 dBm/Hz

Received power at BS 2, p2,t −129 dBm (const.)

Batch size [25] 32

Frequency of updating the target network [25] 10000

the learned action-value function in Fig. 4.5. Fig. 4.5 shows the time se-

ries of the achievable data rate provided by BS 1 and the corresponding

learned action values. The data rate provided by BS 1 is degraded from

approximately 13.25 s to 13.70 s because a pedestrian walks between the

measurement device and transmitter. First, one can observe in Fig. 4.5 (a)

that the data rate oscillates within approximately 90ms before the degrada-

tion occurs, and thus, the time-variation in the received powers is success-

fully observed before the degradation, as confirmed in other propagation

experiments [9, 11, 33]. However, the action value decreases sharply after

the degradation in the data rate provided by BS 1. As the action value is

defined as the expected sum of the future performance, one can conclude

that the obstacle-caused degradation of data rates in a mmWave link can-

not necessarily be predicted proactively based only on the variation in the

received powers.

Owing to the characteristics of the action-value functions, handovers are

performed after the variation in the data rate provided by BS 1. Fig. 4.6

shows an example of the time-varying data rate provided by the image-

based handover framework when the service disruption time Tdis = 0.09 s.
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Figure 4.5: Comparison between time series of achievable data rate provided

by BS 1 and that of learned action values. The action value, i.e., the

estimation of the cumulative sum of the future data rates, decreases after

the data rate decreases, which indicates that the degradation in the data

rate provided by BS 1 cannot be predicted in a proactive manner.
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Figure 4.6: Example of handover timing when Tdis = 0.09 s. Handovers are

performed after the variation in the data rate provided by BS 1.

It can be observed that a handover is performed after the variation in the

data rate, the degradation is experienced within approximately 60ms. If
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the handover is performed earlier, the occurrence of the degradation in the

data rate provided by BS 1 is prevented, and the time-average of the data

rates is enhanced.

It should be noted that, if one observes the received powers to have a

short time-resolution, e.g., one millisecond, he could predict the degradation

in the data rate provided by BS 1 from based on the time-variation in the

received powers that occurred before the degradation. However, as the time-

variation occurred within approximately 90ms, the degradation cannot be

predicted from several hundreds of milliseconds before the degradation. This

example motivates to develop a framework using other state information

that exhibits more informative features for predicting even such degradation

in the data rates in a proactive manner.

4.5 Image-Based Handover Framework—

Single Camera Case

This section details a proactive framework wherein the handover timings

are decided while the future degradation in the data rates is predicted in

a proactive manner. First, to enable the proactive prediction, this section

expands the state information such that the state includes time-consecutive

camera images. Using the time-consecutive camera images, one can capture

the spatiotemporal dynamics of obstacles that are informative for predicting

the degradation. This section then demonstrates that with the expansion

of the state space, the degradation can be predicted from several hundreds

of milliseconds in advance and confirm that a performance gain is realized

owing to the proactive prediction.

4.5.1 State Space Expansion for Proactive Prediction

For the network controller to leverage camera images for making handover

decisions, this section expands the state space in the previous section such

that the state includes consecutive camera images. Let the number of time-

consecutive camera images used in making handover decisions be denoted
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by N . The state space is set as follows:

Simg := Srp ×X × · · · × X︸ ︷︷ ︸
N

, (4.6)

where X denotes the set of all possible images. It should be noted that the

same actions, rewards, and state transition rules as (4.2)–(4.5), respectively,

are considered to obtain a fair comparison of the performances achieved with

the state space Srp and Simg, respectively.

The state design enables an RL to predict the future data rate degra-

dations in mmWave links caused by moving obstacles and facilitates the

maximization of the expected cumulative sum of the future data rates as in

(2.6). This is because the state involving time-consecutive camera images

reflects the spatiotemporal dynamics of the moving obstacles—for example,

the dynamics of the obstacles approaching a LoS path—thus, reflecting the

behavior of the data rates provided by deployed BSs at the future decision

epochs t + 1, t + 2, . . . , which may comprise the decision epochs, in which

one of the BSs is blocked. This section demonstrates that this novel state

design allows to predict the degradation in the data rates caused by mov-

ing obstacles from several hundreds of milliseconds before the degradation

occurs in the following section.

In the evaluation, the time-series of the received power values in the state

information was not used because the information of the received power

values may be redundant in the case of the existence of consecutive camera

images. This is because the camera images xt, xt−1, . . . , xt−N+1, reflect the

spatial features at the decision epochs t, t−1, . . . , t−N +1, which may also

be informative for capturing the received power values pt, pt−1, . . . , pt−N+1

because the received power values are heavily dependent on the spatial

features, such as the distance between a transmitter and receiver and the

positions and shapes of obstacles that obstruct the path between the receiver

and transmitter [9]. Thus, in this evaluation, the state space is set as follows:

Ŝimg := X × · · · × X︸ ︷︷ ︸
N

×J × C.

That is, the sets of received power values P are omitted from the state space

Simg.
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4.5.2 Experimental Evaluation

The image-based handover framework discussed above is evaluated. The

objective of this evaluation is to verify the feasibility of the proactive pre-

diction on data rate variation caused by moving obstacles if a camera is

available for performing the prediction. Hence, further issues incurred by

introducing cameras, such as costs for camera installments, were left aside,

and this section perform the evaluation focusing on the objective. The next

section details the evaluated scenario and discusses realistic scenarios where

the results from this feasibility study can be applied possibly without any

additional costs for camera installments.

Evaluated Scenario

Consider the scenario as discussed in Section 4.4.2 with regard to the de-

ployment of the BSs and UE, channel, initial access procedure, and the

coverage area of the BSs. In the scenario, a camera monitors the two pedes-

trians that walk between BS 1 and the UE. As it was assumed that BS 2

is free of blockages, the prediction in the performance of the link between

BS 2 and the UE is not performed.

This experiment is performed by fixing measurement device and trans-

mitter positions and changing camera angles motivated by the objective of

this evaluation. The objective of this experiment is to validate the feasi-

bility of the proactive prediction achieved by introducing cameras in the

two basic angles. Hence, it is beyond the scope of this chapter to perform

experiments in various configurations such as in terms of the parameters

irrelevant to cameras.

There are some realistic scenarios to which the results from this feasi-

bility study in this chapter can be applied. In this feasibility study, it is

examined that one can at least perform the proactive prediction with cam-

era images if an UE and BSs are static, and the order of the distances from

the UE and BSs are several meters. Hence, it is expected that the results

are also applied to, for example, a video streaming to static wireless moni-

tors in an office, where the UE and BSs are also static and the order of the

distances from an UE to BSs are several meters.
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Moreover, in such realistic scenarios, additional costs are not necessarily

incurred when one can utilize pre-installed cameras. In concrete, given the

aforementioned scenarios transmitting streaming data, one can utilize pre-

installed surveillance cameras monitoring the entire office. In this case,

the results from this feasibility study can be applied possibly without any

additional costs for camera installments.

Concerning a real implementation, the image-based handover framework

is evaluated in the two totally different camera angles shown in Fig. 4.4.

The camera angles affect how the obtained images represent the movement

of pedestrians, and thus, they may also affect the feasibility of the proac-

tive prediction more strongly compared to other parameters irrelevant of

cameras such as the distance of the UE and BS or their heights. Hence,

concerning the camera angles may be important for a real implementation,

the evaluation in the two basic camera angles that are orthogonal to each

other is performed.

Procedure of Performing Decision Process

The decision process in the image-based handover framework is performed

using a procedure similar to that used in the previous evaluation with the

exception that the state includes consecutive camera images obtained in

the experiment. Let xt denote the camera image (that contains 40×40 pixel

values in the experiment and obtained with the frame rate of 30 frames

per second) obtained at the same time when the received power value p1,t

is obtained4. From the state definition in (4.7), the received power values

pt, pt−1, . . . , pt−N+1 in the state st in the previous evaluation is replaced

with the time consecutive images xt, xt−1, . . . , xt−N+1. The optimal policy

4Technically, the frequencies of image and received power acquisitions are different,

i.e., the former is 30 frames per second whereas the latter is 50 samples per second.

Hence, I associated each camera image with the nearest neighbor received power value in

terms of acquisition time. Indeed, this association procedure yields at most 10ms time

difference between the image and received power. However, this difference is negligible

because the variation within 10ms is approximately less than five decibels from the results

in Chapter 3, which is much smaller than the maximum attenuation due to blockage

events.
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Figure 4.7: NN architecture for approximating optimal action-value function

Q⋆(s, a) defined in (2.7) for C = {0, 1, 2, 3} and J = {1, 2}. With the

exception of the output layer, the architecture herein is identical to that

used in [67]. The architecture is a combination of a CNN, which deals with

images, and an LSTM, which deals with sequential inputs [17].

is learned using deep RL with an NN that is specifically used for handling

the time consecutive camera images as discussed in the following section.

The parameter associated with the deep RL is set as shown in Table 4.4.

Neural Network Architecture

In the deep RL, an NN is trained such that the NN is a good approximation

of the optimal action-value function Q⋆(s, a) in (2.7) [25]. The focus of

this section is on the NN architecture designed to perform deep RL in the

decision process discussed in the previous subsection5.

The NN architecture is designed such that the NN has separate outputs

for each possible combination of j ∈ J , c ∈ C, and a ∈ A, as shown in

Fig. 4.7. The design allows to divide the parameters into two parts: the

parameters associated with the camera images and those associated with

the other low-dimensional observations j, c, and a. Let Q(s, a; θ) be the

5The NN is trained using the method discussed in [25]. For details of the training, [25]

may be referred to.
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NN, where s ∈ Ŝimg, (x1, . . . , xN) ∈ XN , and θ denote the parameters of

the NN. In the architecture, the NN is expressed as follows:

Q
(
(x1, . . . , xN , j, c), a; θ

)
=

512∑
k=1

θj,c,a,khk, (4.7)

where h1, . . . , h512 denote the output values of the layer prior to the out-

put layer and θj,c,a,1, . . . , θj,c,a,512 denote the parameters in the output layer

corresponding to the combination of j, c, and a. The parameters used to

obtain the output values h1, . . . , h512 are associated with the camera images,

and the parameters in the output layer, θj,c,a,1, . . . , θj,c,a,512 are associated

with the low-dimensional observations j, c, and a.

The motivation for the architecture is that it is necessary to use the

observations j and c for handover control. In the considered problem setting,

the state s consists of N consecutive images (x1, . . . , xN) with thousands

of elements and (j, c) with only two elements. If the input of the NN is

(x1, . . . , xN , j, c), and thereby, the camera images (x1, . . . , xN) and (j, c)

are processed using the same parameters, the variation in (j, c) does not

significantly impact the NN output values. This is because NNs generally

estimate the feature representations of overall inputs; thus, they do not

propagate the variation in one or two elements in the inputs to the output

[17]. Hence, the controller can ignore the variation in (j, c) while making a

handover decision.

It should be noted that the NN architecture used in [67] is employed

with the exception of the output layer. The architecture is reported to

facilitate the prediction of a future data rate in a mmWave link based on

camera images. Hence, it is expected that the architecture also facilitates

the learning of the optimal action-value function, which is the cumulative

sum of the performance data rates in the considered problem setting.

Results

It is confirmed that the deep RL successfully maximizes the time-average of

the achievable data rate in the mmWave links in the state design in (4.7).

Fig. 4.8 shows an example of a time series of the data rate in the case wherein

Tdis = 0 s. The pedestrians walk in front of the mmWave transmitter at
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Figure 4.8: Time series of the achievable data rates under the condition

of the service disruption time of Tdis = 0 s and the corresponding camera

images.

approximately 41.5 s and 43.9 s. At the same time, the data rate provided

by BS 1 is degraded from approximately 200Mbit/s to 30Mbit/s. The

image-based handover framework successfully selects the BS that provides

a higher data rate than the counterpart at each decision epoch and thereby

maximizes the overall data rate.

It should be noted that in Fig. 4.8, the intervals between the two suc-

cessive handovers, i.e., the handover from BS 1 to BS 2 and that from

BS 2 to BS 1 are according to the durations wherein the blockage effects

sustained. This results can be interpreted that the image-based handover

framework can form a handover strategy while predicting such durations

wherein the blockage effects sustain in an end-to-end manner. In this re-

gard, we’ve achieved the prediction of such durations implicitly in learning

the handover policy.

The proposed framework predicted a future data rate degradation from
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Figure 4.9: Comparison between time series of the data rate provided by

BS 1 and that of the learned action-value function.

several hundreds milliseconds before the degradation occurs. This is ob-

servable by analyzing the learned action-value function shown in Fig. 4.9.

Fig. 4.9 shows the learned action value at each decision epoch before and af-

ter the blockage effect in Fig. 4.6. The action value begins to decrease from

approximately 500ms (in camera angle A) or 200ms (in camera angle B)

before the actual degradation in the data rate provided by BS 1. As the

action value is defined as the expected sum of the future data rates, one can

consider that the image-based framework successfully predicts the future

performance degradation several hundred milliseconds before the blockage

effects occur.

Owing to the proactive prediction, the image-based handover frame-

work triggers a handover in a proactive manner. Fig. 4.10 (a) shows an

example of a time-varying data rate provided by the image-based hand-

over framework with camera angle A. The plotted duration corresponds to

that in Fig. 4.6. The image-based handover framework is different from the
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Figure 4.10: Example of handover timing. The proposed image-based

framework performed handovers before the variation in the channel at BS 1

and UE with either camera angle A or angle B.

received-power-based prediction presented in the previous section in Fig. 4.6

and successfully triggers handovers prior to the variation in the data rate

provided by BS 1. Fig. 4.10(b) shows an example of a time-varying data

rate provided by the proposed image-based handover framework with the

camera angle B. Similarly, with a different angle, the image-based frame-

work triggers handovers prior to the degradation of the data rate provided

by BS 1.

It should be noted that results show the feasibility of the proactive pre-

diction even with the image time-series with 40×40 pixels and a frame rate

of 30 frames per second. Hence, to accomplish the proactive prediction,

it is sufficient to leverage such qualities of image videos, which cannot be

obtained only with sophisticated cameras exampled by Kinect R⃝sensors but

also with commercial products of smart phones [74] or surveillance cam-

eras [75].

The proposed image-based handover framework is compared with a

handover framework that does not leverage images, i.e., the received power-

based handover framework. Fig. 4.11 shows the average data rate achieved

by the two handover policies over the duration of specific events 200ms be-
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Figure 4.12: Comparison of cumulative received bits between the image-

based framework and the received-power-based framework.

fore and after a blockage6. As blockage event, the one depicted in Figs. 5

6In detail, the blockage event is defined as the event where the received power is 3 dB

below from the one observed in a LoS condition, which is according to [76].
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and 9(a) has been chosen since handover policies with and without camera

images exhibit different behavior according to the aforementioned figures.

The choice of 200ms is attributed to the fact that the two handover poli-

cies exhibited different a behavior from at most 200ms before and after

the blockage event. From Fig. 4.11, one can see that the handover policy

learned with images achieves a higher or equal data rate as compared to the

policy learned without images.

A realistic scenario where one can benefit from the gain is exemplified

by combining Agile-Link [71] as the beam search method and make-before-

break [77] as the handover procedure. In such a scenario, the service inter-

ruption subjected by a beam alignment is under 1ms with a 128 size array,

and by the other handover procedure would be tens of milliseconds. This

leads to an overall service interruption time Tdis of several tens milliseconds.

Recalling that there is a gain from the proactive handover when Tdis is in

the order of tens milliseconds in Fig. 10, the system benefits from the gain

in such a scenario.

To illustrate how the proactive handover led to the performance gain

provided in Fig. 4.11, an analysis on the cumulative received bits in the

proposed image-based handover framework and in the received power-based

framework is useful. Fig. 4.12 shows the amount of cumulative received bits

from the time 200ms before the blockage event. The horizontal axis cor-

responds to that either in Figs. 5 and 9(a). After a handover to BS 2 is

performed in the image-based handover framework, the amount of cumu-

lative data bits is temporarily lower than that in the received power-based

handover framework. Meanwhile, the amount of cumulative received bits in

the image-based handover framework is larger than that in the power-based

framework by 1.7Mbit from instant 13.4 s. These results confirm the bene-

fits of proactive handover in the long run, and the increase of the received

bits can be interpreted as the gain from proactively performing a handover

to BS 2. Similarly, the amount of cumulative bits in the image-based hand-

over framework is larger than that in received power-based framework by

3.6Mbit from instant 13.8 s. This can be attributed to the fact the image-

based framework benefits earlier from a recovering data rate in BS 1 while

the UE remains to be associated with BS 2 in the received power-based
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Figure 4.13: Computation time for making handover decisions.

framework. The increase in received bits can also be interpreted as a gain

from proactively performing handover to BS 1.

Subsequently, the computation time required for making a handover de-

cision is analyzed in the context of an example. Fig. 4.13 shows an example

of the computation time for making a handover decision. The computation

time is defined as the time for calculating the action-value from an input of

images and is measured with a GeForce GTX 1080 Ti GPU. The received

power-based handover achieved the smaller computation time because of the

lower dimensionality of the input. Meanwhile, in the proposed image-based

handover framework, the computation time was still in the order of several

milliseconds. The computation time is sufficiently shorter than the required

handover interval, i.e., an interval between the two successive handovers,

and is reported as 750ms in mmWave 5G systems [78]. Thus, a shorter

computation time relative to the required handover interval is possible. To

this regard, the computation time incurred by the large-dimensionality of

images can be overcome.

The convergence property of the training procedure is investigated in

Fig. 4.14. Fig. 4.14 shows the learning curve, i.e., the average data rate

in the performance test corresponding to each training step. One can see
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a training iteration.

the following trends as the training steps are iterated: the performance

enhancement, achievement of the maximum performance, and convergence

to the degraded performance. These results shows that the training pro-

cedure does not converge to maximum performance. This is attributed to

the fact that the training process is not stable, which is commonly reported

in deep RL [23, 25] when a non-linear approximator for the action-value

function is used. These results motivate to design an improved algorithm

that converges to a maximum performance; however, seeking for the better

convergence property is beyond the scope of this chapter.

Nevertheless, a practical solution can be employed to benefit from the

results in this chapter. The solution named, “off-policy evaluation frame-

work” [79], keeps track of the best performing policy. As this chapter evalu-

ates the policy that achieves maximum average data rates among the learned

policies, one can benefit from the results in this chapter by designing the

algorithm such that the off-policy evaluation framework is performed.
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4.6 Image-Based Handover Framework—

Multiple Cameras Case

So far, this chapter experimentally demonstrated that via deep RL, an ap-

propriate handover policy can be learned with the objective of enhancing

overall performance based on images from one camera. However, block-

age effects caused by a pedestrian out of the camera’s coverage cannot be

avoided. Thus, to deal with blockage effects caused by an arbitrary number

of pedestrians, multiple cameras should be used.

This section investigates the feasibility of adopting cooperative sensing

with multi-camera operation to the image-based handover framework. The

multiple cameras allow blockage prediction while compensating for one an-

other’s blind spots. Deep RL is developed to learn the optimal mapping

from multiple images to a handover decision.

This section is summarized as follows:

• To successfully adopt cooperative sensing with multi-camera operation

to the image-based handover framework, this section designs a deci-

sion process where the state includes multiple images from multiple

cameras.

• This section demonstrates the feasibility of adopting cooperative sens-

ing to the image-based handover framework through an evaluation us-

ing experimentally obtained camera images and received powers. The

evaluation validates that the framework with multi-camera operation

outperforms a conventional framework with single-camera operation

in terms of the average data rate.

4.6.1 Evaluated Scenario

Consider a scenario in which two BSs and an UE were deployed as shown in

Fig. 4.15. The UE is initially associated with the BS that observed higher

received power compared with that of the counterpart when there are no

pedestrians. The BS initially associated with the UE is termed BS 1 and the
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Figure 4.15: Considered mmWave links. c⃝2020 IEEE

other is termed BS 2. BS 2 is a candidate BS in the case the link between

BS 1 and the UE is blocked by pedestrians.

Note that a multi-camera operation is considered, where the cameras

compensate for one another’s blind spots. Fig. 4.15 is the case where cam-

era 1 is blind to pedestrian 2 because of limited coverage. Similarly, camera 2

is blind to pedestrian 1. By combining images from the cameras, the net-

work controller can be aware of the movement of all pedestrians. Based on

the combined images, the network controller predicts blockage effects and

decides whether a handover should be triggered.

4.6.2 State Definition

For the network controller to utilize images from multiple cameras to make

handover decisions, the states are designed such that they contain consec-

utive images from each camera. Let the numbers of deployed cameras and

consecutive images be denoted by I and N , respectively. The state set is

given as follows:

S := X (1) × · · · × X (1)︸ ︷︷ ︸
N

× · · · × X (I) × · · · × X (I)︸ ︷︷ ︸
N

×J × C. (4.8)

In (4.8), X (i) for i = 1, 2, . . . , I denotes the set of all possible images from

the ith camera.
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(b) Measurement on BS 2 side.

Figure 4.16: Top view of the measurement environment. The measurement

device, camera, and mmWave transmitter are correspond to BS 1/BS 2,

camera 1/camera 2, and the UE in Fig. 4.15, respectively. Due to exper-

imental limitations, the same measurement equipment is used in the two

measurements. c⃝2020 IEEE

4.6.3 Performance Evaluation

Measurement Setup

Two measurements are conducted, and two data sets each of which contains

received powers and camera images are obtained. The former images are

regarded as images from camera 1, while the latter are regarded as those

from camera 2 in simulating the decision process as discussed in the following

subsection. The received powers obtained in the first measurement were

used for calculating the reward at BS 1 while those obtained in the second

measurement are used for calculating that at BS 2.

A mmWave transmitter, a measurement device, and a camera are de-

ployed as shown in Fig. 4.16. The transmitter was considered to be the UE

throughout the measurements. The measurement device and camera were

considered as BS 1 and camera 1, respectively, in the first measurement,

while in the second measurement, they were considered BS 2 and camera 2,

respectively. The mmWave transmitter transmitted signals at a carrier fre-

quency of 60.48GHz and subsequently, the measurement device measured

the power of a part of the signals as discussed in Chapter 3. The transmit-

ted signals were considered as uplink signals from the UE to BS 1/BS 2.

In the first measurement, two pedestrians walked along the moving path

in Fig. 4.16(a) and blocked the path between the transmitter and the mea-
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(a) Camera image on BS 1

side

(b) Camera image on BS 2 side

Figure 4.17: Images obtained in each measurement. c⃝2020 IEEE

surement device. Similarly, in the second measurement, a pedestrian walked

along the moving path in Fig. 4.16(b).

Simulation Procedure of Decision Process

The camera images and received powers are divided into two parts to per-

form learning and performance evaluation based on different sets of data.

Let the camera images and received powers obtained in the ith measure-

ment be denoted by
(
x
(i)
t

)
t∈T and

(
P

(i)
t

)
t∈T , respectively, where x

(i)
t denotes

the tth image obtained in the ith measurement, P
(i)
t denotes the received

power obtained at the same time, and T = {1, 2, . . . , T} denotes the set

of time indices. The index set T is divided into the following two subsets:

T1 = {1, 2, . . . , T ′} and T2 = {T ′ + 1, T ′ + 2, . . . , T}, where 1 < T ′ < T .

The decision process in the learning procedure is simulated using(
x
(i)
t

)
t∈T1

and
(
P

(i)
t

)
t∈T1

for i ∈ {1, 2}. The decision epoch is set as the

time step in which an image is obtained. The decision process starts at

the time step at which x
(1)
N and x

(2)
N is observed. The UE is initially asso-

ciated with BS 1 and the time at which the process starts is not within a

service disruption time, i.e., jN = 1 and cN = 0. Thus, the initial state

sN is set to
(
x
(1)
N , . . . , x

(1)
1 , x

(2)
N , . . . , x

(2)
1 , 1, 0

)
. The action aN is selected ac-

cording to the ϵ-greedy policy that is widely used in the learning phase in

RL [25]; then, the next state sN+1 is set such that it contains the images(
x
(1)
N+1, . . . , x

(1)
2 , x

(2)
N+1, . . . , x

(2)
2

)
, jN+1, and cN+1, where jN+1 and cN+1 are
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determined based on aN . The procedure is iterated and then ended when

the state contained the last images x
(1)
T ′ and x

(2)
T ′ .

The performance metric R
(jt+1)
t+1 for jt+1 ∈ J and t ∈ T1 in (4.3) is set

as the data rate of the link between BS jt+1 and the UE, and is calculated

as follows: The performance metric R
(jt+1)
t+1 is calculated by the Shannon

capacity formula via the obtained received power value P
(jt+1)
t+1 as follows:

R
(jt+1)
t+1 = Wjt+1 log2

(
1 +

P
(jt+1)
t+1

σ2Wjt+1

)
,

where σ2 and Wjt+1 denote the noise power spectral density and measure-

ment bandwidth in the jt+1th measurement, respectively. Note that W1 is

set as 40MHz whereas W2 is set as 20MHz.

Subsequently, the performance of the learned policy is evaluated. A

decision process is simulated using the same procedure as the learning pro-

cedure with the exception that
(
x
(i)
t

)
t∈T2

and
(
P

(i)
t

)
t∈T2

for i ∈ {1, 2} is used,
and the action is selected so that the learned optimal action-value in (2.7) is

maximized. The time average of the reward is calculated as a performance

metric of the learned policy.

The learning and evaluation is iterated by using the same dataset. The

policy that achieved the highest average reward throughout the iterations

is evaluated.

Compared Framework

The proposed multi-camera operation is compared with a single-camera

operation. To ensure fair comparison, the decision process in a single-camera

operation is designed by formulating a same decision process similar as

discussed in the previous section—the images from multiple cameras in the

definition of the state is replaced with the images from a single camera—and

under this process,a handover policy is learned by deep RL.

In this decision process, the network controller was blind to pedestrian 3.

Through the comparison, it is validated that with the multi-camera opera-

tion, the blockage effects caused by pedestrian 3 were successfully predicted;

thereby showing the feasibility of the multi-camera operation in the image-

based handover framework.

82



Section 4.6

42.6 42.8 43.0 43.2 43.4

0
50

10
0

15
0

20
0

25
0

30
0

Time (s)

D
at

a 
ra

te
 (M

bi
t/s

)

w/ cooperative sensing
w/o handover (BS 1)
w/o handover (BS 2)BS 1 is blocked

BS 2 is blocked

Handover to BS 2 Handover to BS 1

(a) In multi-camera operation. Handover to BS 2 was triggered

at 42.63 s and handover to BS 1 was triggered at 42.90 s.

42.6 42.8 43.0 43.2 43.4

0
50

10
0

15
0

20
0

25
0

30
0

Time (s)

D
at

a 
ra

te
 (M

bi
t/s

)

w/o cooperative sensing
w/o handover (BS 1)
w/o handover (BS 2)BS 1 is blocked

BS 2 is blocked

Handover to BS 2

Handover
 to BS 1

Performance
degradation

(b) In single-camera operation. Handover to BS 2 was trig-

gered at 42.63 s and handover to BS 1 was triggered at 43.20

s.

Figure 4.18: Comparison between multi-camera operation and single-

camera operation in terms of time series of data rate for service disruption

time Tdis = 0 s. c⃝2020 IEEE

Results

In Fig. 4.18, it is validated that camera 2 compensated for the blind spot

of camera 1; thereby predicting blockage effects caused by the pedestrian 3

who is out of the coverage of camera 1. Fig. 4.18 shows an example of the

time series of the data rate for the service disruption time Tdis = 0 s. The

data rate of the link between BS 1 and the UE was degraded approximately
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Figure 4.19: Average data rate in Fig. 4.18 for different service disruption.

c⃝2020 IEEE

from 42.6 s to 43.3 s and that of the link between BS 2 and the UE was

degraded approximately from 42.9 s to 43.4 s. Both frameworks successfully

avoided the blockage effect in BS 1 by triggering a handover to BS 27.

However, the framework without camera 2 remained to associate with BS 2

despite of the blockage in BS 2; hence experiencing greater degradation in

the data rate relative to associating with BS 1. Meanwhile, in the multi-

camera operation, the network controller triggered a handover from BS 2

to BS 1 earlier and successfully avoided the degradation.

Fig. 4.19 confirms that the cooperative sensing with the multiple cam-

eras contributed to performance enhancement. Fig. 4.19 shows the data rate

7The handover to BS 2 was not triggered in a proactive fashion. This could be

attributable to the fact that the data rate of the link between the UE and BS 2 was much

lower than that between the the UE and BS 1. In the situation, a proactive handover did

not contribute to the performance maximization; thus, the network controller triggered

a handover in a reactive manner.
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averaged over the duration plotted in Fig. 4.18 for different service disrup-

tion time Tdis. When Tdis = 0 s and 0.06 s, the framework with multi-camera

operation outperformed the framework with single-camera operation. The

average data rate in the framework with the multi-camera operation was at

most 5.10% higher than that with the single-camera operation.

It should be notable that without explicitly estimating the posi-

tions/velocities of the pedestrians, one could learn the handover policy that

led to performance enhancement in the multi-camera operation. Thus, the

results indicate the feasibility of adopting the cooperative sensing with mul-

tiple cameras to the image-based handover framework.

Fig. 4.19 also shows that in a longer service disruption, i.e., when

Tdis = 0.12 s, the average data rate in the both framework is equivalent

to the average data rate in the link between the BS 1 and the UE. The

characteristic is attributed to the fact that the both frameworks do not

trigger a handover because a handover does not contribute to the perfor-

mance maximization.

4.7 Conclusion

This chapter presented a new paradigm for leveraging time-consecutive cam-

era images in handover decision problems for realizing the proactive predic-

tion of future long-term performances. First, it is experimentally noted that

the obstacle-caused data rate degradation in mmWave links cannot neces-

sarily be predicted in a proactive manner based only on the time-variation

of the received powers before the degradation. To solve this problem, this

chapter proposed the expansion of the state space in order for the state

information to comprise consecutive camera images, which comprise infor-

mative features for proactively predicting long-term data rates in mmWave

links. To overcome the difficulty of the higher dimensionality of the ex-

panded state space, deep RL is used for predicting the cumulative sum of

the future data rates and deciding handover timings based on the predicted

values. By performing deep RL using the state information of experimen-

tally obtained camera images, it was confirmed that the state expansion

allows the prediction of future obstacle-caused data rate degradation from
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approximately 500ms before the degradation occurs. Evaluated the time-

average of the data rates over approximately two minutes, it was revealed

that the proposed expansion of the state space resulted in a performance

gain.
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Multimodal Split Learning for

mmWave Received Power

Prediction

5.1 Overview

Wireless communication systems can benefit from peripheral data source

information in addition to the RF signal domain, such as location, motion

sensory data, and camera images [67, 80–83]. Incorporating these non-RF

modalities can complement insufficient features in RF signals, enabling more

accurate handover decisions [82], received power predictions [67], and so on.

In view of this, this chapter focuses on the problem of millimeter-wave

(mmWave) uplink received power prediction by efficiently integrating the

received mmWave RF signal powers and depth camera images.

As shown in the previous chapter, depth image-based prediction exploit-

ing ML reaches proactive predictions of LoS blockage events by recognizing

mobility blockage patterns to detect sudden changes between LoS and non-

LoS conditions, which is hardly observable from received mmWave signal

powers. By contrast, current received mmWave signal powers are useful for

predicting short-term received power fluctuations for a given LoS or NLoS

condition [11]. To reach their full potential, the of this chapter goal is to

fuse both RF received powers and depth images in an ML-based received
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Figure 5.1: NN architectures for proposed received power prediction leverag-

ing MultSL based on both depth images and RF received powers (Img+RF).

c⃝2020 IEEE

power prediction.

There are two key challenges in acquiring depth images: communica-

tion latency and privacy violation. The first challenge is due to the fact

that depth images are not necessarily obtained in the same location of the

RF received power. The physical separation necessitates communication

between the entity holding the images (e.g., UE or surveillance cameras)

and that holding RF received powers (e.g., BSs) over a limited wireless

bandwidth, and this can cause a severe latency in the collection of depth

images. However, numerous applications for mmWave communications are

delay-sensitive (e.g., VR [84]). Hence, it is important to design a prediction

framework with lower communication latency for acquiring depth images.
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(a) Raw Images (b) wH × wW: 4× 4

(c) wH × wW: 10× 10 (d) wH × wW: 40× 40

Figure 5.2: Raw depth-images and output images of trained convolutional

layers in MultSLs with different pooling dimension wH ×wW. Trained con-

volutional layers extract the image feature representations according to the

given pooling dimensions. c⃝2020 IEEE

The second challenge is due to the fact that depth images may also involve

privacy-sensitive information, e.g., the travel history of people in the view of

cameras. Therefore, acquiring raw depth images violates the privacy of the

pedestrians who block mmWave links, which motivates to design a frame-

work to perform received power prediction in a privacy-preserving manner.

To address the aforementioned challenges, this chapter proposes a

communication-efficient and privacy-preserving multimodal split learning

(MultSL) framework. Exploiting a split NN architecture [22], without shar-

ing raw data, MultSL combines RF and image modalities by only exchanging

NN activations and gradients (Fig. 5.1). Before exchanging NN activations,

the last activations for the image modality are compressed (see Fig. 5.2),

achieving higher communication efficiency while preserving more data pri-

vacy. Surprisingly, experimental evaluations show that the compression is

beneficial for balancing the fusion between RF and image modalities. Con-

sequently, the MultSL with an optimal compression rate achieves higher

accuracy, compared not only to baseline schemes based solely on either

mmWave received powers (RF, Fig. 5.3(a)) or images (Img, Fig. 5.3(b)), but

also to the MultSL without compression.
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Figure 5.3: Neural network (NN) architectures for baseline received power

prediction frameworks: based solely on (a) previously received RF signal

powers (RF) and on (b) depth images (Img). c⃝2020 IEEE

5.2 Related Works

RF or non-RF Single Modality-based Wireless Systems. For hand-

over or positioning, RF-modalities, e.g., received power or channel state in-

formation, were studied [50, 56]. For mmWave received power prediction,

handover, prior studies in [64, 67] leverage visual data to detect sudden

LoS-and-NLoS transitions due to moving obstacles [31, 33]. While these

aforementioned works demonstrate the feasibility of wireless systems ben-

efitting from RF or non-RF modality, these works focus on the usage of a

single modality. Unlike these works, this chapter focuses on the problem

of fusing heterogeneous modalities, i.e., RF-signals and visual data. More-

over, in contrast to these studies which do not take into account privacy in

collecting visual data, this chapter integrates RF and multiple visual data

in a privacy-preserving manner.

RF and non-RF Modality Fusion. Fusing RF and non-RF modalities,

e.g., vision modalities, is proposed mainly in positioning of human pedestri-

ans or robots to enhance prediction accuracy [85–88]. Therein, visual data is

leveraged to achieve the best positioning accuracy while RF signals compen-
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sate for occluded cameras. These works combine visual and RF modalities

by simply taking weighted averages of the prediction results made with

each modality [85] or leveraging dual-stream convolutional neural networks

(CNNs) [88]. Besides positioning, a seamless handover mechanism is pro-

posed by fusing GPS information of mobile terminals and received signals

from the mobile terminals [82]. However, these studies do not consider the

privacy in collecting highly private sensitive information, e.g., trajectory of

humans viewed in visual data or mobile users tracked by GPS. Unlike these

studies, this chapter studies how to benefit from fusing RF-signals and visual

data in a privacy-preserving manner by leveraging a collaborative learning

framework.

Federated Learning (FL). Collaborative learning frameworks exempli-

fied by FL [20, 21, 89], have recently attracted an increasing interest. The

key feature of collaborative learning is to train machine learning models in

a distributed manner without sharing raw data samples, thereby preserv-

ing data privacy. In classical FL, data owners hold and train ML models

locally, and model parameters, e.g., the weight parameter of NN models,

are averaged using a central server [89] or other data owners [90], after

which these shared model parameters are integrated. This prevents data

owners from sharing raw data while enabling collaborative model training..

Several communication-efficient FL algorithms have been proposed such as

NN pruning [91], gradient compression [92,93], and output distillation [94].

However, FL suffers from the challenging non-IID problem coming from the

heterogeneity of data distribution across data owners. Although the initial

work regarding FL in [89] alleviates the issue by increasing the number of

local training iterations, this approach does not solve the issue when data

distributions are totally different from one another. In view of this, this

chapter aims at providing a more efficient collaborative learning framework

leveraging the idea of split learning, that benefits from multiple modalities

wherein the data distributions are totally different. For a comprehensive

survey and tutorial of federated learning and its applications, readers are

encouraged to read [20,21].

Split Learning. As another approach for collaborative learning, SL has
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been proposed in [22,95]. The key idea behind SL is to split the NN models

on a per-layer basis and distribute a lower segment into data owners and

an upper segment into another central entity. Therein, the data owner does

not need to exchange raw data but instead exchanges NN activations with

the central entity during training. In [95], the authors conceptualized the

fusion of multiple modalities with totally different data distributions, en-

abling privacy preserving model training. However, this was a concept-level

discussion, and the feasibility of applying SL based on multiple modalities to

wireless systems was not investigated. Particularly, the design of communi-

cation efficient SL remains an open problem, which is of importance because

NN layer segments are interconnected wirelessly with a limited bandwidth,

and some entities holding an NN segment are resource-limited, e.g., wireless

cameras or mobile devices. To fill these voids, this work aims at designing an

SL framework by fusing RF and visual data, while enabling model training

in a communication efficient manner.

5.3 MultSL for Future Received Power Pre-

diction

The MultSL structure is illustrated in Fig. 5.1, in which a convolutional

LSTM NN is split and distributed across a UE and its associated BS. In

Fig. 5.1, k ∈ N denotes the time index, xk denotes the observed image, Pk

denotes the corresponding received power in the uplink signal, and τ denotes

the time-interval between successive images. The UE is equipped with a

depth camera whose captured images xk−L+1, xk−L+2, . . . , xk are processed

by convolutional layers and then uploaded to the BS, where L denotes the

length of an image sequence. The BS stores an LSTM layer where the

uploaded images are integrated with the uplink mmWave RF signal powers

Pk−L+1, Pk−L+2, . . . , Pk received by the BS. By processing the integrated

image and RF data at the last fully connected layer, the BS can predict its

future mmWave received power Pk+T/τ with a look-ahead time T .

For training MultSL, the UE sends the output of its convolutional layers,

termed a forward propagation (FP) signal to the BS. Based on the FP signal,
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the BS subsequently calculates the gradients of the weight parameters in its

own NN and sends the gradients, termed a backward propagation (BP)

signal, back to the UE. Finally, based on the BP signal, the UE updates the

weight parameters of the convolutional layers.

The communication of the FP/BP signals is performed over a wireless

channel. This chapter considers that the FP/BP signals are transmitted

via the mmWave channel over which the aforementioned uplink signals are

transmitted to achieve smaller transmission delay through exploiting a wider

bandwidth in the mmWave channel. Section 5.5 further details the mmWave

communication channel.

MultSL is compared with two baselines based solely on a single-modality

as shown in Figs. 5.3(a) and 5.3(b). The former baseline termed as RF is

based only on consecutive received powers in which the LSTM layer and

fully connected layer are located at the BS, and training is performed at the

BS. The latter baseline, termed as Img is based only on consecutive images,

in which the entire NN is split similarly in MultSL.

5.4 Compression of CNN Output via Pool-

ing Towards Communication Efficiency

and Privacy Preservation

In addition to prediction accuracy, MultSL involves the following two key

metrics: over-the-air latency for transmitting FP signals and data privacy

[22]. Hence, it is important to optimize the operation of MultSL such that

both latency and privacy leakage are minimized without compromising the

prediction accuracy.

It can be noticed that increasing the pooling dimension wW × wH in

the convolutional layer: i.e., the compression intensity of the convolutional

layer output, is suitable for reducing both the latency and privacy leak-

age. Given that the pooling dimension is wW×wH, and pooling regions are

non-overlapping (i.e., the horizontal and vertical strides are NW/wW and

NH/wH, respectively), the number of pixels to be forwarded to the BS is

LNWNH/wWwH as shown in Fig. 5.1. Thus, the payload size of FP signals
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Figure 5.4: Experimental environment for measuring the communication

channel and depth image data, in which a pair of mmWave transmitter and

receiver is blocked by two moving pedestrians. c⃝2020 IEEE

and the consequent over-the-air latency for transmitting them can be re-

duced by increasing the pooling dimension. Moreover, the privacy leakage

may be reduced by the increase of pooling dimension since compressed im-

ages make it harder to see what the images reflect (as depicted in Fig. 5.2).

The next section experimentally demonstrates that an increasing pooling

dimension yields a smaller latency and privacy leakage.

5.5 Experimental Evaluation

5.5.1 Setting

Datasets. The prediction accuracy achieved by the proposed MultSL is

evaluated using the data set of received powers and depth images [67]. The

experimental environment is shown in Fig. 5.4. A transmitter (TX), receiver

(RX), and camera are deployed. As the TX, a commercial product of IEEE

802.11ad access points is utilized. As the RX, the measurement system

developed in the chapter 3 is utilized. The usage of this measurement system

is because it is validated to be capable of measuring the time-variance of

the mmWave received powers due to moving obstacles, which is essential to

train the NN models in Fig. 5.1 [67]. The TX transmits signals at the carrier

frequency of 60.48GHz towards the RX, and two pedestrians walk across the

path between the TX and RX. The camera (Kinect R⃝sensor [73]) obtains

depth images viewing the two pedestrians with the resolution of 512× 480
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and with the interval of successive image frames τ of 33.3ms. The obtained

images are compressed to have a pixel resolution of NW × NH = 40 × 40.

The details of the measurement are discussed in [67].

Training, Validation, and Test. The training, validation, and test are

performed with datasets that differ from one another. It is noted that

the validation is performed during training to monitor the prediction accu-

racy while preventing overfitting. The test is performed after training to

evaluate the final performance of the trained model. The procedures are

both commonly performed in ML [17]. Let k ∈ K denote the time-index

of the image and received power samples obtained in the aforementioned

measurement with K = {1, 2, . . . , 15325}. Training, validation, and test

are performed with samples whose time-index is in the index set Ktrain,

Kvalid, and Ktest, respectively, wherein Ktrain ∪ Kvalid ∪ Ktest = K. In this

evaluation, the ratio of |Ktrain| and |Kvalid| is set as 75% and 25%, re-

spectively, and that of |Ktrain| and |Ktest| is set as 80% and 20%, respec-

tively; hence, Ktrain = {1, 2, . . . , 9928}, Kvalid = {9929, 9930, . . . , 13228},
and Ktest = {9929, 9930, . . . , 15325}.

The training is performed such that the mean square error (MSE) be-

tween the predicted and actual received powers is minimal. Let the actual

received power at the time-index k be denoted by Pk. Given pooling dimen-

sion wW × wH, the following optimization problem is solved:

minimize
θ

1

|Ktrain|
∑

k∈Ktrain

(
P̂

(θ,wW,wH)
k+T/τ − Pk+T/τ

)2
, (5.1)

where P̂
(θ,wW,wH)
k+T/τ denotes the predicted received power values with the

look ahead time T = 120ms given the trained NN parameters θ and

pooling dimension wW × wH. Note that P̂
(θ,wW,wH)
k+T/τ is calculated from

the input of sequential images xk−L+1, xk−L+2, . . . , xk and received powers

Pk−L+1, Pk−L+2, . . . , Pk with the sequence length of L = 4. The problem is

solved with the Adam optimizer [96] with the learning rate of 1.0 × 10−3,

the decaying rate parameters β1 = 0.9 and β2 = 0.999, and the batch size

of 64. The training is continued until 50 training epochs (156 stochastic

gradient descent steps) are iterated. In the MultSL and the baseline frame-

works that are subsequently discussed, both UE and BS trained their NN
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layers, i.e., performed forward and backward calculations in parallel com-

puting via exploiting an Nvidia Tesla T4 GPU with 2560 cores with memory

corresponding to 16GB and memory bandwidth corresponding to 320GB/s.

FP/BP Communication Channel. FP/BP signals are assumed to be

transmitted over the mmWave channel. Under this channel, an NLoS event

decreases the received power by around 15 dB compared to the values in LoS

conditions, and lasts for 200-300ms. The LoS-NLoS transition occurs within

50–200ms. An exemplary snapshot capturing these channel characteristics

is illustrated in Fig. 5.6.

Baselines. The proposed prediction framework is compared with two base-

lines that depend solely on either image sequences or received power se-

quences. In the former baseline, termed as Img, only the output of the

convolutional layers are fed into the convolutional LSTM layer. In the lat-

ter baseline, termed as RF, only the received power values are fed into the

convolutional LSTM layer. Hereinafter, the proposed multimodal prediction

framework is denoted as Img+RF to explicitly indicate that the proposed

framework utilizes both images and received power values for the prediction.

It is noted that the objective of the comparison is to demonstrate the

improvement in accuracy from using the other modality in addition to a

single modality. Hence, although there are differences in input data sizes,

Img+RF uses 8 inputs (image and received power sequences wherein each

exhibits a length of 4) while Img and RF use 4 inputs (image or received

power sequence with a length of 4).

5.5.2 Performance Metrics

Prediction Accuracy. Prediction accuracies in validation and test are

evaluated using the root MSE (RMSE). Given the predicted received powers(
P̂

(θ,wW,wH)
k+T/τ

)
k∈Kj

in the trained parameters θ and pooling dimension wW ×

wH where j ∈ {valid, test}, the RMSE is given as follows:

RMSE =

√√√√∑k∈Kj

(
P̂

(θ,wW,wH)
k+T/τ − Pk+T/τ

)2
|Kj|

, (5.2)
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where the RMSEs for j = valid and j = test are referred to as validation

RMSE and test RMSE, respectively. The validation RMSE is calculated for

each training epoch.

FP/BP Transmission Latency. The latency for transmitting FP/BP

signals is calculated as follows. Let (Pk)k∈K denote the measured time-

varying received power values. The shorthand notations [k] is used to denote

the interval [(k − 1)τ ′, kτ ′] for k ∈ K, where τ ′ = 33.3ms denotes the

interval between the successive received power samples. Given that the

pooling is performed with the pooling dimension of wW × wH, the latency

for transmitting FP signals within the interval [k] is denoted by TFP[k] and

is calculated as follows:

TFP[k] =
L(NH/wH)(NW/wW)R

W log2(1 + Pk/σ2W )
, (5.3)

where σ2 = −173 dBm/Hz denotes the noise power spectral density, R = 32

denotes the number of bits for one pixel, and W = 40MHz is the measure-

ment bandwidth. Likewise, the latency for transmitting BP signals within

the interval [k] is denoted by TBP[k] and is calculated as follows:

TBP[k] =
Nlayer2R

′

W log2(1 + Pk/σ2W )
, (5.4)

where Nlayer2 = 576 denotes the number of weights in the upper convolu-

tional layer, and R′ = 32 denotes the number of bits required for represent-

ing the BP gradients. The time duration during which a stochastic gradient

step is performed within the interval [k] is denoted by Tstep[k] and is given

by TFP[k] + TBP[k] + Tcomp, where Tcomp is the sum of time duration for

calculating the FP/BP signals.

It should be noted that the training speed is affected by Tstep[k], and

the impact of the pooling dimension on the training speed is also evaluated.

For that, the time elapsed until which the nth stochastic gradient descent

step is performed is calculated and its corresponding validation accuracy is

plotted. LetN [k] := ⌊τ ′/Tstep[k]⌋ denote the maximum number of stochastic

gradient steps performed within [k]. The nth stochastic gradient descent

step is performed in a certain interval, whose index is defined as kn and

is given by max { k′ |
∑k′

k=1N [k] ≤ n }. The time elapsed until the nth
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Figure 5.5: Impact of pooling dimension on validation accuracy in train-

ing. In Img+RF and Img, the larger pooling dimension results in the faster

improvement on validation accuracy. c⃝2020 IEEE

stochastic gradient descent step is performed, denoted by Tn, is calculated

as follows:

Tn =
kn−1∑
k=1

Tstep[k] +

(
n−

kn−1∑
k=1

N [k] + 1

)
Tstep[kn]. (5.5)

Privacy Leakage Level. As the convolutional layer output becomes more

similar to the input images, privacy is increasingly violated. Thus, the

privacy leakage level is quantified with the inverse of the similarity be-

tween each raw image sample xk and its CNN output. Let ϕ(xk) denote

the CNN output resized such that it involves the same number of pixels

as that in xk via nearest neighbor interpolation. For measuring a similar-

ity between xk and ϕ(xk), the Euclidean-distance multidimensional scal-

ing algorithm [97] is utilized, where the low-dimensional representations of

these images are embedded to an Euclidean-space, and the similarity be-

tween these images is quantitatively represented by the Euclidean-distance.

Given the measured distance d(xk, ϕ(xk)), the privacy leakage is given as:

1/maxk∈Kval
d(xk, ϕ(xk)).
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5.5.3 Results and Discussions

Validation Accuracy in Training. First, the impact of the pooling di-

mension on the validation accuracies during training is analyzed. Fig. 5.5

shows the time progress of the validation accuracy in RMSE in training. In

Img+RF and Img, the pooling dimensions of 4× 4 and 1× 1 were examined.

The computation time Tcomp in either Img+RF and Img was 1.00ms while

that in RF was 0.21ms. The computation time Tcomp in Img+RF and Img are

same within the measurable accuracy (at second decimal digit); hence Tcomp
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is treated as of the same value as 1.00ms in Fig. 5.5 1. The computation

time is obtained by measuring the time-duration during which the afore-

mentioned GPU computes updates of all model parameters in a stochastic

gradient descent step. In the pooling dimension of 4× 4, the improvement

in RMSE is faster compared to the training with the pooling dimension of

1 × 1. This is attributed to the shorter TFP[k] in the pooling dimension of

4×4 relative to that in 1×1, wherein more stochastic gradient descent steps

can be performed within a certain period. The model in RF can be trained

8x faster than that in either Img+RF and Img with the pooling dimension

of 4× 4. This faster training is because the training in RF does not involve

communication of FP/BP signals, i.e., TFP[k] = TBP[k] = 0, ∀k ∈ K. How-
ever, the RMSE reaches approximately 3.7 dB, which corresponds to the

poorer prediction performance compared to Img+RF and Img wherein the

RMSE ranges from 2.7 dB to 3.0 dB.

Prediction After Training. It is shown that the received powers pre-

dicted by Img + RF match the actual received powers better than the Img

and RF baselines. Fig. 5.6(a) shows the time series of the actual received

powers and of the received powers predicted 120ms before the actual powers

were observed. In Img+RF and Img, the models with the pooling dimen-

sions of 4 × 4 and 40 × 40 are examined as an example. First, RF did

not match the ground truth as accurately as Img+RF and Img in partic-

ular NLoS conditions. Focusing on LoS conditions (a zoomed-in view in

Fig. 5.6(a)), Img+RF matches the ground truth more accurately than Img,

which corresponds to the advantage of Img+RF over Img. This is also quan-

titatively validated in Fig. 5.6(b) showing the RMSE in LoS, NLoS, and

LoS-NLoS-transition conditions in the time-duration in Fig. 5.6(a), where

one can see that the RMSE in Img+RF under a LoS condition is smaller

1The same computation time within the measurable accuracy is due to a much higher

computational complexity in the convolutional layers shared between Img+RF and Img

compared to one in the other upper layers. By counting the multiplying operation in a

forward propagation, one can see that the computational complexity in the convolutional

layers is approximately 10–100x higher than that in the other upper layers. Hence, the

computation in the convolutional layers is dominant, and this is the reason for the almost

same computation time.
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munication cost for transmitting FP signals. c⃝2020 IEEE

than that in Img. This can be attributed to the invariance of received pow-

ers under LoS conditions. In LoS conditions, the input of current received

powers in Img+RF exhibits a value similar to future received power values

and can be considerably informative in terms of predicting the future re-

ceived power values. Hence, Img+RF predicted future received power values

more accurately under LoS conditions than Img.

Test Accuracy vs. Latency and Privacy Leakage. Fig. 5.7 shows the

impact of the pooling dimension on the RMSE and communication costs

during inference. Drawing an inference requires a single FP transmission

whose payload size is calculated by L(NH/wH)(NW/wW)R. The FP commu-

nication cost is monotonically decreased with the pooling dimension, and is

minimized when the UE output is maximally compressed (i.e., 40×40 pool-

ing dimension). By contrast, the prediction accuracy is convex-shaped over

the pooling dimension. The maximum accuracy (i.e., minimum RMSE) is

achieved when the UE output is 93% compressed (i.e., 4×4 pooling dimen-

sion), at which both accuracy and communication efficiency are improved

compared to the case without compression (i.e., 1 × 1 pooling dimension).
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Figure 5.8: Uplink latency for transmitting FP signals and privacy leakage

in different pooling dimensions. c⃝2020 IEEE

This counter-intuitive result is because the very large UE output dimension

makes the LSTM layer biased only towards the image sequences while al-

most ignoring the received power sequences, highlighting the importance of

balancing image and RF modalities.

Fig. 5.8 shows the impact of pooling dimension on the privacy leakage

level as well as the uplink latency for uploading the FP signals. As the

pooling dimension becomes larger, the raw image is converted to one with

the smaller pixel resolutions as depicted in Fig. 5.2, which yields the lower

latency and privacy leakage. Specifically, in the pooling dimension of 4× 4,

uplink latency and privacy leakage are reduced by 93% and 2.8%, respec-

tively compared to the case of pooling dimension of 1 × 1 (i.e., without

compressing the convolutional layer output).
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5.6 Conclusions

This chapter proposed MultSL in which a convolutional LSTM is split into

two wirelessly connected segments to utilize both image and RF modalities

for future mmWave received power prediction. With a single pair of image

and RF signal sources, this chapter demonstrated that optimally compress-

ing the image segment’s output dimension reduces communication payload

sizes and privacy leakage without compromising the prediction accuracy.

Seeking an optimal MultSL architecture for multiple image and RF signal

sources under a generic network topology could be an interesting topic for

future work.
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Conclusions

Motivated by the idea of proactiveness and data-driven-ness, this thesis pro-

posed visual data-driven mmWave communication systems to combat LoS

blockages. First, as a methodological buidling block, this thesis provided the

measurement method of RF received powers in off-the-shelf IEEE 802.11ad

APs with packet-mode transmission. As main topics, this thesis examined:

1) visual data-driven handover predicting future throughput performance

subject to rapid variations of data rate, and 2) multimodal, i.e., RF and

visual data, future received power prediction that collects visual data in

a communication-efficient and privacy preserving manner. More specific

conclusions are elaborated below.

In Chapter 4, this thesis demonstrated the feasibility of a visual data-

driven handover framework that predicts future throughput performance

of each BS including rapid variations of data rate. The key characteristic

obtained from using visual data was in the capability of predicting the im-

pact of blockage events prior to the occurrence, and this led to triggering a

handover prior to the occurrence. At firsthand, this thesis highlighted that

such a characteristic could not necessarily be obtained in a handover frame-

work without visual data, by implementing a received power-based hand-

over framework. Subsequently, this thesis did not only demonstrate the

feasibility of the aforementioned proactive prediction, but also confirmed

that there is a throughput gain from the proactive prediction. The author

believes that this knowledge sheds light on how one can fully take advan-
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tage of mmWave communications and provide reliable and high throughput

connections under blockage effects.

In Chapter 5, this thesis proposed visual and RF data fusion to enhance

the accuracy of future received power prediction and, at the same time,

addressed the problem of preserving the privacy of persons in a field-of-

view of cameras. The key idea of achieve this goal was to design MultSL

where a lower segment extracted abstracted image features, and an upper

segment accepted the features and integrated them with RF data inputs.

Therein, the camera did not share raw visual data, which contributed to

preserving the privacy. Moreover, given the MultSL, this thesis discussed

how to enhance the privacy levels and communication efficiency in collect-

ing the image features by notifying the importance of pooling dimension in

the convolutional layer in lower segments. The testbed experiments demon-

strated that the prediction accuracy did not necessarily trade-off with com-

munication efficiency and privacy levels, which provided an insight into the

importance of an appropriate setting of the pooling dimension. The au-

thor believes that this insight contributes to alleviating the reluctance for

bringing visual data into mmWave systems.

The author would like to conclude this thesis by envisioning several de-

ployment scenarios of visual data-driven mmWave communication systems.

First, the insight provided in this thesis can be directly applied to many

data-intensive applications in static environments because the evaluations

are performed in such static conditions wherein the transmitter and receiver

were fixed. These applications are exemplified by, though not limited to,

wireless monitoring systems in a factory or data steaming to digital signages

in staition concourses (Recall that the LoS blockage possesses serious nega-

tive impacts particularly in open spaces). Contrary, as for mobile scenarios,

there remain several future works. In mobile scenarios, to predict blockage

events, one has to track not only blockage obstacles but also mobile UEs in

a camera’s view. Hence, identifying and tracking the target UEs in camera

images with high reliability is included in possible future works. Neverthe-

less, even in such mobile scenarios, the experiments and results provided

in this thesis are not meaningless in the sense that these results tell that

one can feasibly achieve proactive predictions of LoS blockages if such a
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particular problem coming from UE mobility is overcome. Given this, the

author envisages that though not directly, the insights provided in this the-

sis apply to remote surgical operations, remote robot operation in factories

or construction sites, and cooperative perception among vehicles in outdoor

spaces.

It should finally be noted that some data-intensive applications are not

driven by a small complaint from some particular people, but are driven

by serious societal problems. For example, remote surgical operations are

driven by a shortage of surgeries, cooperative perceptions among vehicles

are driven by the motivation to avoid tragedic traffic accidents, and remote

robot operations are driven by the safety of practitioners. Given this, the

author hopes that the insights provided in this thesis motivate to solve the

aforementioned future works, bring mmWave communications into hetero-

geneous environments, and thereby contribute to realizing a human-centric

digital society driven by serious societal problems as envisioned by the con-

cept of Society 5.0 [98].
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