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1 Introduction 

We consider positive solutions to semi-linear elliptic problems on a metric graph G: 

-E2 D..u + u = f(u) on G, (1.1) 

where E > 0 is a parameter and we assume the Neumann boundary condition or the 
Dirichlet boundary condition on the ends of G. 

Semi-linear elliptic problems on a domain in IR.n has been studied very well. Many 
authors have obtained various results about the existence and non-existence of solutions, 
the multiplicity of solutions, the asymptotic behavior of solutions, and so on. Recently, 
in [1-3, 5, 7], they studied this kind of problems on graphs. Motivated by those results, we 
study the asymptotic behavior of positive solutions as E--+ 0. In this paper, we introduce 
our recent results and show part of our results. To state our setting and results, we use 
following notations in graph theory. 

• G = G(V, E) is a graph, where Vis a set of vertices and Eis a set of edges. We 
always assume that G is connected and the number of edges #E is finite. 

• G is a metric graph if each edge e E E is isometric to an interval [0, £( e)] ( [0, oo) if 
£(e) = oo), where £(e) E (0, oo] is the length of e. We identify e with [0,£(e)]. 

• A metric graph G is compact if £(e) < oo for each e EE. 

• e >-- v means that e is incident to v. 

• deg v is the number of edges that are incident to v. We assume deg v -/= 2 for any 
VE V. 

• ½nt is the set of all vertices with deg v 2 3. 

• ¼nd is the set of all vertices with deg v = l, thus ½nt U ¼nd = V. 

*This is based on joint work with Kazuhiro Kurata (Tokyo Metropolitan University). 
tThe author was supported by JSPS KAKENHI Grant Numbers 18K03356, 18K03362. 
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• A loop is an edge that connects a vertex to itself. 

Throughout this paper, we always assume the following assumptions: 

(fl) f E C(JR, JR) is a locally Lipschitz odd function. 

(f2) limt--+o f(t)/t = 0. 

(f3) limt• 00 f(t)/tq = 0 for some q > 0. 

(f4) f(t)/t is strictly increasing on (0, oo). 

(f5) limt--+oo F(t)/t2 = oo, where F(t) = J; f(s) ds. 

A typical example is f(u) = lulP-1u (1 < p < oo). To formulate (1.1), we use a variational 
structure. Let H 1 (G) be the set of every continuous function u on G with u(e) E H 1 (e) 
for each edge e E G, where u(e) is the restriction of u one. Then we can check that H 1 (G) 
is a Hilbert space with norm 

where v' = f;,. We define V'(G)-norm similarly. Let le be a functional on H 1(G) such 
that 

J,(u) :=; L lv'ul 2 dx +;EL u2 dx - ~ L F(u) dx. 

Then le E C 1 (H1 (G),JR). Each critical point Ue of le satisfies (1.2) as the Euler-Lagrange 
equation. 

for each edge e E E, 

for each vertex v E ½nt, 
for each e with e >-- v and v E Vend, 
if e >-- v and e' >-- v, 

(1.2) 

where .6. = d~2 , and au~e\v) is the outward derivative of u~e) at v. In (1.2), the second 
line is the Kirchhoff law, the third line is the Neumann boundary condition, and the last 
line is the continuity condition at v. Put 

IYe := inf sup le(tu). 
uEH1 (G) t>O 

ufO 

Then, for each E > 0, there exists a positive solution Ue with le( ue) = IYe. Ue is called 
a least energy solution. In [7], they proved that u, is a constant solution for sufficiently 
large E > 0. Our results are the asymptotic behavior of least energy solutions as E ---+ 0. 

Theorem 1.1 ([6]). Assume that G is a compact metric graph with ½nt-/- 0 and Vend-/- 0. 
For each E > 0, let u, be a least energy positive solution. Then (i)-(iv) hold. 

(i) For sufficiently small E > 0, u, has exactly one local maximum point x,. Moreover, 
x, E Vend holds. 
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(ii) Let ee be the edge with ee >- Xe- We use identification ee = [0, C(ee)] with Xe = 0. 
Then, 

uie,) (Ex)--+ <I>(x) as E--+ 0 in C~c([0, oo)) 

holds. On G\ee, Uc converges to 0 uniformly as E--+ 0, that is, limc-+o lluellL=(G,\e,) = 
0. Here, <I> is a unique solution to 

{
-~<I>+ <I>= f(<I>), <I>> 0 on~, 

v'<I>(0) = 0, limlxl--+oo <I>(x) = 0. 
(1.3) 

(iii) For sufficiently small E > 0, the edge ee is longest in Eend := { e E E; e >-- v E Vena}, 
that is, 

C(ee) = Cmax := max C(e). 
eEEend 

(iv) It holds that 

CTe = i + exp (-2~(ee\1 + o(l))) as E--+ 0, 

where CT is the energy of <I>. 

Remark 1.2. For the uniqueness of solutions to (1.3), see [4, Theorem 5]. 

Moreover, in the typical case with p > 2, we can get more precise information about 
the asymptotic behavior. Let E~nd be the set of longest edges in Eend, that is, 

E~nd := {e E Eena;C(e) = Cmax}. 

Since G is connected, if ½nt -:/- 0, for each e E E~nd, there exists v E ½nt such that e >-- v. 
We denote such vertex by v(e). By Theorem 1.1, ee E E~nd holds for sufficiently small 
E > 0. 

Theorem 1.3 ([9]). Assume that G is a compact metric graph with ½nt-:/- 0. In addition, 
we suppose f(t) = lflP-1t for some p E (2, oo). Then, same conclusions as in Theorem 
1.1 hold. Moreover, 

(i) For sufficiently small E > 0, deg v( ee) is a smallest number of deg v( e) among e E 

E~nd· 

(ii) It holds that 

_ ~ C degv(ee) - 2 (-2C(ee)) (( ( ))) 
CTe - + p d ( ) exp 1 + o 1 as E --+ 0, 

2 egv ee E 

where GP is a positive constant depending only p. 

Remark 1.4. We can show similar results as Theorems 1.1 and 1.3 for (1.2) with the 
Dirichlet boundary condition. In the Dirichlet case, the maximum point Xe converges the 
center of a edge which is a longest one in E. 

In this paper, we give the outline of the proof for Theorem 1.1. The paper is organized 
as follows. In Section 2, we give preliminary results. In Section 3, we consider the 
asymptotic behavior of bounded energy solutions. In Section 4, we get more precise 
asymptotic behavior of least energy solutions and prove Theorem 1.1. 
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2 Preliminaries 

Hereafter, for simplicity, we assume f(t) = IW-1t and 1 < p < oo. For a metric graph G, 
we define a functional I by 

I(u, G) := ~ fc 1Vul 2 + u2 dx - P ! 1 fc iulP+l dx = ~ llullJi1(G) - P ! 1 llullip+1 

for u E H 1 (G). Let Ge(V, E) be the dilation image of G(V, E) with a scale factor 1/E, 
that is, each e E E and e E E represent the same edge of the graph, and the length of 
e EE is C(e)/E. For u E H 1 (G), we denote u E H 1 (Ge) which satisfies u(i:) = u(x), where 
i; is defined by 

, {V 
X = x/E Ee= [0, C(e)/E] 

ifx=vEV, 

if x Ee= [0,C(e)]. 

Then, we have 
Je(u) = I(u, G,) for u E H 1(G). 

Moreover, 
J~(u) = 0 if and only if I'(u, Ge)= 0. 

It is well-known that <I> is uniquely determined and has explicit formula. 

( 
1 )-2/(p-1) 

<I>(x) = M 0 cosh p; x , 

where M0 = ((p+ 1)/2)1/(p-l)_ 

Lemma 2.1. It holds that <I>(x) = exp(-x(l + o(l))) as lxl---+ oo. 

Proof. Using explicit formula, we can check it. • 
Next, we recall a characterization of solutions on a interval. For this purpose, we 

consider an initial value problem 

-t:.U + U = IUIP-1 U, U(0) = a, v'U(0) = b. (2.1) 

By ODE theory, for any a, b E ~, it has a unique solution on R Thus, to characterize 
solutions, it is sufficient to consider 

(2.2) 

Using the phase-plane analysis, we can check the following: 

Proposition 2.2. The initial value problem (2.1) has a unique global solution on~, hence 
the solution satisfies (2.2). Let U be a solution of (2.2). Then, one of the following is 
satisfied. 

(i) U is a constant solution, that is, U = 0, ±1. 

(ii) There exists d > 0 such that U is a d-periodic solution. 

(iii) U is a ground state, that is, there exists y E ~ such that U = ±<I>(· - y). 

Remark 2.3. By Proposition 2.2, up to translation, any solution of -t:.u + u = lulP-1u 
on a open interval is the restriction of U which satisfies one of (i)-(iii) in the proposition. 
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3 Asymptotic behavior of bounded energy solutions. 

In this section, we assume that G is a compact metric graph. 

3.1 H1 and £ 00-boundedness 

Lemma 3.1. Let (ue)e>O be a family of critical points with bounded energy, that is, 
for each E > 0, Ue E H 1(Ge) is a critical point of I(·, Ge), and the family satisfies 
limSUPe• oI(ue,Ge) < 00. Then, 

(i) ( Ue)e>O is H 1 ( Ge)-bounded, that is, lim SUPe• o llue IIH'(G,) < 00. 

(ii) (ue)e>o is L 00 (Ge)-bounded, that is, limSUPe• o lluellL=(G,) < 00. 

Proof. (i): Since each Ue is a critical point, we have 

I'(ue, Ge)Ue = lluellJI1ca,) - lluellrt1,(G,) = 0, 

I(ue,Ge) = (~ - p: 1) lluellJI1ca,) = (~ - p: 1) lluellrt1,(G,)' 

which mean the claim. 

(3.1) 

(ii): Let -oo ::; a < b ::; oo. If b - a ::::-: 1, by the Sobolev embedding theorem, there 
exists C > 0 which is independent of a and b such that 

(3.2) 

We can assume 0 < E::; E0 . For small Ea, the length of each edge e E Ge is grater than 
1. Thus, 

llu(e) 11£00 (@) ::::: Cllu(e) IIH1(e) ::::: CllullH1(G,) 
holds, where C is a constant independent of u, e, and E. It implies the conclusion. • 

3.2 Asymptotic behavior on edges 

Lemma 3.2. Similarly as in Lemma 3.1, let (ue)e>O be a family of solutions with bounded 
energy. Let (En)nEN be a subsequence of E • 0 and fix e = [0,£(e)/En] E Gen· Suppose 

that there exists a sequence (xn)nEN such that Xn E [0, £( e) / Enl, c := limn-+oo ui~ (xn) > 0. 
Then, taking a subsequence if necessary, there exists y E IR such that 

Here, if necessary, we extend ui~ onto IR as a solution of (2.2). Moreover, if Vui~ (xn) = 0 
(n EN), y = 0 and c = M 0 holds. 

Proof. By Lemma 3.1, the assumption infnEN Cn > 0, and the regularity of solutions, 
ui~ are bounded with respect to C2 (0,£(e)/En)-norm. If necessary, we extend ui~ onto 

IR as a solution of (2.2). Then, ui~ are bounded with respect to C2 (IR)-norm. By the 
Arzela-Ascoli theorem, there exists u00 E C1 (IR) such that 

-(el( A ) • cl (TIJ)) UEn · + Xn ---+ Uoo ln Joe m. as n---+ 00. 
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By the regularity theorem, we have 

A(e)( A ) • c2 (TT])) 
Ucn · + Xn --+ Urx, ln Joe m. as n --+ 00. 

In addition, since llui~(- + Xn)IIHl(-xn,f(e)/cn-Xn) are bounded, for sufficiently large 8, we 
get u= E H 1 (-oo, -6) or u= E H 1 (6, oo). The limit u= satisfies (2.2), and it holds 
that limn-+= un(xn) = u=(0) = c by the assumption. Thus, Proposition 2.2 implies 
u= =<I>(·+ y), it means the conclusion. D 

3.3 Asymptotic behavior at vertices 

Hereafter, for simplicity, we use same notation for subsequences. 

Lemma 3.3. Let ( uc)c>O be a family of solutions with bounded energy. Assume that, for 
a subsequence, there exists v E V such that lime-+o Uc ( x) ( v) = M > 0. Then 

(i) For each ei = [0,C(ei)/e] >- v (1 ~ i ~ degv), we choose its coordinate satisfying 
v = 0. Then, taking a subsequence if necessary, 

u~e,) --+ <I>(· ± y) in c,!c([0, oo)) as e --+ 0 

holds. Here y 2'. 0 is uniquely determined by <I>(y) = M. 

(ii) In (i), the number of edges ei with lime-+o ui"') = <I>(·+ y) equals the number of edges 

ej with lime-+ou~"1) = <I>(· -y). In particular, if degv is odd, y = 0 and M = M 0 

hold. 

(iii) liminfn-+=O"c 2: (degV)a/2 holds. 

Proof. For each edge ei, we can apply Lemma 3.2 with Xn = 0 to obtain (i). By the 
Kirchhoff law at v, we have I:1~~v Vu~e,) (0) = 0. Let i± be the number of edges such that 
the limit of Uc on the edge is <I> ( · ± y), respectively. As E --+ 0, we get 

i+ V<I>(y) + i_ V<I>(-y) = 0, 

hence (ii) holds. By (3.1), we have 

Using Fatou's lemma and (i), we obtain. 

(
1 1 ) degv1 

liminf O"c 2'. - - -- " <I>P+l(x ± y) dx. 
HO 2 p+ 1 ~ , 

i=l Ei 

By (ii), if degv is even, we have 

( ) 
degv 

! __ 1_ L1<I>P+l(x±y)dx 
2 p + 1 i=l e, 

= (! __ 1_) degv ( r= <I>P+l(x+y)dx+ r= <I>P+l(x-y)dx) = (degv)a_ 
2 p + 1 2 lo lo 2 
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If deg v is odd, 

(~ -_1_) r r cpP+l dx = (~ - _1_) (degv) ( /00 cpP+l dx) = (degv)o-. 
2 p + 1 . le 2 p + 1 lo 2 i=l 'I, 

D 

4 Asymptotic behavior of least energy solutions 

Throughout this section, we assume that ½nt =/. 0, Vend =/. 0, and Uc is a least energy 
solution with its energy O"e for E > 0. 

4.1 Upper energy estimate 

Lemma 4.1. 

holds. 

Proof. Choose e E Eend such that £(e) = £max• We may assume that e = [0, .emax/E] and 
0 E Vend· We define a test function We by We= 0 on GE\ e and 

if O :S X :S £max/ E - 1, 

if £max/ E - 1 < X :S £max/ E. 

Then, we can check that We E H 1 (Ge) and 

O"e :S sup le(tWe) = sup I(tWe, [0, £max/ El). 
t>O t>O 

Moreover, there exists a global maximum point te > 0. Since fftl(tW0 [0, £max/El) lt=t, = 0, 
te > 0 is uniquely determined by 

By the definition of We, we have 

hence te = 1 + o(l). Using t 0 we get 

O"e :S l(teWe, [0, £max/El) 
= J(te<I>, [0, 00)) - J(te<I>, [£max/ E - 1, 00)) + J(te We, [£max/ E - 1, £max/ El). 

First, we see 
(J" 

I(te<I>, [0, oo)) :S supl(t<I>, [0, oo)) = -. 
t>O 2 



8

Next, for sufficiently small E, since <I> is small on [t'max/ E-1, oo ), we have lt,<I>IP+l / (p+ 1) < 
t~<I>2 / 4 and 

I(t,<I>, [t'max/E - 1, oo)) 2----"-- lv'<I>l 2 + <I>2 dx > 0. 
t21oo 
4 fmax/E-1 

For sufficiently small E > 0, we obtain 

t21fmax/E 2t2 
I(t,W,, [t'max/E - 1,t'max/E]):::;----"-- lv'W,12 + W,2 dx = _E <I>2 (t'max/E - 1). 

2 fmax/c-1 3 

Therefore, since t, = 1 + o(l), we have 

Applying Lemma 2.1, we get the conclusion. • 

4.2 Number and position of maximum points 

Lemma 4.2. If E > 0 is sufficiently small, u, has exactly one local maximum point x,. 
Moreover, it is an end vertex of G, that is, x, E Vend· 

Proof. If v E ½nt, then limHD u,(v) = 0 holds. Indeed, if there exists a subsequence with 
u,(v) ---+ M > 0, Lemma 3.3 (iii) contradicts Lemma 4.1. 

Since the energy estimate and H 1-boundedness, for sufficiently small E > 0, u, is a non
constant solution. Hence, u, has a local maximum point x,. Extracting a subsequence if 
necessary, we may assume that there exists e = [0,C(e)/E] E G, such that x, Ee. Suppose 
that x, ---+ oo and C( e) / E - x, ---+ oo. Then by Lemma 3.2 and the argument in the proof 
of Lemma 3.3, we have 

hmmf CJ, 2 - - -- hmmf lu~e)lp+l dx 2 - - -- l<I>lp+l dx = CJ, • • (1 1 ) • • 1 A (1 1 ) 1 
HD 2 p+l HD e 2 p+l JR 

which contradicts Lemma 4.1. Thus, (x,),>D or (C(e)/E - x,),>D is bounded. We may 
assume (x,)oD is bounded without loss of generality. Taking a subsequence, we have 
x, ---+ XD for some XD 2 0. By Lemma 3.2, we get 

If 0 E ½nt, as mentioned above, uie\O) ---+ 0 holds, hence <I>(-xD) = 0, which is a con
tradiction. Thus, we obtain 0 E Vend· By the Neumann boundary condition, we have 
<I>'(-xD) = 0, which implies xD = 0. Thus, 

u~e) ---+ <I> in C,~c ( [0, oo)) 

holds. Next, we show x, = 0 for sufficiently small E > 0. Contrary, suppose that there 
exists a subsequence such that x, > 0. By the mean value theorem, there exists x~ E (0, x,) 
such that 
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Taking a limit, since Xe --t 0, we get 

0 = <I>P(0) - <I>(0) = Mg - Mo. 

It contradicts the definition of M0 , hence Xe = 0 E Vend for small E. 

Finally, we show the uniqueness of local maximum points. Suppose that there exist 
two local maximum point Xe and x: for small E. Then, as mentioned above, Xe, x: E Vend 
holds. It means that there are two different edges e and e' such that Xe E e and x: E e'. 
By similar arguments in Lemma 3.3, we have 

liminf O'e::::: (! - -1-) liminf f(u~el)P+i dx + (! - -1-) liminf { (u~e'l)P+i dx 
,--+o 2 P + 1 ,--+o le 2 P + 1 ,--+o le, 

> 2 (! - _1_) 1= qiP+1 dx = IJ' 
- 2 p+l O ' 

which contradicts the energy estimate. 

4.3 Lower energy estimate 

To get precise lower energy estimate, we calculate 

0'(0,L) := inf supJ(u, (0,L)). 
uEH1(0,L) t>O 

u,eO 

Lemma 4.3. For c5 > 0, there exists a constant C > 0 such that 

(J' 

0'(0, L) ::::: 2 - C exp (-2L(l - c5)) as L --too. 

• 

Proof. We fix c5 > 0. Let WL be a least energy solution for 0'(0, L). We may assume that 
WL is strictly decreasing positive solution on [0, L], and there exists a constant C > 0 
independent of L ::::: 1 such that 

( 4.1) 

In addition, we extend WL on [0,oo) by wL(x) := wL(L)eL-x for x::::: L. Then WL E 

H 1 (0, oo) holds. By the characterization of 0'(0, L), for any t > 0, it holds that 

0'(0, L)::::: I(twL, (0, L)) = I(twL, (0, oo)) - I(twL, (L, oo)). 

Take tL > 0 with t1;,-1 = llwLIIII,(o,=i/llwLllt!~,(O,=)· Then, 

I(tLWL, (0, oo)) = supJ(twL, (0, oo)). 
t>O 

By the definition of /J', we have 

(J' 

supJ(twL,(0,oo)) :::::-. 
t>O 2 

Thus, we get 
(J' 

0'(0, L)::::: 2 - I(tLWL, (L, oo)). (4.2) 
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Since WL • <I> E H 1 (0, oo) because of Lemma 3.2, we have 

tp-1 ll<I>ll1"1 (0,oo) _ l L 
L ---+ +l - as • oo, 

II <I> llf P+'(O,oo) 

hence, tL = 1 + o(l) as L • oo. Using t'i :S 2 for sufficiently large L, we get 

t2 roo roo 
I(tLWL, (L, oo)) :'.S ; JL lv'wLl 2 + w'i dx :'.S JL 2wz(L)e2L-2x dx = w'i(L). 

By (4.1), we obtain 

I(tLWL, (L, oo)) :'.S ce-2L(l-o) as£ ----t 00. 

Therefore, we get the conclusion. • 
Proposition 4.4. Suppose that, for a subsequence of E • 0 and e E G, a least energy 
solution uE has a local maximal point xE on e. Then, it holds that 

a (-2£(e) ) aE 2: 2 + exp -E-(1 + o(l)) as E • 0. 

Proof. For simplicity, we assume that G is a star graph. Thus, we may assume that G = 
(V,E), E = {e1,--· ,ek} with k 2: 3, V = {vo,--. ,vk}, Vo E ½nt, vi E Vena (i = 1, .. . ,k), 
and each edge ei connects v0 and vi. 

Vo 

By Lemma 4.2, we may assume that xE = v1 E e1 without loss of generality. Therefore, 
we consider a sub-graph G~ = {{v0 ,v1,v2},{e0 ,ei}}. We estimate similarly as Lemma 
4.3. By the characterization of the least energy, for any t > 0, it holds that 

k 

aE 2: I(tuE, c:) + L I(tuE, ei). 
i=3 

We choose tE > 0 such that 

I(tEuE, c:) = sup I(tilo c:). 
t>O 

Since G~ is identified with the interval [0, (R(e1) + R(e2))/c], by the characterization of 
a(0, (R(e1) + R(e2))/c), we have 

sup I(tuE, c:) 2: a(0, (R(e1) + R(e2))/c). 
t>O 

Thus, we get 
k 

aE 2: a(0, (R(e1) + R(e2))/c) + L I(tEuE, ei)- (4.3) 
i=3 
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Next, to estimate the second term of the right-hand side, we focus te- Since Ue -t <I> E H 1 

on G~, we obtain te = 1 + o(l) as E -t 0, similarly as in Lemmas 4.1 and 4.3. 
Recall that Ue is a positive solution and Ue has the unique local maximum point 

v1 . Thus Uc take the global maximum value on ei at v0 (i = 3, ... , k). Denote the 
maximum value by me := ue(v0 ). By the proof of Lemma 4.2, we have me -t 0, hence 
llteuellL=(e;) = o(l) (i = 2, ... , k), which implies 

+lll(teuE)P+ldx:=:;-41 ~t;(ue)2dx (i=3, ... ,k) 
P ei lei 

for sufficiently small E. Thus, we get 

I( , , ) t; 11 , 112 1 + o( 1) 11 , 112 teUe, ei 2': 4 Ue H'(e,) = 4 Ue H 1 (e,) (i=3, ... ,k). ( 4.4) 

Since Ue is a solution on ei and satisfies the Neumann boundary condition at vi, using 
partial integration, we have 

llue 11i'(e;) = 1, v' ( ui"ilVui"i)) + ( -~u~e,) + ui",))ui"') dx 

= 1, v (ui"ilVui"d) + (ui"d)P+i dx (4.5) 

2': 1, v' (ui"dv'ui"'l) dx = (auieil(vo)) uie'l(v0) (i = 3, ... , k). 

Next, we estimate the right-hand side. For each i E {2, ... , k }, we apply Lemma 4.6 
below for ei. Then, we have 

where,\= J1 - m~-1 . Thus, we get 

(au~e'\vo)) uie')(vo) = m;(l + o(l)) as E -t 0 (i = 2, ... , k). (4.6) 

Thus, we have 

k 

L lluelli,(e,) 2': (k - 2)m;(l + o(l)) 2': m;(l + o(l)). (4.7) 
i=3 

Finally, we estimate me. For the sake of simplicity, we denote u~e,) and C(e1 ) by Ue and C 
respectively, and assume e1 = [0, £( e1) / E] with v1 = 0. Put 

(k + l)e-x+f/e - (k - l)ex-£/e, 
z(x) ·= --------u (0) · (k+l)el/e_(k-l)e-l/e e • 

Then z is a solution of 

-~z+z=0on(0,£/E), z(0)=ue(0), v'z(D +kz(D =0. 
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Putting w := z - Ue, we have 

-6.w + w = (-6.z + z) - (-6.ue + ue) = -uf:::; 0 on (0, £/c) 

and 
w(0) = z(0) - ue(0) = 0. 

Using (4.6) and the Kirchhoff law at v0 , we get 

Thus we get 

Applying Lemma 4.5 below tow, we obtain w:::; 0 on (0,£/c). Moreover, 

_ , ( / ) ( / ) _ 2ue(O) _ 2Mo -Cfe( ( )) 
me - Ue £ E 2'. Z £ E - (k ) 01 (k ) 01 - k e 1 + O 1 as E ---+ 0 + 1 e• e - - 1 e-• e + 1 

holds. Combining (4.3), (4.4), and (4.7), for 15 > 0 with (£(e1) + £(e2))(1 - 15) > £(e1), 

using Lemma 4.3, we get 

• 
Proof of Theorem 1.1. Lemma 4.2 asserts (i) in Theorem 1.1. Then, we can apply Lemma 
3.2 to get (ii). Finally, combining Lemma 4.1 and Proposition 4.4, we obtain (iii) and 

0~- • 
Lemma 4.5. Assume that R > 0 and a 2'. 0. Let w be a solution of 

-6.w + w:::; 0 on (0, R), w(0) = 0, Vw(R) + aw(R) :::; 0. (4.8) 

Then w :::; 0 holds on [0, R]. 

Proof. Multiplying (4.8) by w+(x) := max{w(x),0} and integrating, since VwVw+ = 

(Vw+)2 and WW+= w!, we have 

0 2'.1R -6.ww+ + ww+ dx = -Vw(R)w+(R) + Vw(0)w+(0) + 1R(Vw+)2 + w! dx 

2'. aw!(R) + 1R(Vw+)2 +w!dx 2'. 0. 

Hence f0R(Vw+)2 + w! dx = 0, which means the conclusion. • 
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4.4 Estimates for small solutions 

Let u be a positive solution of 

-t:.u + u = uP on (0, L) 

with llullL=(o,L) < m. Putting 6 := mP-1 , if OS t Sm, we have tP S Jt. Hence, 

-t:.u + u ~ 0, -t:.u + (1 - J)u S 0. 

Thus, we can estimate u by sub-super solutions. 

(4.9) 

Lemma 4.6. Let u be a positive solution of (4.9). Suppose that llullL=(o,L) Sm, u(O) = a, 
u(L) = b, and 6 = mP-l > 0. Then 

asinh(L-x)+bsinhx () asinh>.(L-x)+bsinh>.x -r [ L] 
"hL suxs "h).L JorxEO,, sm sm 

~ + b < Vu(O) < >. ( -1 + b ) 
tanh L a sinh L - u(O) - tanh >.L a sinh >.L ' 

>. ( 1 _ a ) < Vu(L) < _1_ _ a 
tanh >.L b sinh >.L - u( L) - tanh L b sinh L' 

where >. := ~-

Proof. By the assumption and the maximum principle, we have llullL=(o,L) = max{a, b}. 
Hence, 

-t:.u + u ~ 0, -t:.u + >.2u SO on (0, L). 

Let u and y be unique solutions to 

{
-t:.u + >.2u = 0 on (0, L), 
-t:.y + :g = 0 on (0, L), 

u(0) = y(0) = a, u(L) = :g(L) = b. 

Then, we have explicit formulas: 

( ) _ asinh(L - x) + bsinhx 
ll x - sinhL ' 

_( ) = asinh>.(L- x) + bsinh>.x [0 L] 
u x sinh>.L on ' · 

Moreover, y Su Su holds by the comparison theorem. Since y = u at x = 0, L, we get 
the estimates for the derivative. • 
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