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An overwhelmingly large amount of texts are published every day. These natural
language texts encode the various events that happen around us, presenting a rich
repository of events from which we can mine invaluable knowledge about the
rapidly changing world. However, the large amount of data has gone far beyond
human ability to read and process manually. Thus, how to automatically extract
and analyze the events in natural language texts has become an important task.
In this thesis, we study the events in natural language texts. Specifically, we focus
on three representative event-related tasks: event coreference resolution,
narrative event relation knowledge acquisition, and automatic summarization.

In Chapter 1, we introduce the basics of events and the event-related tasks in
natural language processing. Some of the tasks analyze individual events and aim
to 1dentify their composing factors, such as event extraction and event coreference
resolution. Other tasks focus on the interactions and the various relations between
multiple events, such as script learning and discourse parsing. In addition, many
downstream tasks can benefit from incorporating events into the task, such as
automatic summarization and question answering.

In Chapter 2, we investigate the task of event coreference resolution, which is an
important information extraction task. Event coreference resolution aims to
1dentify and cluster the event mentions that refer to the same real-world event. In
this work, we adopt the semantic view of events by representing events by a
trigger and zero or more arguments of different semantic roles. For event
mentions to be coreferent, their triggers must be semantically related, and their
arguments must be compatible. While argument compatibility is an important
aspect to determine the coreference status of event mentions, it is difficult to learn
argument compatibility due to the limited size of existing annotated corpora. To
tackle the above-mentioned problem, we propose a transfer learning framework of
event coreference resolution and learn argument compatibility from the abundant
unannotated corpora available. We conducted experiments on the benchmark KBP
corpora and confirmed the effectiveness of our proposed method to capture
argument compatibility.

In Chapter 3, we study the task of narrative event relation knowledge acquisition.
Narrative event relation captures the stereotypical ordering of events that are
temporally and causally related, which is an important type of commonsense
knowledge that reflects the way the human mind perceives the world. We adopt a
2-stage framework to extract narrative event relation knowledge from a large
Japanese corpus. In the first stage, we utilize an association rule mining
algorithm to identify narrative-related events of statistical significance. In the




second stage, we manually constructed an annotated corpus to learn the patterns
of shared arguments between the event pairs. We propose a joint model which
predicts the shared arguments and selectional preference simultaneously. With
the methods above, we collected a large amount of narrative event relation
knowledge from the web corpus.

In Chapter 4, we focus on the task of automatic summarization. Extractive
summarization is one of the main paradigms of the automatic summarization
task, which aims to identify the salient parts of a document for a summary. In this
work, we consider the elementary discourse units (EDUs) as events and formulate
extractive summarization as an event saliency identification problem. We consider
two textual relations that are helpful for deciding the saliency of events: discourse
relation and coreference relation. We propose a heterogeneous document graph to
model the input document and the textual relations in it. Also, we propose a graph
attention (GAT) based graph encoder to capture the structure of the heterogeneous
document graph. We conducted experiments on the benchmark CNN/Daily Mail
corpus and confirmed the effectiveness of our proposed method.

In Chapter 5, we conclude the event-centric approaches introduced in this the
sis and discuss the directions of future research.
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