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§§ Problems. In [10], the authors prove that the maximum number of distinct 
squares in a word is bounded by twice the length of the word (by looking at the 
start position of the last occurrence of each square) and conjecture the following: 

Conjecture 1. The number of distinct squares in a length n word is less than n. 

In the same paper, the authors also provide a construction for a lower bound 
of n - 0( y'n). Another simple construction of a good lower bound of the same 
order was provided in [15], by binary words with k occurrences of b's and with 
a number of a's quadratic ink, which have ;~+~n many distinct squares. 

Several alternative proofs regarding the 2n upper bound are known, either 
using combinatorics on words techniques [13], or just calculus [12]. The upper 
bound was later improved to 2n - <9(logn) in [14] by showing that the number 
of double squares is bounded. Finally, in [8] the bound was reduced to lln/6 by 
using quite technical arguments to further restrict the number of double squares. 

Regarding larger exponents, in [4] the authors showed that for a fixed integer 
C > 2, the number of distinct £-powers in a length n word is less than £~2 . For 
cubes, i.e., C = 3 the bound was improved to 4n/5 in [5]. 

The latter problem involving repetitions of a higher fixed exponent, has its 
inspiration in the investigation of the maximum number of runs that a word 
can have. A run represents a repetition whose period is less than half and which 
cannot be extended to either left or right in the given word, without breaking 
the periodicity. The bound on this number was long conjectured to be less than 
the word's length [17], but only recently was it shown to be the case [1]. 

Theorem 1. The number of runs in a length n word is less than n. 

This bound was improved by Holub to ~ 0.95n, indicating that the optimal 
upper bounds will differ in the cases of runs and distinct squares. 

§§ Discussion of Techniques. The technique we use here also considers the 
global properties of occurrences of repetitions in a word, unlike previous ap­
proaches where the bounds were derived from local properties. 

The main idea behind the approach is to group the repetitions we want to 
count by their root and the partial order imposed on them by the prefix ordering. 

A word with 7 distinct squares: 
a2, (aa)2, (aaba)2, (aba)2, (abaa)2 

(baa)2, (baaa)2 

and their rightmost occurrences 

1---+---1 
1 2 J 4 5 6 7 8 9 10 11 12 13 

a b aa b aaa b aaaa 

Fig. 1. Squares in abaabaaabaaaa 

aaaaaaa 
■ aaaaa 

a : g : ~ 
a a • 
: : g 
a a . . . -----

. . 
b b . . . • . . 
a b 

a 
a . . 

. b b b 
b • . • . a • a . a a b 
b . b a • . . 
• . . • . b 
b a a . 

cluster(aa ) - r12, 11, 10, 6, 7, JJ 

Fig. 2. Suffix array and cluster inclusion 
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All repetitions whose roots share a common prefix are in one group. Then, the 
aim is to show that for every element in a group there are at least a certain 
number of positions which are not part of the positions of another element's. 

§§ Our Contribution. In this work we pose a conjecture which would imply 
Conjecture 1 to be true, and prove it in the special case when the roots of 
repetitions considered form a chain of square roots ( totally ordered set) with 
respect to the prefix ordering. We show that, surprisingly, this approach can be 
used for counting runs, potentially providing alternative proofs for Theorem 1. 

It is worth noting that while most of the results concerning the bounds on 
the maximum number of distinct squares were obtained using some version of 
the so called Three Squares Lemma [6], the bounds concerning runs, as well as 
those concerning bounds on the repetitions with integer exponents higher than 
2, made use of Lyndon trees and Lyndon words, and these approaches were never 
connected. In this work, we show the first framework which would allow a unified 
presentation of the bounds for distinct repetitions and runs. 

§§ Preliminaries. A word is a concatenation of letters from a finite alphabet 
E of size IEI. The empty word E is the word of length 0. For a factorization 
w = xyz, we call x a prefix (denoted by x :s;P w, or x <p w if x-=/ w) and z a 
suffix of w, while each of x, y, z are called factors of w. A factor is pmper if it is 
non-empty and not equal to w. If x = z, then x is also a border of w. We call 
p a period of w if the letters p positions apart in w are the same. The minimal 
period is given by the smallest such p. By lwlx we denote the number of times x 
occurs as a factor of w (including overlaps). 

A repetition represents consecutive catenations of the same word. An £-power 
(£-repetition) represents .e such repetitions of the same factor. If a word is not a 
repetition, then it is called primitive. Moreover, if w = uc is an £-repetition we 
say that u is a rnot of w, and call u the primitive mot of w when u is primitive. 

While repetitions are defined in terms of integer powers, rational powers are 
also possible. Namely, u = tk for some rational k, if lul = kltl and ltl is a 
period of u. A run is given by the positions in the word that contain a maximal 
repetitive factor with period at most half as long as the length of the factor 
(a repetition is maximal, if taking a previous or following position breaks the 
repetition). In other words, a factor that has an exponent at least 2, and which 
cannot be extended to either left or right. Finally, by tw we denote the infinite 
word consisting in consecutive repetitions of t. 

Although unnecessary for the proofs, in order to simplify the illustrations, for 
all words we consider their suffix army structures. These are arrays giving the 
lexicographical order of the suffixes ( the start of the ith suffix occurs in position 
i). 
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2 Clusters of repetition roots 

In this section we introduce the clusters of repetition roots and prove some funda­
mental properties for these clusters in relation with clusters of other repetitions. 
Let us fix a word w and associate to it a suffix array S. 

We denote by clustw( u), for each factor u£ of w, the cluster-in S that contains 
the starting position of all suffixes having u as a prefix. Fig. 2 illustrates how 
these clusters could be perceived (for£= 2), arranged one on top of the other. 

Observation 1 The set of suffixes of a word sharing a common prefix are con­
tiguous in the suffix array forming a cluster. If an £-repetition ul is a factor of 
a word, then the suffix army of the word contains a cluster of size at least £ of 
suffixes having the root u of the £-repetition as a prefix. 

As every word, and therefore every suffix having v as prefix, also has u as prefix 
when u <p v, the next observation is straightforward. 

Observation 2 For any two factors u and v of any word w, we have 
u Sp v {cc} clustw(v) <:;;; clustw(u) {cc} clustw(u) n clustw(v)-=/ 0 and lul S lvl. 

We pose the following conjecture, which, if true, would give a general upper 
bound for integer exponent distinct repetitions: 

Conjecture 2. For any word w, any positive integer £, and any set of words 
S = {u1,u2, ... ,un} such that, for all i E {1, ... ,n}, uf is a factor of wand 
U1 Sp Ui, we have 1s1 < £~1 lwlu1. 

In other words, for a number n of £-repetitions uf, ... , u; with a common 
prefix x, we conjecture n < £~l · lclust(x)I- In this paper we approach the 
problem by analysing the case where £ = 2 and u1 Sp · · · Sp Un, that is, S is 
a set of roots of distinct squares, totally ordered by the prefix relation. We call 
such a collection of square roots a (prefix) chain. In Section 3 we prove a special 
case of Conjecture 2: 

Problem 1. For a word w and a prefix chain S = { u1, u2 , ••• , Un} with ui Sp ui+ 1 
for all i E {1, ... , n - l }, we have ISI < £~l lwlu1. 

Compared to any of the results in [10, 14, 15, 8], the bound in Problem 1 is 
different because it is in a sense optimal, as we will argue at the end of Section 
3. It is also important to note that while all the bounds on distinct repetition 
would be a direct corollary of Conjecture 2, the converse does not hold. 

First we briefly explore the situation when there are two clusters which are 
equal. This is a crucial issue, since when the clusters are all different, the bound 
easily follows. 

First recall the following well-known result about primitivity of words. 

Lemma 1. /18} A word w is primitive if and only if it occurs only twice in ww. 

In the following lemma we look at the relative positions of the rightmost 
occurrences of two squares whose roots have the same cluster. 
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Single chain Multiple chains 

U1 <p ... <p Un 

~ 

( Uz 2 
( U1 ) 

cluster(u1) 

( ) 

cluster(x1) 

Fig. 3. Chains of clusters 

Lemma 2. For two squares u 2 =/- v2 with u -:;:P v, if clustw(u) = clustw(v), 
then the rightmost occurrence of u 2 and v2 in w cannot start on the same posi­
tion. 

Proof. Let the rightmost occurrences of u2 and v2 start at the same position i. 
This means that lu2 1 > lvl, as otherwise u 2 would occur later, at i+ lvl. We have 
occurrences of u at i, i + lul and i + lvl. Since clustw(u) = clustw(v), we also 
have v at i + lul and by Lemma 1, we get that v is non-primitive, and by the 
theorem of Fine and Wilf, the primitive roots of u and v are the same, say t. 
Since u is shorter than v, this gives an occurrence of u 2 at i + ltl, contradicting 
the assumption that u2 does not occur after position i. D 

3 Bound for single chains 

In this section first we will prove the upper bound from Conjecture 2 in the 
special case of single chains, that is, we show for a set of squares S = { Ui, ... , u;} 
in an arbitrary word w, with u1 <p · · · <p Un, that the inequality lclustw(u1)I > 
n holds. Afterwards we will discuss the sharpness of the bound and the existence 
of words w, u1, ... , Un for every possibility of cluster sizes satisfying the bound. 

§§ Upper bound. For a prefix x -:;:P u, we say that the x-representative (x­
rep) of u2 is the longest prefix of u 2 which ends in x. Note that this x-rep is 
of length at least lul + lxl. Formally, the x-rep of u 2 is uu'x -:;:P u2 such that 
Vy: uyx -:;:P u 2 ⇒ IYI-:;: lu'I• 

Let w be a word which contains u 2 as a factor. For the first (leftmost) oc­
currence in w of the x-rep uu'x of square u 2 , let Us be its starting position and 
Um be the start of the u' part, that is, Um =Us+ lul. We define the x-anchor 
of u 2 in w as the rightmost occurrence of a factor x in the first occurrence of 
the x-representative of square u 2 in w. This x-anchor is denoted by w w ( u 2 , x ). 
If the x-rep of u2 is uu'x, then '11w(u2 , x) =Us+ luu'I• For example, in the word 
w = abaabcabaabab we have the square u = (aba) 2 starting at position 7. The 
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a-rep of u2 is abaaba = u2 , first occurring at 7, so Ww(u2 ,a) = 7 + 5 = 12. The 
ab-rep of u2 is abaab, first occurring at 1, therefore \[I w ( u 2 , ab) = 1 + 3 = 4. 

Lemma 3. Let w be an arbitrary word with two square factors u 2 , v2 such that 
u <p v, and let x Sp u be a common prefix of theirs. If Ww( u2 , x) = Ww(v 2 , x), 
then u = tk for some primitive word t with ltl < lxl and k ~ 2. Moreover, 
tu' x Sp v, where u' x is the longest prefix of u bordered by x. 

Proof. Assume Ww(u2 ,x) = Ww(v 2 ,x). We distinguish three cases based on the 
relative positions of Us, Um and Vm, and derive contradictions in all of them, 
except when u is non-primitive with its root shorter than x. Note that Vm S Um 
always holds, since u Sp v implies Ww(u2 ,x) - Um S Ww(v 2 ,x) -Vm, 
(1) Vm S Us, In this case the x-rep of u2 is a factor of v, therefore it also occurs 
at Us - lvl, a contradiction. 
(2) Vm = Um, This means that u is a suffix of v and since lvl > lul, we have v = 
tu, for some non-empty word t. Let the x-rep of u2 be uu'x. From Ww(u2 ,x) = 
Ww(v2 , x), we get that the x-rep of v2 is vu'x. However, tu'x Sp v, so 

a contradiction. 
(3) Us < Vm < Um, Let the x-reps of u 2 and v2 be uu'x and vzu'x, respectively, 
where z is the non-empty word starting at Vm and ending at Um - l. Both zu' x 
and u are prefixes of v, so if lzu'xl < lul, then zu'x Sp u, therefore 

a contradiction. If lzu'xl ~ lul, then since u Sp v, there is an occurrence of u at 
Vm, so by Lemma 1, we get that u is not primitive (see Fig. 4(a)). 

X V v'=zu' X 
u 

a) X . z X 
I ::::::::--i 

u' 
i--

u 

X V v' X 

b) X X 
F"=' 

u' u 

Fig. 4. Coinciding anchors w w ( v2 , x) = w w ( u2 , x). 

Now let u = tk, with t primitive and k ~ 2. If luu'I ~ lvl then a conjugate of v 
is a prefix of uu', and synchronization, together with u = tk Sp v, gives v = tm, 
where m > k. This, in turn, means that u2 and hence the x-rep of u2 occurs at 
position Vs, so the occurrence at Us is not the leftmost, a contradiction. We are 
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left with the case luu'I < lvl. Given that we have an occurrence of x at Us, if that 
x finishes before position Vm, then there is a copy of x located lvl positions to the 
right in v2 , that is, '1!w(v2 ,x) ::>:Us+ lvl >Us+ luu'I = '1!w(u2 ,x), contradicting 
'¥w(v2 ,x) = '1!w(u2 ,x). 

Hence, we get that Vm - Us < lxl, which means ltl < lxl (Fig. 4(b)). As x 
is a prefix of u = tk, it has the form x = tlt' for some £ < k and t' ~P t. The 
longest prefix of u = tk bordered by x is tk-lt' = u'x. As Um> Vm, we get that 
ttk-lt' = tu1x ~P V. □ 

Corollary 1. Let ur, ... , u;;, and vr, ... , v;, be squares in some word w with 
their roots from the same chain and x some common prefix of theirs, such that 
'1! w ( u;, x) = '1! w ( v;, x) for all i E { 1, ... , n}. Then, there exists some primitive 
word t shorter than x, such that ui = tk' with ki ::>: 2, for all i E { 1, ... , n}. 

Proof. From Lemma 3, whenever the x-anchor of some u; and v; coincide, there 
is some primitive ti with ltil < lxl such that Ui = t7' with ki ::>: 2 and tix is a 
prefix of Vi- Given that the roots of these squares form a prefix chain, we get 
that the words tix also form a prefix chain, that is, for all i, j E { 1, ... , n} either 
tix ~P tjx or tjx ~P tix. Furthermore, since x is a common prefix of all the 
squares, we have x ~P tix, so x has period ltil, and therefore, trivially, so does 
tix. For any pair ti,tj, with ltil ~ ltjl, we know that tix ~P tjx, so tix also has 
period ltjl• Since ltixl > ltil + ltjl > ltil + ltjl - gcd(ltil, ltjl), we can apply the 
theorem of Fine and Wilf and get that ti and tj have a common primitive root 
t. We already know that ti and tj are primitive, so ti = tj = t. □ 

Theorem 2. For all words w and squares ur' ... 'u;, in w with U1 <p ... <p Un: 

lclustw(u1)I ::>: n + 16. 

Proof. Our strategy consists of assigning a distinct occurrence of u1 to each u;, 
and finding one extra occurrence of u1 not assigned to any square. Let x = u1. 

One by one, in decreasing order of length, we assign to each Ui the position 
'1! w ( u;, x), as long as this position has not been previously assigned to a longer 
square. If all squares have been assigned such a unique position, we are done, 
because this renders n distinct occurrences of x, while the leftmost occurrence 
of x in w cannot be the x-anchor of any square. 

Otherwise, there is some u2 in the chain such that '1! w ( u2 , x) has been as­
signed to a longer square and we may assume that u2 is the longest such square. 
By Lemma 3, u = tk for some primitive word t and k ::>: 2. To all squares u;, if 
luil > lul or Ui ~ t+, then assign the position '1!w(u;,x). Those are all distinct, 
by Corollary 1. After this, the roots of all squares which do not have an assigned 
position yet are powers of t with exponent at most k. Let those squares have 
roots tk1 , ••• , tk= with 1 < k1 < · · · < km = k. Let x = tlt' for some non­
empty t' ~P t. We know that lxl ~ tk 1 , since x = u1, so k1 > £, which means 
ltk= I ::>: (m + £) · ltl. By Lemma 3, we know that tk=t' ~P Un, so tmHt' ~P Un. 

Let Si be the leftmost position where tix occurs in w. We assign the position 
Pi = Si + i • It I to the square ( tk' )2. It is easy to see that at each of these positions 
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we have an occurrence of x starting, and that Pi -/- PJ whenever i -/- j (in fact, 
Pi < Pi+1)- Therefore, what is left to show is that Pi does not coincide with any 
position assigned in the first phase. 

Assume there exists v E { u1, ... , un} \ {tk1 , ••• , tk=} such that '1!w(v2 , x) = 
Pi= Bi+ i · ltl. From the definition of x-anchor we get that the factor preceding 
Pi is vv', where v'x Sp v. We derive a contradiction in all cases depending on 
v, which is either (1) a power oft, (2) some other prefix of a power oft or (3) 
neither, and as such, has ut' as a prefix. 
(1) v = tq. The powers oft which have been assigned a position in the first 
phase are longer than u, so q S k is not possible, hence q > k . In this case there 
is a factor tq preceding '1!w(v2 ,x) = Pi, which means that tkt' = tmHt' = tmx 
occurs at Pi-q· ltl, but tix S tmx andpi-q· ltl < Pi-k· ltl = Bi, a contradiction. 
(2) v = tJt'', with non-empty t" <p t. In this case, v' = tr for some r ~ 0. If 
r ~ i, then tix occurs at Bi - lvl, a contradiction. For the other case, let t = t"t"'. 
If r < i, then we get that Pi - lv'I is immediately preceded by t = t"t"', because 
of the definition of Pi, and it is also immediately preceded by t"'t", because it is 
a suffix of v. Hence, t"t"' = t"'t", so t is non-primitive, a contradiction. 
(3) v = tkt' z, for some z with t' z f-p tw. Let the leftmost x-rep of v2 start at 
position V 8 in w. We have '1!w(v2 ,x) ~ V 8 + lvl > V 8 + lul from the definition 
of '1!w(v 2 ,x) and the shape of v. We know V 8 + lul > V 8 + m · ltl, because 
u = tk = tmtf- and £ ~ 1. Since tix Sp tkx Sp v and Bi is the leftmost position 
where tix occurs we get Bi S Vs, and so V 8 + m · ltl ~ Bi+ m · ltl. Further, 
Bi+ m · ltl ~Bi+ i · ltl, because i E {1, ... ,m}, and finally, Bi+ i · ltl = Pi by 
definition the of Pi· Putting it all together we get '1!w(v2 ,x) > Pi, contradicting 
the assumption that they coincide. 

We have assigned a distinct occurrence to each square Ui. Moreover, the 
leftmost x in w cannot be the x-anchor of any square and occurs no later than 
s1 ( < P1), and so it has not been assigned yet, therefore the theorem holds. □ 

Now let us see why this result cannot be applied in a straightforward manner 
to cases when the prefix order is only a partial order on the roots of the squares. 
Consider the chains x1 <p · · · <p Xk, u1 <p · · · <p Um and v1 <p · · · <p Vn, 

where Xk <p u1 and Xk <p v1, but u1 and v1 are incomparable by <p (as in 
Fig. 3). By Theorem 2 we know that lclust(u1)I ~ m+l and lclust(v1)I ~ n+l, 
so lclust(xk)I ~ m+n+2. Unfortunately, for the clusters of Xi, i < k, we cannot 
use the same argument as before, since '1!w(u3,xi) = Ww(vz,xi) is possible 
without either Uj or vc being non-primitive, a key condition in the proof of 
the previous theorem. Take, for example, Uj = yzzyz and vc = zyz, for some 
words y, z, both bordered by Xi, and incomparable by Sp· Then, in the word 
w = yzzyzyzzyz we get '1!w((yzzyz) 2 ,xi) = lwl - lxil + 1 = '1!w((zyz)2,xi)­
However, as this example shows, in such a case Uj and vc have a special structure 
resembling the reverses of the FS double squares analyzed in [8], so a refinement 
of the anchor positions and the assignment algorithm might work. 

§§ Optimality. Consider a chain of square roots u1 <p · · · <p Un as before. 
We already know that lclust(ui)I ~ n - i + 2, for all i E {1, ... ,n}, and triv-
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ially, lclust(ui-i)I ~ lclust(ui)I, but it is natural to ask whether the bounds 
are optimal, that is, whether all possible combinations of cluster sizes satisfy­
ing the conditions can actually be realized in some string w. Using the lower 
bound construction in [15], we can easily illustrate the extremal cases. When 
lclustw(ui)I = n - i + 2, take Ui = abi-l and the word w = u1u2 ···Un Un. The 
case lclustw(u1)I = lclustw(un)I = n+l is realized by the roots Ui = an-lbai-l 

and again a word of the form u1 u2 ···Un Un. The idea in these examples can 
be modified to realize any combination of cluster sizes with words of the form 
an-1ba£', with u1 = an-1b, i.e., £1 = 0 and adjusting £i so that Ui overlaps 
with the preceding di = lclust(ui)I - (n - i + 2) many shorter squares in the 
word w = u1 ... Un Un. For example, let the clusters of u1, ... , u5 be of length 
7, 7, 5, 5, 3, 2, respectively. This sequence is realized by the squares of u 1 = a5 b, 
u2 = a 5ba2 , u 3 = a 5ba6, u 4 = a 5ba7, u5 = a 5ba13 and u6 = a 5 ba19 in the 
word u1u2u3U4U5U5U5. This type construction is not optimal in the sense that, 
in most cases there exist much shorter words w and u 1 , ... , Un which have a 
chain of clusters satisfying the same conditions. We expect that investigating 
the shortest words which realize a combination of cluster sizes could lead to 
improvements in both lower and upper bounds on distinct repetitions. 
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