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Abstract 

In recent years, it has been demonstrated that a powerful game AI can be implemented in Go with the 
combination of well-learned neural networks and traditional search algorithms. In this study, we made an 
equivalent to the policy network in the Go AI for, FreeCell, a solitaire card game, by deep learning. We also made 
an equivalent to the value network in the Go AI for Pentago, a two-player board game. The network structure, 
ResNet, was adopted for the above cases of deep learning, and supervised learning was performed with the 
evaluation values of moves in FreeCell and positions in Pentago as teacher data. It is well-known that ResNet is 
useful for deep learning with deep convolutional neural networks. 

1. Introduction 
In recent years, AI technology which we applied deep learning to in various fields is used, and it is expected in 

future that the utilization range spreads. AlphaGo proves that it is possible to implement the powerful game AI of 
Go by using deep learning, which has long been considered impossible due to the search tree is too large. In this 
paper, we performed situation evaluation using deep learning about Pentago which was FreeCell that was card­
game for one player and board game for two players. We hope that we reduce search space by using those our 
results for making game AL In addition, by incorporating neural network into the search, it is possible to allocate 
processing on the GPU instead of on the CPU, leading to a cost reduction when trying to obtain a large number of 
solutions in a short time. It is hoped that this becomes a model case of reduction in cost technique when we were 
going to apply AI technology in other fields. In this paper, we focus on experiment for card game FreeCell. In 
addition, we experiment on situation evaluation so far about Pentago which is boardgame for two in this laboratory. 
Pentago is game that complete analysis by Irving [5][6] has been already per-formed, and data which player wins 
when we continue choosing the best moves. As a result of constructing a deep neural network that evaluates wins 
and losses for a specific number of turns (called slices) from the start of the game, we have now obtained a correct 
answer rate of about 85% for slice 15. In the future, we plan to evaluate wins and losses in the final stages of the 
game and compare them with conventional learning performance. In this paper, we describe the experiments we 
conducted on the single-player card game FreeCell. 

2. Method 
This section describes the steps required to build a learning model. 

2.1 Plan 
We build a deep learning model in which supervised learning is performed by using situation information as 

learning data and evaluation of the situation as a teacher. The evaluation for the situation was the optimal next 
move derived using the solver program created by the team. This corresponds to the policy network in AlphaGo, 
which is a Go Al, and it is expected that the AI that implements this network will reduce the width of the search 
space. 

We used Keras [8], which is a deep learning framework, for model development, and Tensorflow as a backend. 
Each version is shown in Table 1. ResNet (Residual Network) [9], which is also used in Alpha Go, is adopted as 
the method of the network model, and in learning FreeCell, the number of filters is increased instead of the 
vertically deep network like normal ResNet. As a result, we constructed a wide network laterally, and constructed 
WideResNet [1 OJ that has the performance of ordinary ResNet with many layers and facilitates parallel processing. 
ResNet is a method devised to solve the problem that the gradient disappeared due to the extremely small 
difference between the input and output when the layers of the network are deepened, and the accuracy decreases. 
It is a network that has resistance to gradient disappeared by implementing a shortcut structure in which the input 
flows directly into the output of a certain layer and by learning the residual difference between input and output. 

2.2 Creating a dataset 
Determine the format of data given to the network. In the free cell, the information of positions used as the input 

data is represented by a one-dimensional array in which the switching of tableaus is represented by delimiters. In 
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Table 1: Development environment 

Keras 2.2.4 
Tensorflow-gpu 1.9.0 

13 +. ♦ , • • ♦ 

Convld { Channel 17 

~cu;£@ 
Figure 1: Example of card information 

Figure 2: Network structure 

addition, the information on the card is represented as 17 channels by connecting two one-hot expressions so that 4 
suits and 13 numbers (ranks) can be distinguished (Fig. 1). As data sets, 2 million training data and 500,000 
verification data generated by the solver program under development were used. 

2.3 Experiment 
In FreeCell, when moving cards, there are a total of 12 locations, 4 free cells and 8 tableaus, and 16 destinations, 

including 4 home cells. Therefore, 192 types of launch patterns can be envisioned by these combinations, and from 
this, 168 types of launch patterns can be envisioned, excluding improbable actions such as movement between free 
cells, the same free cell, and tableau. According to this, 168 multi-class classifications were performed with the 
expected move as the correct label. Although it is desirable to use the accuracy rate as an evaluation index, there 
are situations in which multiple moves are best for a free cell at the same time. The purpose of this research is to 
make the search tree of the solver program small by using the learning results, and it is not necessary to find a 
single optimal move, so a small number of move candidates should be obtained. Therefore, top_ 4_accuracy, 
which represents the proportion of correct labels among the top four labels in the predicted probability distribution 
of each label, was used as the evaluation index this time. 

The created network is WideResNet with 33 layers of convolution depth (Fig. 2). As shown on the right side of 
the figure, the residual block including two convolutional layers is constructed, and the number of filters is 
doubled for every four residual blocks. Constant k in the figure is a coefficient of the width of the WideResNet 
network, and was set to 3 in this experiment. LeakyReLU is used as the activation function. The batch size was 
1000, the filter size was 8, and the dropout rate of the Dropout layer in res-block was 0.3. As the optimizer, Adam 
[11], which is gene-rally used in machine learning, and Momentum SGD [12] were tested, and the results obtained 
by learning under the same conditions other than the optimizer showed more accurate results. Detailed tuning was 
performed on the model using. 

3. Result 
The learning results are shown in Table 2. Figure 3 shows the state of learning at the highest accuracy. In the 

FreeCell, the learning result top_ 4_accuracy was 0.831. The number of epochs is set to 30. The main causes of 
over fitting are lack oflearning data and too complicated learning model .[13] Therefore, the training data was re­
duced to 1.28 million and the validation data to 320,000 without changing the model. 

As a result, the top_ 4_accuracy of the verification data was 0.702, which was about 13% less accurate. In 
addition, at this point, there was a discrepancy between the accuracy of the training data and overtraining. 
Furthermore, in order to simplify the model, the dataset was not modified and the number of Sections in the 
learning model was reduced to three, which resulted in a decrease in learning accuracy. 

4. Discussion 
Since the learning accuracy decreases due to the reduction of the data set and the accuracy decreases due to the 

simplification of the learning model, it is speculated that the main cause of over fitting is not due to the complex­
ity of the model but due to lack of training data. it can. However, it is necessary to try because there are means to 
suppress over fitting through model tuning, such as adding regularization and adjusting the dropout rate. We will 
continue to increase the amount of datasets. Regarding regularization, it is conceivable to add the weight 
regularization provided to the Keras layer and to implement the regularization method proposed in ResNet .[14] 
[15] 

The FreeCell solver program currently used to generate the dataset may include meaningless moves or detours. 
This is not the case, and it is thought that it is difficult to achieve extremely high accuracy with this learning. In 
addition, in the development of a free cell solver with a small search tree, which is the final objective of this re-
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Table 2: Experimental result 

Network 
WideResNet with 33 convolutional layers and 

k=3 
WideResNet with 33 convolutional layers and 
k = 3 (small amount of data) 

0.8 

0.7 
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• 

Accuracy 
top_4_accuracy = 0.831 

(accuracy = 0.480) 

top_ 4_accuracy = 0.702 
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Figure 3: Learning graph 

search, learning results are prioritized in search. Since it is planned to be used to determine, the search tree can 
be expected to be reduced to some extent even at the present time. Since it is thought that a better quality data set 
can be created by it, even if it is the present condition, by applying the learning result to the solver program, more 
accurate learning can be performed. 

In addition, as a new method, attention has recently been paid to the field of image processing [16], and we will 
confirm whether the Self-Attention layer, which is a natural language processing technology, is also useful in this 
experiment. 

5. Conclusion 

In this paper, we constructed a network that evaluates the situation in two types of games, FreeCell, a single 
player card game, and Pentago, a two-players board game. The model construction was based on ResNet. 
In the FreeCell, the predictors were evaluated with the proportion (top_ 4_accuracy) of the top four probability dis­
tributions in which the correct labels were predicted, and the prediction accuracy of the verification data was 
0.831 at 30 epochs. There is a tendency for over-learning in the current learning results, and we aim to further im­
prove accuracy by trying to suppress over fitting. Moreover, by applying the learning results to the solver pro­
gram, a better quality data set can be expected and further improvement in accuracy can be expected. In the future, 
we will carry out re-experiments while incorporating new methods such as Self-Attention. 
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Appendices 

Rule of the games 
The description of the outline of each game to handle in this report. 

FreeCell 
FreeCell is a kind of solitaire that is a card game for one person, 52 cards without joker are arranged 

in 8 rows (tableau) in random order, and all cards are suit to a goal called home cell ( It is a complete 
information game that rearranges each type in ascending order. The tableau card can be moved only in 
the heaven (bottom in the figure) card, and there is a restriction that the cards must be moved so that the 
colors alternate in descending order. Also, once placed in the home cell, the card cannot be moved, and 
there are four spaces called free cell where one card can be placed freely.[7] Figure 4 shows an example 
of the initial position of the FreeCell 

Pentago 
Players take turns when placing marbles on the game board and twisting one of the game blocks 90 

degrees. A player is free to rotate any of the game blocks, regardless of which game block the player 
placed the marble on. The player who arranged five own marbles either before and after of the rotate 
gets victory. A winning row of five marbles can occur vertically, horizontally or diagonally, anywhere on 
the board and will span two or three game blocks. Figure 5 is an example of the situation of the Pentago. 

Figure 4 :FreeCell Figure 5: Pentago 


