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## 1. Introduction

Random walks associated with subgroups of an infinitly many free product $G$ of $\mathbf{Z} / 2 \mathrm{Z}$ bring us various samples of algebraic central limit theorems. Let $F_{i}, \sigma_{i}$ be a copy of $\mathbf{Z} / 2 \mathbf{Z}$ and its generator $\sigma$. Taking the left regular representation of $G$ on $l^{2}(G)$, a pair $(\mathcal{A}, \phi)$ of a group $*-a l g e b r a ~ \mathcal{A}$ of $G$ and a tracial state $\phi(\cdot):=\left\langle\cdot \delta_{e}, \delta_{e}\right\rangle$ is considered an algebraic probability space, where $\delta_{c}$ is a characteristic function of the unit $e$ of $G$.

It is well-known fact that the limit distribution under $\phi$ associated with a discrete Laplacian

$$
\frac{\sigma_{1}+\sigma_{2}+\cdots+\sigma_{N}}{\sqrt{N}}
$$

converges to the Wigner semi-circle law $\frac{1}{2 \pi} \chi_{[-2,2]} \sqrt{4-x^{2}} d x$, of which limit process has a free Fock representation

$$
\lim _{N \rightarrow \infty} \phi\left(\left(\frac{\sigma_{1}+\sigma_{2}+\cdots+\sigma_{N}}{\sqrt{N}}\right)^{m}\right)=\left\langle\left(A^{\dagger}+A\right)^{m} 1,1\right\rangle
$$

where $A^{\dagger}$ and $A$ are canonical creation and annihilation operators actiong on an 1-mode free Fock space $\Gamma(C)$ with a cyclic element 1.

Let us take a sequence $\left\{w_{i j}:=\sigma_{i} \sigma_{j} \mid i \neq j\right\}$. The assymptotic behavior of a Laplacian

$$
\frac{1}{\sqrt{N(N-1)}} \sum_{1 \leq i \neq j \leq N} w_{i j}
$$

under $\phi$ is grasped as a special case $\lambda=1$ of a Fock representation

$$
\left\langle\left(A^{\dagger}+A+\lambda P\right)^{m} 1, \mathbf{1}\right\rangle
$$

where $P$ is a projection orthogonal to the vacuum 1 , that coinsides with a representation obtained in the studies of Haagerup state [14] and [2], [3] where the concept of the singleton independence was investigated. Starting with a partial sum

$$
S_{2}(\gamma, N):=\frac{1}{\sqrt{v}} \sum_{\substack{1 \leq i<j \leq N \\ i \leq \max \{\gamma N, 1\}}}\left(w_{i j}+w_{j i}\right)
$$

where $v$ is a constant so that $\phi\left(S_{2}(\gamma, N)\right)=1$, the limit process has a representation, for instance, if $\gamma$ equals to a constant $0 \leq \alpha \leq 1$,

$$
\lim _{N \rightarrow \infty} \phi\left(S_{2}(\gamma, N)^{m}\right)=\left\langle\left(\sqrt{\frac{\alpha}{2-\alpha}}\left(A^{\dagger}+A+P\right)+\sqrt{\frac{1-\alpha}{2-\alpha}}\left(X^{\dagger}+X+Y^{\dagger}+Y+Q+R\right)\right)^{m} 1,1\right\rangle
$$

on a 4 -mode Fock space $\Gamma$, a free product of four 1 -mode Fock spaces, where $A, A^{\dagger}, X, X^{\dagger}, Y, Y^{\dagger}$ are canonical creations and annihilations and $P, Q, R$ are projections orthogonal to 1 with certain mutual relations (section 4).

Considering sequences such as $\left\{w_{i j k}=\sigma_{i} \sigma_{j} \sigma_{k} \mid i, j, k:\right.$ diffrent each other $\}$ drives us into another generalization. The asymptotic behavior of

$$
\frac{1}{\sqrt{N(N-1)(N-2)}} \sum_{\substack{1 \leq i, j, k \leq N \\ i, j, k \\: \text { different each other }}} w_{i j k}
$$

has a representation

$$
\left\langle\left(\left(A^{\dagger}\right)^{3}+B^{\dagger}+B+A^{3}\right)^{m} 1,1\right\rangle
$$

on a 1-mode Fock space, where $A^{\dagger}$ and $A$ are canonical creation and annihilation operators, $B^{\dagger}$ and $B$ are 'conditional' creation and annihilation ones, which kill the vacuum 1, acting on the subspace orthogonal to 1 where $A^{\dagger}=B^{\dagger}$ and $A=B$ hold. (The term 'conditional' is borrowed from the significant paper [7].)

[^0]Throughout this study, the lattice path counting works effectively, which gives exact solutions to moment problems associated with some of these limit processes, with the help of the reflection method (e.g. [16]) and residue calculi. In the case of the last sample, a residue

$$
f(t):=\operatorname{Res}_{z=0} \frac{1-z^{6}}{\left(1-t\left(z^{3}+z+\frac{1}{z}+\frac{1}{z^{3}}\right)\right) z}
$$

gives the moment generating function $F(t)=1 /\left(1-t^{2} f(t)\right)$.
The aim of this study is to collect samples of algebraic central limit theorems for detecting new concepts of independences in the sense of the algebraic probability theory, in a category of 'non-free' algebra. Such researchs on relations between the independences and algebraic relations will bring us interpolative concepts from the classical independence to the free independence. It is an important work to interpret these samples in terms of interacting Fock spaces [1], giving us a united understanding of algebraic central limit theorems.

## 2. The Wigner semi-circle law on $* Z / 2 Z$

Let $F_{i}$ and $\sigma_{i}$ be a copy of $Z / 2 Z$ and its generator respectively. Taking the left regular representation $\pi$ of $G=* F_{i}$, an infinitly many product of $F_{i}$ 's, a pair $(\mathcal{A}, \phi)$ of a group *-algebra $\mathcal{A}$ of $G$ and a tracial state $\phi(\cdot):=\left\langle\cdot \delta_{e}, \delta_{e}\right\rangle$ is considered an algebraic probability space, where $\delta_{e}$ is a characteristic function of the unit $e$ of $G$.

To obtain the algebraic central limit theorem with respect to freely independent elements $\sigma_{i}$ 's,

$$
S_{1}(N):=\frac{\sigma_{1}+\sigma_{2}+\cdots+\sigma_{N}}{\sqrt{N}}
$$

let us observe the action of each terms $\pi\left(\sigma_{i_{1}}\right) \pi\left(\sigma_{i_{2}}\right) \cdots \pi\left(\sigma_{i_{m}}\right) /(\sqrt{N})^{m}$ on $\delta_{e}$, in an expansion of

$$
\left(\frac{\pi\left(\sigma_{1}\right)+\pi\left(\sigma_{2}\right)+\cdots+\pi\left(\sigma_{N}\right)}{\sqrt{N}}\right)^{m}
$$

(abbreviate $\pi$, the rest). Since $\sigma_{i}$ 's are algebraic free, only the terms with the subindices forming a non-crossing pair partition survive in the limit $N \rightarrow \infty$. For a term $\sigma_{i_{1}} \cdots \sigma_{i_{m}}$, the rule

$$
\begin{array}{rll}
\sigma_{i_{m}} & \longleftrightarrow \nwarrow, & \\
\sigma_{i_{k}} & \longleftrightarrow \nwarrow, & \text { if }\left|\sigma_{i_{k}} \sigma_{i_{k+1}} \cdots \sigma_{i_{m}}\right|>\left|\sigma_{i_{k+1}} \cdots \sigma_{i_{m}}\right| \quad \text { and } \\
\sigma_{i_{k}} & \longleftrightarrow \swarrow, & \text { if }\left|\sigma_{i_{k}} \sigma_{i_{k+1}} \cdots \sigma_{i_{m}}\right|<\left|\sigma_{i_{k+1}} \cdots \sigma_{i_{m}}\right|
\end{array}
$$

gives a correspondence of the terms $\sigma_{i_{1}} \cdots \sigma_{i_{m}}$ to sequences $\swarrow \cdots \nwarrow$ of up-down arrows, where $\left|\sigma_{i_{1}} \cdots \sigma_{i_{m}}\right|$ denotes the reduced length of the product. Such a sequence $\epsilon_{1} \cdots \epsilon_{m}$ of arrows $\epsilon_{i}=\nwarrow$ or $\swarrow$ satisfies

$$
\begin{aligned}
& \#\left\{i \mid \epsilon_{i}=\nwarrow, k \leq i \leq m\right\} \geq \#\left\{i \mid \epsilon_{i}=\swarrow, k \leq i \leq m\right\}, \quad \text { for } k>1 \quad \text { and } \\
& \#\left\{i \mid \epsilon_{i}=\nwarrow, 1 \leq i \leq m\right\}=\#\left\{i \mid \epsilon_{i}=\swarrow, 1 \leq i \leq m\right\},
\end{aligned}
$$

which is called a sequence of Catalan type here. $\eta_{1}\left(\epsilon_{1} \cdots \epsilon_{m}\right)$ denotes the height of $\epsilon_{1} \cdots \epsilon_{m}$ defined as $\eta_{1}\left(\epsilon_{1} \cdots \epsilon_{m}\right)$ $=\eta_{1}\left(\epsilon_{1}\right)+\cdots+\eta_{1}\left(\epsilon_{m}\right)$ where $\eta_{1}(\nwarrow)=+1$ and $\eta_{1}(\swarrow)=-1$. Then, a sequence $\epsilon_{1} \cdots \epsilon_{m}$ is of Catalan type if and only if $\eta_{1}\left(\epsilon_{k} \cdots \epsilon_{m}\right) \geq 0(k>1)$ and $\eta_{1}\left(\epsilon_{1} \cdots \epsilon_{m}\right)=0$ hold. The number of terms of corresponding to a sequence $\epsilon_{1} \cdots \epsilon_{m}$ of Catalan type is

$$
N(N-1) \cdots\left(N-\frac{m}{2}+1\right)
$$

of order $O\left((\sqrt{N})^{m}\right)$, allowing an expression

$$
M_{m}:=\lim _{N \rightarrow \infty} \phi\left(\left(\frac{\sigma_{1}+\sigma_{2}+\cdots+\sigma_{N}}{\sqrt{N}}\right)^{m}\right)=\#\left\{\text { sequence } \epsilon_{1} \cdots \epsilon_{m} \text { of up-down arrows of Catalan type }\right\} .
$$

Taking $\nwarrow$ for a creation and $\swarrow$ for an annihilation, the right hand side coinsides with a Fock representation

$$
\left\langle\left(A^{\dagger}+A\right)^{m} \mathbf{1}, \mathbf{1}\right\rangle
$$

where $A^{\dagger}$ and $A$ are canonical creation and annihilation operators respectively actiong on an 1-mode free Fock space $\Gamma(C)$ with a cyclic element 1.

A sequence $\epsilon_{1} \cdots \epsilon_{2 m}$ of up-down arrows of Catalan type corresponds to a Catalan path: a minimal path on a lattice $Z^{2}$ from $(0,0)$ to ( $m, m$ ) laying under the diagonal line $y=x+1$. The reflection method (cf. [16][22]) shows that the number of Catalan paths with length $2 m$ equals to

$$
\#\{\text { minimal path from }(0,0) \text { to }(m, m)\}-\#\{\text { minimal path from }(-1,1) \text { to }(m, m)\}
$$

which is eqivalent to

$$
\begin{aligned}
& {\left[z^{0}\right]\left(z+\frac{1}{z}\right)^{m}-\left[z^{2}\right]\left(z+\frac{1}{z}\right)^{m}} \\
& =\left[z^{0}\right]\left(z+\frac{1}{z}\right)^{m}-\left[z^{-2}\right]\left(z+\frac{1}{z}\right)^{m} \\
& =\text { constant term in }\left(1-z^{2}\right)\left(z+\frac{1}{z}\right)^{m} \\
& =\text { Res }_{z=0}\left\{\left(\frac{1-z^{2}}{z}\right)\left(z+\frac{1}{z}\right)^{m}\right\},
\end{aligned}
$$

where $\left[z^{k}\right] f(z)$ denotes a coefficient of $z^{k}$ in a Laurent series $f(z)$. Then a residue calculus gives the moment generating function

$$
\begin{aligned}
f(t) & =\sum_{m=0}^{\infty} M_{m} t^{m} \\
& =\operatorname{Res}_{x=0} \frac{1-z^{2}}{\left(1-t\left(z+\frac{1}{z}\right)\right) z} \\
& =\frac{1-\sqrt{1-4 t^{2}}}{2 t^{2}}
\end{aligned}
$$

As the Cauchy transform of the limit distribution $\mu$ associated with $S_{1}(N)$ equals to

$$
\frac{1}{t} f\left(\frac{1}{t}\right)=\frac{t-\sqrt{t^{2}-4}}{2}
$$

the Stieltjes inversion formula (cf.[5]) yields the Wigner law

$$
d \mu=\frac{1}{2 \pi} X_{[-2,2]} \sqrt{4-x^{2}} d x .
$$

## 3. Folding of free elements $I$

Let us consider elements $w_{i j}:=\sigma_{i} \sigma_{j}(i \neq j)$, which are not free each other. A noticeable difference from the previous section is that, in some cases, a muliplication by $w_{i j}$ fixes the reduced length of a product, e.g., $\left|w_{12} w_{23}\right|=\left|\sigma_{1} \sigma_{3}\right|=2=\left|w_{23}\right|$. Thus, an observation of the action of a product $w_{i_{1} j_{1}} \cdots w_{i_{m} j_{m}}$ on $\delta_{e}$ allows a correspondens of such a product to a sequence of symbols $\nwarrow, \swarrow$ and $\smile$ by way of the rule

$$
\begin{array}{rll}
w_{i_{m} j_{m}} & \longleftrightarrow \nwarrow, & \\
w_{i_{k} j_{k}} & \longleftrightarrow \nwarrow, & \text { if }\left|w_{i_{k} j_{k}} w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right|>\left|w_{i_{k+1} j_{k+2}} \cdots w_{i_{m} j_{m}}\right|, \\
w_{i_{k} j_{k}} & \longleftrightarrow \smile, & \text { if }\left|w_{i_{k} j_{k}} w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right|=\left|w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right|, \quad \text { and } \\
w_{i_{k} j_{k}} & \longleftrightarrow \swarrow, & \text { if }\left|w_{i_{k} j_{k}} w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right|<\left|w_{i_{k+2} j_{k+1}} \cdots w_{i_{m} j_{m}}\right| .
\end{array}
$$

By definition, for a product $w_{i_{1} j_{1}} \cdots w_{i_{m} j_{m}}$,

$$
\phi\left(w_{i_{1} j_{1}} \cdots w_{i_{m} j_{m}}\right)=1
$$

holds provided that the sequence $i_{1} j_{1} \cdots i_{m} j_{m}$ of subindices forms a non-crossing pair partition with $i_{k} \neq j_{k}$ $(k=1, \ldots, m)$, and as seen in the previous section, only such products survive in the limit $N \rightarrow \infty$. Those products correspond to sequences $\epsilon_{1} \cdots \epsilon_{m}$ of symbols $\nwarrow, \swarrow$ and $\smile$ of Catalan type with inner singletons [2]: Definition 3.1. A sequence $\epsilon_{1} \cdots \epsilon_{m}$ of symbols $\nwarrow, \swarrow$ and $\smile$ is called Catalan typc with inncr singlctons provided that
(i) the rest sequence $\epsilon_{i_{1}} \cdots \epsilon_{i_{k}}$ removed all $\smile$ 's from $\epsilon_{1} \cdots \epsilon_{m}$ is of Catalan type.
(ii) $\eta_{2}\left(\epsilon_{k+1} \cdots \epsilon_{m}\right)>0$ holds if $\epsilon_{k}=\smile$, where $\eta_{2}\left(\epsilon_{1} \cdots \epsilon_{m}\right)$ denotes the height of $\epsilon_{1} \cdots \epsilon_{m}$ defined as $\eta_{2}\left(\epsilon_{1} \cdots \epsilon_{m}\right)$ $=\eta_{2}\left(\epsilon_{1}\right)+\cdots+\eta_{2}\left(\epsilon_{m}\right), \eta_{2}(\ltimes)=+2, \eta_{2}(\swarrow)=-2$ and $\eta_{2}(\smile)=0$. $\smile$ is called an inner singleton here.
Since the number of terms in an expansion of

$$
S_{2}(N)^{m}:=\left(\frac{1}{\sqrt{N(N-1)}} \sum_{1 \leq i \neq j \leq N} w_{i j}\right)^{m}
$$

corresponding to the same sequence $\epsilon_{1} \cdots \epsilon_{m}$ of Catalan type with inner singletons, which is equivalent to nothing but the number of sequences $i_{1} j_{1} \cdots i_{m} j_{m}$ of subindices forming non-crossing pair partitions with $i_{k} \neq j_{k}(k=1, \ldots, m)$, equals to

$$
m!\binom{N}{m}=O\left(N^{m}\right)
$$

the $m$-th moment has an expression

$$
\lim _{N \rightarrow \infty} \phi\left(S_{2}(N)^{m}\right)=\#\left\{\text { sequence } \epsilon_{1} \cdots \epsilon_{m} \text { of Catalan type with inner singletons }\right\}
$$

$A^{\dagger}, A$ and $P$ denote a creation, an annihilation and a projection othogonal to the vacuum 1 respecticely, acting on an 1-mode free Fock space $\Gamma(\mathbf{C})$. Then, taking $\nwarrow, \swarrow$ and $\smile$ for $A^{\dagger}, A$ and $P$ respectively yields a Fock representation for assymptotic behavior of $S_{2}(N)$ :
Theorem 3.2.

$$
\lim _{N \rightarrow \infty} \phi\left(\left(\frac{1}{\sqrt{N(N-1)}} \sum_{1 \leq i \neq j \leq N} w_{i j}\right)^{m}\right)=\left\langle\left(A^{\dagger}+A+P\right)^{m} 1,1\right\rangle .
$$

In the investigation of the Haagerup state [2], a general representation

$$
\left\langle\left(A^{\dagger}+A+\lambda P\right)^{m} 1,1\right\rangle
$$

with a parameter $\boldsymbol{\lambda}$. A description

$$
\left\langle\left(A^{\dagger}+A+\lambda P\right)^{m} 1,1\right\rangle=\sum_{k=0}^{m-2} \#\left\{\epsilon_{1} \cdots \epsilon_{m}: \text { of Catalan type with } k \text { inner singletons }\right\} \cdot \lambda^{k}
$$

is connected with a lattce path counting on $\mathbf{Z}^{\mathbf{2}}$ by way of the rule

$$
\begin{aligned}
& \nwarrow \leftrightarrow \Omega_{+}:(x, y) \rightarrow(x+1, y) \rightarrow(x+2, y), \\
& \swarrow \leftrightarrow \Omega_{-}:(x, y) \rightarrow(x, y+1) \rightarrow(x, y+2) \\
& \swarrow
\end{aligned} \longleftrightarrow \Omega_{0}:(x, y) \rightarrow(x, y+1) \rightarrow(x+1, y+1) . \quad \text { and }
$$

A sequence $\epsilon_{1} \cdots \epsilon_{m}$ of Catalan type with inner singletons corresponds to a lattice path $\omega_{1} \cdots \omega_{m}$ from ( 0,0 ) to ( $m, m$ ) which consist of moves $\Omega_{+}, \Omega_{-}$and $\Omega_{0}$, walking under the line $y=x+1$ without accrossing the diagonal $y=x$. Let $l$ be the largest number that $\eta_{2}\left(\epsilon_{l} \cdots \epsilon_{m}\right)=0$ holds, then by definition, $\epsilon_{m}=\nwarrow, \epsilon_{l}=\swarrow$ and $2 \leq l \leq m$. In the part $\epsilon_{l+1} \cdots \epsilon_{m-1}$, 's occur with no restrictions: only Definition 3.1 (i) holds, named of Catalan type with singletons. The corresponding path $\omega_{l+1} \cdots \omega_{m-1}$ lays under the line $y=x$ without accrossing the line $y=x-1$, connecting $(2,0)$ with ( $m-l+1, m-l-1$ ). Putting

$$
\begin{aligned}
F_{m} & :=\sum_{k=0}^{m-2} \#\left\{\epsilon_{1} \cdots \epsilon_{m}: \text { of Catalan type with } k \text { inner singletons }\right\} \cdot \lambda^{k} \quad \text { and } \\
f_{m} & :=\sum_{k=0}^{m} \#\left\{\epsilon_{1} \cdots \epsilon_{m}: \text { of Catalan type with } k \text { singletons }\right\} \cdot \lambda^{k}
\end{aligned}
$$

the decomposition

$$
\epsilon_{1} \cdots \epsilon_{m}=\epsilon_{1} \cdots \epsilon_{l-1} \cdot \swarrow \epsilon_{l+1} \cdots \epsilon_{m-1} \nwarrow
$$

implies a recurrence formula

$$
\begin{equation*}
F_{m}=\sum_{l=0}^{m-2} F_{l-1} f_{m-l-1} \tag{3.1}
\end{equation*}
$$

which is nothing but a conditional moment-cumulant formula [7] with a cumulant $R_{2}(\Omega, \nwarrow)=1$. Since `'s have no restrictions in the sequence $\epsilon_{1} \cdots \epsilon_{m}$ of Catalan type with singletons, it follows that

$$
\begin{aligned}
& \#\left\{\epsilon_{1} \cdots \epsilon_{m}: \text { of Catalan type with } k \text { singletons }\right\} \\
& \\
& =\binom{m}{k} \#\left\{\epsilon_{1} \cdots \epsilon_{m-k}: \text { of Catalan type }\right\} \\
& \\
& =\binom{m}{k} \cdot \text { constant term in }\left(1-z^{2}\right)\left(z+\frac{1}{z}\right)^{m-k} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
f_{m} & =\sum_{k=0}^{m}\binom{m}{k} \lambda^{k} \cdot \text { constant term in }\left(1-z^{2}\right)\left(z+\frac{1}{z}\right)^{m-k} \\
& =\text { constant term in }\left(1-z^{2}\right)\left(z+\frac{1}{z}+\lambda\right)^{m} \\
& =\operatorname{Res}_{z=0}\left\{\left(\frac{1-z^{2}}{z}\right)\left(z+\frac{1}{z}+\lambda\right)^{m}\right\}
\end{aligned}
$$

Then the generating function

$$
f(t):=\sum_{m=0}^{\infty} f_{m} t^{m}
$$

is given by

$$
\begin{aligned}
f(t) & =\sum_{m=0}^{\infty} \operatorname{Res}_{z=0}\left\{\left(\frac{1-z^{2}}{z}\right)\left(z+\frac{1}{z}+\lambda\right)^{m}\right\} t^{m} \\
& =\operatorname{Res}_{z=0}\left\{\frac{1-z^{2}}{\left(1-t\left(z+\frac{1}{z}+\lambda\right)\right) z}\right\} \\
& =\frac{1-\lambda t-\sqrt{((\lambda+2) t-1)((\lambda-2) t-1)}}{2 t^{2}}
\end{aligned}
$$

In view of (3.1), the generating function

$$
F(t):=\sum_{m=0}^{\infty} F_{m} t^{m}
$$

has a functional equation

$$
F(t)-1=t^{2} f(t) F(t)
$$

and hence

$$
F(t)=\frac{1+\lambda t-\sqrt{((\lambda+2) t-1)((\lambda-2) t-1)}}{2(\lambda+t) t} .
$$

The Cauchy transform $G(t)$ of the distribution $\mu_{\lambda}$ associated with the operator $A^{\dagger}+A+\lambda P$ under the tracial state $\langle\cdot 1,1\rangle$ is given by

$$
\begin{align*}
G(t) & =\frac{1}{t} F\left(\frac{1}{t}\right) \\
& =\frac{t+\lambda-\sqrt{(\lambda+2-t)(\lambda-2-t)}}{2(1+\lambda t)} . \tag{3.2}
\end{align*}
$$

Again, the Stieltjes inversion formula yields a non-symmetric deformation of the semi-circle law:
Theorem 3.3. The distribution $\mu_{\lambda}$ associated with the operator $A^{\dagger}+A+\lambda P$ under the tracial state $\langle\cdot 1,1\rangle$ is given by

$$
\mu_{\lambda}= \begin{cases}\bar{\mu}_{\lambda}, & \lambda^{2} \leq 1 \\ \left(1-\frac{1}{\lambda^{2}}\right) \delta_{-1 / \lambda}+\tilde{\mu}_{\lambda}, & \lambda^{2} \geq 1\end{cases}
$$

where

$$
\begin{equation*}
d \tilde{\mu}_{\lambda}=\frac{1}{2 \pi} \chi_{[\lambda-2, \lambda+2]}(x) \frac{\sqrt{(\lambda+2-x)(x-\lambda+2)}}{1+\lambda x} d x \tag{3.3}
\end{equation*}
$$

for any $\lambda \in \mathbf{R}$.

Remark. In the study of Haagerup state [15], the same distribution (3.3) is obtained only for $-1 \leq \lambda \leq 0$. Moreover, a coordinate exchange

$$
t=1+\lambda x \quad \text { and } \quad \beta=\lambda^{2}
$$

give a connection with the free Poisson distribution (cf. [7])

$$
\pi_{\beta, \beta}= \begin{cases}(1-\beta) \delta_{0}+\bar{\pi}_{\beta, \beta}, & 0 \leq \beta \leq 1 \\ \bar{\pi}_{\beta, \beta}, & 1 \leq \beta\end{cases}
$$

where

$$
\begin{aligned}
d \bar{\pi}_{\beta, \beta} & =\frac{1}{2 \pi} \chi_{\left[(1-\sqrt{\beta})^{2},(1+\sqrt{\beta})^{2}\right]}(t) \frac{\sqrt{4 \beta-(t-1-\beta)^{2}}}{t} d t \\
& =\lambda^{2} d \bar{\mu}_{\lambda} .
\end{aligned}
$$

According to a relation between the Cauchy transform of a distribution and its orthogonal polynomials (cf.[32]), a continued fractional expression

$$
g(t)=\frac{1}{t-b_{1}-\frac{c_{2}}{t-b_{2}-\frac{c_{3}}{t-b_{3}-\cdots}}}
$$

of the Cauchy transform of a measure induces recurrence relations among its monic orthogonal polynomials $\left\{p_{n}(t)\right\}$,

$$
\begin{aligned}
& p_{0}(t)=1, \quad p_{1}(t)=t-b_{1} \\
& p_{n}(t)=\left(t-b_{n}\right) p_{n-1}(t)-c_{n} p_{n-2}(t) \quad(n \geq 2)
\end{aligned}
$$

In the case of $G(t)$ in (3.2), a direct calculation gives an unfavorable expression (cf.[7])

$$
G(t)=\frac{1}{t+\lambda-\frac{1+\lambda t}{t+\lambda-\frac{1+\lambda t}{t+\lambda-\cdots}}}
$$

however, a small trick removes the difficulty. Note that $G(t)$ is a solution of a quadratic equation in $G$,

$$
\begin{equation*}
(t+\lambda-(1+\lambda t) G) G=1 \tag{3.4}
\end{equation*}
$$

Put $(1+\lambda t) G(t)=\alpha g(t)+\beta$ where $\alpha$ and $\beta$ are constants, and suppose that $g(t)$ is a solution of

$$
\begin{equation*}
(t-b-c g) g=1 \tag{3.5}
\end{equation*}
$$

which implies $g(t)$ has a suitable continued fractional expression

$$
g(t)=\frac{1}{t-b-\frac{c}{t-b-\frac{c}{t-b-\cdots}}}
$$

Substitution of $g$ into (3.4) and comparison with (3.5) give the solution

$$
a=1, \quad \beta=\lambda, \quad b=\lambda \text { and } c=1,
$$

hence

$$
\begin{gathered}
g(t)=\frac{1}{t-\lambda-g(t)}=\frac{1}{t-\lambda-\frac{1}{t-\lambda-\frac{1}{t-\lambda-\cdots}}} \\
G(t)=\frac{1}{t-g(t)}=\frac{1}{t-\frac{1}{t-\lambda-\frac{1}{t-\lambda-\cdots}}}
\end{gathered}
$$

Thus, the monic orthogonal polynomials associated with $d \mu_{\lambda}$ are determined by

$$
\begin{aligned}
& p_{0}(t)=1, \quad p_{1}(t)=t \\
& p_{n}(t)=(t-\lambda) p_{n-1}(t)-p_{n-2}(t) \quad(n \geq 2),
\end{aligned}
$$

with the Jacobi parameters [1]

$$
\begin{array}{lr}
\alpha_{1}=0, & \alpha_{n}=\lambda \quad(n \geq 2)  \tag{3.6}\\
\omega_{n}=1 & (n \geq 1),
\end{array}
$$

which declares that Theorem 3.2 gives nothing but an interacting Fock representation with the Jacobi parameters (3.6).

## 4. Folding of free elements II

Let us start with a partial sum of $S_{2}(N)$,

$$
S_{2}(\gamma, N):=\frac{1}{\sqrt{v}} \sum_{\substack{1 \leq i<j \leq N \\ i \leq \max \{\gamma N, 1\}}}\left(w_{i j}+w_{j i}\right)
$$

where $v$ denotes the variance $v=\gamma N((2-\gamma) N-1)$ so that $\phi\left(S_{2}(\gamma, N)^{2}\right)=1$. Contrast to the previous section, the asymmetricity on the subindices causes more rich phenomena, depending on the growth rate of $\gamma$ to $N$. We observe the three cases:
(A) $\boldsymbol{\gamma} N \equiv 1$,
(B) $\gamma N \rightarrow \infty$ and $\gamma \rightarrow 0$ as $N \rightarrow \infty$,
(C) $\gamma$ equals to a constant $0 \leq \alpha \leq 1$.
 and $\varkappa_{\bullet}$ by way of the following rule:

$$
\begin{aligned}
& \boldsymbol{w}_{\boldsymbol{i}_{\boldsymbol{m}} \boldsymbol{j}_{\mathbf{m}}} \longleftrightarrow \mathbb{N}^{0}, \text { if } \boldsymbol{i}_{\boldsymbol{m}} \leq \boldsymbol{\gamma} \boldsymbol{N}<\boldsymbol{j}_{\boldsymbol{m}}, \\
& \boldsymbol{w}_{i_{m} j_{m}} \longleftrightarrow \mathbb{O}^{\bullet}, \text { if } j_{m} \leq \boldsymbol{\gamma} N<\boldsymbol{i}_{m}, \\
& w_{i_{m} j_{m}} \longleftrightarrow \mathscr{K}^{\bullet}, \text { if } i_{m}, j_{m} \leq \boldsymbol{\gamma} N,
\end{aligned}
$$

in the case of $i_{k} \leq \gamma N<j_{k}$,

$$
\begin{array}{ll}
w_{i_{k} j_{k}} \longleftrightarrow \mathscr{S}^{0}, & \text { if }\left|w_{i_{k} j_{k}} w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right|>\left|w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right|, \\
w_{i_{k} j_{k}} \longleftrightarrow 0, & \text { if }\left|w_{i_{k} j_{k}} w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right|=\left|w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right|, \quad \text { and } \\
w_{i_{k} j_{k}} \longleftrightarrow \underbrace{}_{0}, & \text { if }\left|w_{i_{k} j_{k}} w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right|<\left|w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right|,
\end{array}
$$

in the case of $j_{k} \leq \gamma N<i_{k}$,

$$
\begin{array}{ll}
w_{i_{k} j_{k}} \longleftrightarrow \mathscr{C}^{0}, & \text { if }\left|w_{i_{k} j_{k}} w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right|>\left|w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right|, \\
w_{i_{k} j_{k}} \longleftrightarrow \mathscr{V}^{\prime}, & \text { if }\left|w_{i_{k} j_{k}} w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right|=\left|w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right|, \quad \text { if } \mid \quad \text { and } \\
w_{i_{k} j_{k}} \longleftrightarrow w_{i_{k} j_{k}} w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\left|<\left|w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right|,\right.
\end{array}
$$

in the case of $i_{k}, j_{k} \leq \boldsymbol{\gamma} N$,

$$
\begin{array}{ll}
w_{i_{k} j_{k}} \longleftrightarrow \mathscr{C}^{\bullet}, & \text { if }\left|w_{i_{k} j_{k}} w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right|>\left|w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right|, \\
w_{i_{k} j_{k}} \longleftrightarrow \mathscr{C}, & \text { if }\left|w_{i_{k} j_{k}} w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right|=\left|w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right|, \quad \text { if } \mid \quad \text { and } \\
w_{i_{k} j_{k}} \longleftrightarrow w_{i_{k} j_{k}} w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\left|<\left|w_{i_{k+1} j_{k+1}} \cdots w_{i_{m} j_{m}}\right| .\right.
\end{array}
$$

For instance, the product $w_{1 a} w_{a 2} w_{2 b} w_{b 1}(a, b>\gamma N)$ corresponds to $\mathscr{K}_{\circ}$ ソ
 $o$ 's and e's given by

$$
\begin{aligned}
& \mathbb{K}^{\circ} 1=\bullet 0, \quad \mathbb{K}^{\bullet} 1=0 \bullet, \quad \mathscr{C}^{\bullet} 1=\bullet, \quad \mathscr{N}^{\circ} 0=\mathbb{K}^{\bullet} 0=\mathbb{K}^{\bullet} 0=0 \text {, } \\
& v^{\circ} \kappa=\left\{\begin{array}{ll}
\kappa_{2} \cdots \kappa_{m}, & \text { if } \kappa_{1}=0, \\
0, & \text { otherwise },
\end{array} \quad \quad \kappa \kappa= \begin{cases}\kappa_{3} \cdots \kappa_{m}, & \text { if } \kappa_{1} \kappa_{2}=0 \bullet, \\
0, & \text { otherwise },\end{cases} \right. \\
& \because \kappa=\left\{\begin{array}{ll}
\circ \kappa_{2} \cdots \kappa_{m}, & \text { if } \kappa_{1}=\bullet, \\
0, & \text { otherwise },
\end{array} \quad \quad \circ \kappa= \begin{cases}\kappa_{3} \cdots \kappa_{m}, & \text { if } \kappa_{1} \kappa_{2}=\bullet 0, \\
0, & \text { otherwise },\end{cases} \right. \\
& \bullet \kappa=\left\{\begin{array}{ll}
\kappa, & \text { if } \kappa_{1}=\bullet, \\
0, & \text { otherwise },
\end{array} \quad \varkappa \kappa= \begin{cases}\kappa_{3} \cdots \kappa_{m}, & \text { if } \kappa_{1} \kappa_{2}=\bullet, \\
0, & \text { otherwise },\end{cases} \right.
\end{aligned}
$$

where 0 is a fixed point of all symbols and 1 an initial point. The reduction rule among $w_{i j}$ 's, such as $w_{1 a} w_{a 2}=\sigma_{1} \sigma_{2}$, is reflected faithfully in the above rule. The equation $w_{i_{1} j_{1}} \cdots w_{i_{m} j_{m}}=e$ corresponds to $\epsilon_{1} \cdots \epsilon_{m} 1=1$ particularly. $\eta_{2}\left(\epsilon_{1} \cdots \epsilon_{m}\right)$ denotes the height of $\epsilon_{1} \cdots \epsilon_{m}$ given as the length of the sequence $\epsilon_{1} \cdots \epsilon_{m} 1$ of $o$ 's and $\varphi$ 's, putting the length of $1=0$ and that of $0=-\infty$.

The action of the symbols produces a direct combinatorial expression on a free Fock space. Let $\Gamma=\Gamma(a, b, x, y)$ be a unital algebra over $\mathbf{C}$ freely generated by $a, b, x, y$ with the unit 1 , taken for a free product of four 1 -mode Fock spaces, $\Gamma=\Gamma(\mathbf{C a}) * \Gamma(\mathbf{C} b) * \Gamma(\mathbf{C} x) * \Gamma(\mathbf{C} y)$, equipped with a canonical inner product. An interpretation

$$
\bullet \leftrightarrow a, \quad \circ \circ \leftrightarrow b, \quad \bullet \circ \leftrightarrow x, \quad \circ \leftrightarrow y,
$$

 respectively, acting on $\Gamma$, under the rule defined below: for $u \in \Gamma$,

$$
\begin{aligned}
& A^{\dagger} u=a u, \quad A u=\left\{\begin{array}{ll}
u^{\prime}, & \text { if } u=a u^{\prime}, \\
0, & \text { otherwise, }
\end{array} \quad u^{\prime} \in \Gamma,\right. \\
& X^{\dagger} u=x u, \quad X u= \begin{cases}u^{\prime}, & \text { if } u=x u^{\prime}, \\
0, & u^{\prime} \in \Gamma, \\
0, & \text { otherwise },\end{cases} \\
& Y^{\dagger} u=y u, \quad Y u= \begin{cases}u^{\prime}, & \text { if } u=y u^{\prime}, \quad u^{\prime} \in \Gamma, \\
0, & \text { otherwise, }\end{cases} \\
& P a u=a u, \quad P b u=0, \quad P x u=x u, \quad P y u=0, \quad P 1=0, \\
& Q x u=b u, \quad Q y u=0, \quad Q a u=y u, \quad Q b u=0, \quad Q 1=0, \\
& R x u=0, \quad R y u=a u, \quad R a u=0, \quad R b u=x u, \quad R 1=0 .
\end{aligned}
$$

4.1. The case of (A): $\boldsymbol{\gamma} N \equiv 1$.

Since a morphism $\omega_{1 i} \rightarrow g_{i}$ (and then, $\omega_{i 1} \rightarrow g_{i}^{-1}$ ) yields an isomorhism from the subgroup of $G=* Z / 2 Z$ generated by $\left\{w_{1 i}\right\}$ to a group freely generated by $\left\{g_{i}\right\}, S_{2}(1 / N, N)$ induces the free central limit theorem. A 1 -mode Fock representation is given by

$$
\lim _{N \rightarrow \infty} \phi\left(S_{2}\left(\frac{1}{N}, N\right)^{m}\right)=\left\langle\left(A^{\dagger}+A\right)^{m} 1,1\right\rangle
$$

4.2. The case of (B): $\gamma N>1$ and $\gamma \rightarrow 0$ as $N \rightarrow \infty$.

An effect of folding free elements appears, however, the asymmetricity on the subindices causes a difference from the previous section. Consider a product $w_{x a} w_{a b} w_{b x}=e$ with $a, b \leq \gamma N$ and $x \leq N$. This type of products have no contribution to the limit distribution, as the number of such indices ( $a, b, x$ ) has smaller order than $\sqrt{v}$. This observation shows that a product $w_{i_{1} j_{1}} \cdots w_{i_{m} j_{m}}$ containing a factor $w_{i_{k} j_{k}}$ with $i_{k}, j_{k} \leq \gamma N$ has no contribution in the limit $N \rightarrow \infty$, exactly,
Lemma 4.1. For a equation $\epsilon_{1} \cdots \epsilon_{m} 1=1$, let $T_{N}$ be the number of products $w_{i_{1} j_{1}} \cdots w_{i_{m} j_{m}}=e$ of $w_{i j}$ 's $(1 \leq i \neq j \leq N)$ corresponding to $\epsilon_{1} \cdots \epsilon_{m}$. Then,

$$
\lim _{N \rightarrow \infty} \frac{T_{N}}{(\sqrt{v})^{m}}= \begin{cases}0, & \text { if } k>0 \\ \left(\frac{1}{\sqrt{2}}\right)^{m}, & \text { if } k=0\end{cases}
$$

where $k$ denotes the total number of $\mathbb{K}^{\prime \prime} \mathrm{s}$, $\cup$ 's and $\mathscr{K}_{\bullet}$ 's appear in $\epsilon_{1} \cdots \epsilon_{m}$.
Proof. By definitions, the number of choice of subindices $i_{s} j_{\text {, 's assymptotically equals to }}$

$$
(\gamma N)^{\frac{m}{2}}((1-\gamma) N)^{\frac{m-k}{2}}(\gamma N)^{\frac{t}{2}}
$$

hence the assertion.
As a result, a Fock representation on $\Gamma(a, b, x, y)$ is obtained.
Theorem 4.2. The assymptotic bchavior of $S_{2}(\gamma, N)$ with $\gamma N>1$ and $\gamma \rightarrow 0$ as $N \rightarrow \infty$ has a representation on the Fock space $\Gamma(a, b, x, y)$,

$$
\lim _{N \rightarrow \infty} \phi\left(S_{2}(\gamma, N)^{m}\right)=\left\langle\left(\frac{1}{\sqrt{2}}\left(X^{\dagger}+X+Y^{\dagger}+Y+Q+R\right)\right)^{m} 1,1\right\rangle
$$

Suppose that $\epsilon_{1} \cdots \epsilon_{m} 1=1$ holds. Like the innner singletons, $\mathcal{N}$ 's and ${ }^{\circ} \sim$ 's occur only at the height $>0$, however, by definition, $\mathscr{G}$ and $\mathcal{V}$ should appear pairwise at the same height, which brings us another combinatorial description. Let us consider the Fock space $\Gamma(a, b, x, y)$ defined above. Putting $z=(x+y) / \sqrt{2}$ and $c=(a+b) / \sqrt{2}$, the action of $Z^{\dagger}=X^{\dagger}+Y^{\dagger}, Z=X+Y$ and $O=Q+R$ is given by

$$
Z^{\dagger} u=\sqrt{2} z u, Z z u=\sqrt{2} u, O z u=c u, O c u=z u \quad(u \in \Gamma(a, b, x, y))
$$

Hence we have

$$
\left\langle\left(\frac{1}{\sqrt{2}}\left(X^{\dagger}+X+Y^{\dagger}+Y+Q+R\right)\right)^{m} 1,1\right\rangle=\left\langle\left(Z^{\dagger}+Z+\frac{1}{\sqrt{2}} O\right)^{m} 1.1\right\rangle
$$

Let us consider more general situation

$$
\left\langle\left(Z^{\dagger}+Z+\lambda O\right)^{m} 1,1\right\rangle
$$

with a parameter $\lambda$, which is connected with the weighted walks, starting the origin 1 and returning there after $m$-step, on an induced subgraph of the binary tree. (The weights are given in the figuer below.)


Let $F_{m}$ be the number of $m$-step walks leaving and returning to 1 , allowed reaching 1 several times in the middle of the walks. Samely let $f_{m}$ be the number of $m$-step walks leaving and returning to $z$ without reaching 1, allowed reaching $z$ several times in the middle of the walks. By the self-similarity of the graph, one has for $m \geq 2$,

$$
\begin{aligned}
& f_{m}=\sum_{k=0}^{m-2}\left(f_{k}+\lambda F_{k}\right) f_{m-k-2} \\
& F_{m}=\sum_{k=0}^{m-2} f_{k} F_{m-k-2}
\end{aligned}
$$

where $f_{0}=F_{0}=1$. Putting the moment functions, $F(t)=\sum_{m} F_{m} t^{m}$ and $f(t)=\sum_{m} f_{m} t^{m}$, one has

$$
\begin{aligned}
f(t)-1 & =t^{2}(f(t)+\lambda F(t)) f(t) \\
F(t)-1 & =t^{2} F(t)^{2}
\end{aligned}
$$

Hence

$$
\lambda^{2} t^{2} F(t)^{3}+\left(1-\lambda^{2}\right) t^{2} F(t)^{2}-F(t)+1=0
$$

and the Cauchy transform $G(t)$ of the distribution $d \mu_{\lambda}$ associated with Theorem 4.2 is given as a solution of

$$
\lambda^{2} t G(t)^{3}+\left(1-\lambda^{2}\right) G(t)^{2}-t G(t)+1=0
$$

Remark. Putting $\lambda^{2}=1 / 2, d \mu_{\lambda}$ coinside with the distribution in Examples 1.5 (1.16) and (1.17) of [23], up to the variance, where the anti-commutation $a b+b a$ of semi-circle elements $a, b$ which are free each other is observed. Indeed what we have done in the case of ( $B$ ) is a calculation of the anti-commutation of semi-circle elements. Intuitively, this is because, in the limit we have

$$
S_{2}(\gamma, N) \sim\left(\frac{\sigma_{1}+\cdots+\sigma_{\gamma N}}{\sqrt{\gamma N}}\right)\left(\frac{\sigma_{\gamma N+1}+\cdots+\sigma_{N}}{\sqrt{N}}\right)+\left(\frac{\sigma_{\gamma N+1}+\cdots+\sigma_{N}}{\sqrt{N}}\right)\left(\frac{\sigma_{1}+\cdots+\sigma_{\gamma N}}{\sqrt{\gamma N}}\right),
$$

which is noting but the anti-commutation of semi-circle elements that are free each other.

### 4.3. The case of (C): $\gamma$ equals to a constant $0 \leq \alpha \leq 1$.

In this case, such a product $w_{x a} w_{a b} w_{b y}$ with $a, b \leq \gamma N$ and $\gamma N<x, y \leq N$ contributes to the limit distribution; the symbols $\mathbb{K}^{\bullet}, \cup$ and $\wp^{\circ}$ appear.

Lemma 4.3. For a equation $\epsilon_{1} \cdots \epsilon_{m} 1=1$, let $T_{N}$ be the number of products $w_{i_{1} j_{1}} \cdots w_{i_{m} j_{m}}=e$ of $w_{i j}$ 's ( $1 \leq i \neq j \leq N$ ) corresponding to $\epsilon_{1} \cdots \epsilon_{m}$. Then,

$$
\lim _{N \rightarrow \infty} \frac{T_{N}}{(\sqrt{v})^{m}}=\left(\frac{\alpha}{2-\alpha}\right)^{\frac{k}{2}}\left(\frac{1-\alpha}{2-\alpha}\right)^{\frac{m-k}{2}}
$$

where $k$ denotes the total number of $\mathscr{S}^{\prime \prime}{ }^{\prime}$, $\boldsymbol{N}$ 's and $\mathscr{K} \cdot$ 's appear in $\epsilon_{1} \cdots \epsilon_{m}$.
Proof. Just repeat the proof of Lemma 4.1 in the case of (C).
Then, again a Fock representation on $\Gamma(a, b, x, y)$ is in hand, which interpolates the distributions in Theorem 3.2 and Theorem 4.2.

Theorem 4.4. The assymptotic behavior of $S_{2}(\gamma, N)$ with $\gamma=$ constant $\alpha(0 \leq \alpha \leq 1)$ has a representation on the Fock space $\Gamma(a, b, x, y)$,

$$
\lim _{N \rightarrow \infty} \phi\left(\left(S_{2}(\gamma, N)\right)^{m}\right)=\left\langle\left(\sqrt{\frac{\alpha}{2-\alpha}}\left(A^{\dagger}+A+P\right)+\sqrt{\frac{1-\alpha}{2-\alpha}}\left(X^{\dagger}+X+Y^{\dagger}+Y+Q+R\right)\right)^{m} 1,1\right\rangle
$$

## 5. Multi-folding of free elements

In the previous sections, we saw that the double folding of free elements gives samples for conditionally free central limit theorems. However multi-folding of free elements suggests more general concept of independence. For instance, let us consider elements $w_{i j k}:=\sigma_{i} \sigma_{j} \sigma_{k}(i \neq j \neq k \neq i)$. Note that the difference of reduced length of $w_{i_{1} j_{1} k_{1}} w_{i_{2} j_{2} k_{2}} \cdots w_{i_{m} j_{m} k_{m}}$ and $w_{i_{2} j_{2} k_{2}} \cdots w_{i_{m} j_{m} k_{m}}$ equals to $\pm 3$ or $\pm 1$. Then, for a product $w_{i_{1} j_{1} k_{1}} \cdots w_{i_{m} j_{m} k_{m}}$, one associate a sequence of symbols $A^{\dagger}, A, B^{\dagger}, B^{\prime} s$ by way of the rule

$$
\begin{aligned}
& w_{i_{m} j_{m} k_{m}} \longleftrightarrow A^{\dagger},
\end{aligned}
$$

$$
\begin{aligned}
& w_{i, j_{0} k_{t}} \longleftrightarrow B^{\dagger} \text {, if }\left|w_{i_{,} j_{0} k_{t}} w_{i_{+1} j_{+1+} k_{+1}} \cdots w_{i_{m} j_{m} k_{m}}\right|-\left|w_{i_{+1} j_{0+1} k_{+1}} \cdots w_{i_{m} j_{m} k_{m}}\right|=+1, \\
& w_{i_{,} j_{0} k_{g}} \longleftrightarrow B \text {, if }\left|w_{i_{, j}, k_{t}} w_{i_{+1} j_{++1} k_{t+1}} \cdots w_{i_{m} j_{m} k_{m}}\right|-\left|w_{i_{+1} j_{\rho_{+1} k_{t+1}}} \cdots w_{i_{m} j_{m} k_{m}}\right|=-1 \text {, and } \\
& w_{i, j, k_{1}} \longleftrightarrow A \text {, if }\left|w_{i, j_{,} k} w_{i_{+1} j_{++1} k_{+1}} \cdots w_{i_{m} j_{m} k_{m}}\right|-\left|w_{i_{+1} j_{0+1} k_{+1}} \cdots w_{i_{m} j_{m} k_{m}}\right|=-3 .
\end{aligned}
$$

Suppose that $w_{i_{1} j_{1} k_{1}} \cdots w_{i_{m} j_{m} k_{m}}=e$, that is the sequence of sub indices $i_{1} j_{1} k_{1} \cdots i_{m} j_{m} k_{m}$ forms a non crossing pair partition, which implies $m$ is to be an even number. Let $\epsilon_{1} \cdots \epsilon_{m}$ be the corresponding sequence of $A^{\dagger}, A, B^{\dagger}, B$ defined above. By definitions, such a sequence $\epsilon_{1} \cdots \epsilon_{m}$ corresponds to a restricted Catalan path on $\mathbf{Z}^{2}$ from ( 0,0 ) to ( $3\lfloor m / 2\rfloor, 3\lfloor m / 2\rfloor$ ) in the following way: each symbol $\epsilon_{s}$ is taken for a three step walk,

$$
\begin{aligned}
A^{\dagger} & \longleftrightarrow \Omega_{+3}:(x, y) \rightarrow(x+1, y) \rightarrow(x+2, y) \rightarrow(x+3, y), \\
B^{\dagger} & \longleftrightarrow \Omega_{+1}:(x, y) \rightarrow(x, y+1) \rightarrow(x+1, y+1) \rightarrow(x+2, y+1), \\
B & \longleftrightarrow \Omega_{-1}:(x, y) \rightarrow(x, y+1) \rightarrow(x, y+2) \rightarrow(x+1, y+2) \text { and } \\
A & \longleftrightarrow \Omega_{-3}:(x, y) \rightarrow(x, y+1) \rightarrow(x, y+2) \rightarrow(x, y+3),
\end{aligned}
$$

and the corresponding lattice path consists of the walks $\Omega_{ \pm 3}$ and $\Omega_{ \pm 1}$, walking under the line $y=x+1$ with out accrossing the diagonal $y=x$. Note that the walks $\Omega_{+1}$ and $\Omega_{-1}$ may start only from the trianguler areas under the line $y=x-1$ and $y=x-2$ respectively.

Let us observe the assymptotic behavior of

$$
S_{3}(N):=\frac{1}{\sqrt{N(N-1)(N-2)}} \sum_{1 \leq i \neq j \neq k \neq i \leq N} w_{i j k} .
$$

From the argument above, it is casily seen that all odd moments vanish and the $2 m$-th moment has an expression

$$
\lim _{N \rightarrow \infty} \phi\left(S_{3}(N)^{2 m}\right)=\#\left\{\text { Catalan path on } Z^{2} \text { from }(0,0) \text { to }(3 m, 3 m) \text { consisting of } \Omega_{ \pm 3}, \Omega_{ \pm 1}\right\}
$$

Summing up, we have an combinatorial description.
Theorem 5.1. Let $A^{\dagger}$ and $A$ be canonical creation and annihilation operators on a 1 -mode Fock space $\Gamma(C)$, and $B^{\dagger}$ and $B$ be operators killing the vacuum 1 , acting on the subspace orthogonal to 1 where $A^{\dagger}=B^{\dagger}$ and $A=B$ holds. Then the assymptotic behavior of $S_{3}(N)$ has a combinatorial description

$$
\lim _{N \rightarrow \infty} \phi\left(S_{3}(N)^{m}\right)=\left\langle\left(\left(A^{\dagger}\right)^{3}+B^{\dagger}+B+A^{3}\right)^{m} 1,1\right\rangle_{\mathrm{r}(\mathrm{C})^{\dagger}}
$$

Remark. According to [7], Jacobi parameters associated with conditionally free central limit distributions are of the form

$$
\omega_{1}=p, \omega_{n}=q(n \geq 2), \alpha_{n}=0(n \geq 0) .
$$

Contrast to the conditionally free case, above example has aperiodic Jacobi parameters,

$$
\begin{array}{ll}
\omega_{1}=1, & \omega_{2}=3, \omega_{3}=6, \omega_{4}=8 / 3, \omega_{5}=217 / 48, \ldots \\
\alpha_{n}=0 & (n \geq 0)
\end{array}
$$

Acknowledgement. The auther expresses his gratitude to Professor R. Speicher for pointing out mistakes in the case of (B) of section 4, and for many valuable instructions.

## References

[1] L. Accardi, M. Boiejko: Interacting Fock spaces and Gaussianization of probability measures, Infinite Dimensional Analysis and Quantum Probability 1 (1998), 663-670.
[2] L. Accardi, Y. Hashimoto and N. Obata: Notions of independence related to the free group, Infinite Dimensional Analyaiz and Quantum Probability 1 No. 2 (1998), 201-220.
[3] -: Singleton independence, Banach Center Publications 48 (1998), 9-24.
[4] —_: A Role of Singletons in Quantum Central Limit Theorems, J. Korean Math. Soc. 35 (1998), 675-690.
[5] N. Akhiezer: Lectures on Integral Thansforms, Translations of Mathematical Monographs Vol. 70, AMS (1988).
[6] M. Akiyama and H. Yosida: The distributions for linear combinations of a free family of projections and their orthogonal polymomials, preprint (1998).
[7] M. Boiejko, M. Leinert and R. Speicher: Convolution and limit theorems for conditionally free random variables, Pacific J. Math. 175 (1996), 357-338.
[8] M. Boiejko and R. Speicher: An ezample of a generalized Brownian motion, Commun. Math. Phys. 137 (1991), 519-531.
[9] P. Deift: Orthogonal Polynomials and Random Matrices: A Riemann-Hilbert Approach, Courant Lecture Notes in Mathematics 3, CIMS (1999).
[10] R. Durrett: Probability: theory and examples, Duxbury Press, Belmont, California (1991).
[11] A. Giacometti: Exact closed form of the return probability on the Bethe lattice, J. Phys. A: MAth. Gen. 28 (1995), Li3-L17.
[12] V. Gubs and M. Sapir: Diagram Groups, Memoirs of the Amer. Math. Sac. Vol. 130 Num. 620 (1997).
[13] N. Giri and W. von Waldenfels: An algebraic version of the central limit thcorem, ZW 42 (1978), 129-134.
[14] Y. Hashimoto: Deformations of the semi-circle law derived from random walks on free groups, Prob. Math. Stat. 18 (1998), 399-410.
[15] _i_: A combinatorial approach to limit distributions of random walks: on discrete groups, preprint (1996).
[16] P. Hilton and J. Pederson: Catalan Numbers, Their Generalisation, and Their Uses, Math. Intelligencer 13 (1991), 6475.
[17] A. Hora: Central limit theorems and asymptotic spectral analysis on large graphs, Infinite Dimensional Analysis and Quanturu Probability 1 (1998), 221-246.
[18] H. Kesten: Symmetric random walks on groups, Trans. Amer. Math. Soc. 92 (1959), 336-359.
[19] Y. Lu: On the interucting free Fock space and the deformed Wigner law, Nagoya Math. J. 145 (1997), 1-28.
[20] _: Interacting Fock spaces related to the Anderson model, Infinite Dimensional Analysis and Quantum Probability 1 No. 2 (1998), 247-283.
[21] R. Lyndon and P. Schupp: Combinatorial Group Theory, Springer-Verlag (1977).
[22] G. Mohanty: Lattice Path Counting and Applications, Accademic Press (1979).
[23] A. Nica and R. Speicher: Commutators of free random variables, Duke Math. J. 92 No. 3 (1998), 553-592.
[24] J. Serre: Trees, Springer-Verlag (1980).
[25] R. Simion and D. Ullman: On the structure of the lattice of noncrossing partitions, Discrete Math. 98 (1991), 193-206.
[26] R. Speicher: Multiplicative functions on the lattice of non-crossing partitions and free convolution, Math. Ann. 298 (1994), 611-628.
[27] ___ On Universal Products, in Free Probability Theory, Fields Institute Communications 12 [D. Voiculescu ed.] (1997), 257-279.
[28] : Combinatorics of free probability theory, Lecture note at the IHP in Paris on the special semester on 'Free probability and operator spaces' Oct. - Dec. (1999).
[29] R. Stanley: Enumerative Combinatorics, Vol. 1, 2nd ed., Cambridge (1986).
[30] ___ Enumerative Combinatorics, Vol. 2, Cambridge (1999).
[31] J. Stillwell: Classical Topology and Combinatorial Group Theory, Springer-Verlag (1993).
[32] G. Szegō: Orthogonal Polynomials, 4th ed., Amer. Math. Soc. Coll. Publ. Vol. 23 (1975).
[33] M. Voit: Limit Theorems for Compact Two-Point Homogeneous Spaces of Large Dimensions, J. Theor. Prob. 9. No. 2 (1996), 353-370.
[34] W. von Waldenfels: Interval partitions and pair interactions, in "Séminaire de Probabilités IX (P. A. Meyer, ed.)," p.565-588, Lect. Notes in Math. Vol. 465, Springer-Verlag (1975).
[35] W. Woess: Random walks on infinite graphs and groups-A survey on selected topics, Bull. London Math. Soc. 28 (1994), 1-60.

## Chikusa-xu, Nagoya 464-8602, Japan

E-mail address: j-hashiomath.nagoya-u.ac.jp


[^0]:    ${ }^{\dagger}$ This work is supported by JSPS Research Fellow.

