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Today large amounts of data are being collected from numerous sensors via
communication networks. Such situations pose difficulties in processing those data in
terms of computational and/or communication costs, as well as robustness against
failures in the systems. Distributed processing is motivated by these difficulties. This
thesis summarizes contributions to two instances of distributed processing of data: One
is regarding improvements of the diffusion least-mean-square (D-LMS) algorithm, and
the other is on extension of an approximation method of the Gaussian process
regression (GPR). This thesis comprises six chapters, and the main contents are
divided in two parts. Part I on the D-LMS algorithm consists of Chapters 2, 3, and 4,
and Part II on the GPR consists of Chapter 5. The contents of the chapters are
summarized as follows.

Chapter 1 is the introduction of this thesis. It argues the demand for scalable
processing of data collected over networks, which places the background of this thesis.
It then moves on to discussing the main objective of this thesis, that is to enhance
performance of distributed processing, and showing an overview of the contributions of
this thesis.

Chapter 2 is the first chapter of Part I of this thesis. It reviews the D-LMS algorithm
as an example of distributed signal processing over networks. It argues that several
existing variants of the D-LMS algorithm can be characterized by choices of the
combination weights used in the combination step in the D-LMS algorithm. It also
points out a connection between the combination step and the average consensus
protocol, which lays the basis for the developments in Chapters 3 and 4. Convergence
analysis and the steady-state mean squared deviation (MSD) analysis are reviewed for
the generic D-LMS algorithm. This chapter also reviews the consensus propagation
(CP), which offers an essential idea to the following developments.

Chapter 3 proposes two variants of the D-LMS algorithm via applying the idea of CP
to the combination step of the D-LMS algorithm. One of the two, called CP-LMS, is
based on application of the exact CP to achieve a perfect consensus over a spanning
tree extracted from the network. The other, called LCP-LMS, is based on application
of the loopy CP as the combination step. It is then argued that restricting the number
of iterations of the loopy CP in LCP-LMS to one allows analytical treatment of the
steady-state MSD. Convergence analysis and computational complexity of the proposed
algorithms are presented. Optimization of the combination weights in LCP-LMS is also
discussed on the basis of an upper bound of the steady-state MSD. Via numerical
simulations, the proposed algorithms are shown to be superior, in terms of the trade
off between convergence speed and the steady-state MSD, to the existing variants of




the D-LMS algorithms, and in larger networks choosing an appropriate number of CP
iterations in LCP-LMS is shown to further improve performance.

Chapter 4 proposes a variant of sparse diffusion LMS (SD-LMS) algorithm via
combination of the SD-LMS with the loopy CP, similarly to LCP-LMS in Chapter 3.
Under the condition that the combination step consists of only one iteration of the
loopy CP, convergence analysis and computational complexity of the proposed
algorithm are presented. Optimization of the combination coefficients is also discussed
on the basis of an upper bound of the steady-state MSD. Efficiency of the proposed
algorithm in estimating sparse vectors is confirmed via numerical simulations.

Chapter 5 discusses scalable approximation of GPR. It focuses on a recently proposed
aggregation method named nested pointwise aggregation of experts (NPAE), and
provides its reinterpretation in terms of sketching. On the basis of the sketching-based
reinterpretation, it proposes an extended framework of NPAE, called nested aggregation
of experts using inducing points (NAE-IP), which offers a more flexible trade off
between accuracy and computational cost. Efficiency of the proposed method is
investigated via numerical simulations.

Chapter 6 concludes this thesis by summarizing the contributions as well as discussing
possible future directions of the research.
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7~ nested pointwise aggregation of experts (NPAE) & BEiXi 5 T{EIAY 4y B WLE]
FHEEZRY LFTnWd., T =2 RS\ T HTDICEmIRITLT — X OIRIRILEBL
EIEHT D A7y F o7 OBEIZH ESOTNPAERIRIETE S 2 L 2R, &
MEEEDTAT T TITH OB EITA D L0 — %7 ik L LT nested ag-
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