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SUMMARY
The piezomagnetic effect is defined as a change in magnetization with applied stress. Changes in the geomagnetic field caused by the piezomagnetic effect, referred to as the piezomagnetic field, have been theoretically estimated and compared by previous studies to interpret observed variations in the geomagnetic field. However, the piezomagnetic field estimated in previous studies may not provide an accurate estimation because they ignored spatial variations in elasticity, leading to only a rough approximation of the properties of Earth’s crust. In this paper, a semi-analytical procedure for calculating the piezomagnetic field arising from a point dislocation source embedded in a layered elastic medium is derived. Following a well-established method of the vector surface harmonic expansion, all of the governing equations written in partial differential equations in a real domain, together with the linear constitutive law of the piezomagnetic effect, are converted to a set of ordinary differential equations in a wavenumber domain. Equations in the wavenumber domain are solved analytically, and each component of the piezomagnetic field in the real domain is obtained after applying the Hankel transform. By using the derived procedure, the piezomagnetic and displacement fields due to a finite fault with strike-slip, dip-slip, and tensile-opening mechanisms are estimated for media with layered elasticity structures. Results for a finite fault are obtained by integrating the point source solution over the fault plane. The results of the numerical analysis allow the effect of heterogeneities in rigidity on the piezomagnetic effect to be examined and implications for the findings of previous investigations to be drawn. In cases where the moment-release at the dislocation source is fixed, the effect of the rigidity differences between upper and lower layers on the piezomagnetic field is minor even in the case where the Curie point depth is near the source of dislocation. This result is in contrast to a previous study that assumed the Mogi model and suggested that heterogeneities in the horizontal direction may be of importance when combined with layered rigidity structures. A contrast is seen between the piezomagnetic and displacement fields corresponding to models with layered rigidity structures: the piezomagnetic field is roughly proportional to the moment-release on a source fault, whereas the displacement field is proportional to slip or opening of the fault. Provided that the rigidity of the crust increases with increasing depth, the calculated piezomagnetic field is likely to have been underestimated in many earlier studies, which assumed uniform rigidity and a geodetically inverted size of slip.
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1 INTRODUCTION
One of the key mechanisms that accounts for changes in the geomagnetic field in association with mechanical activity in Earth’s crust is the piezomagnetic effect. The piezomagnetic effect is defined as a change in magnetization with applied stress and has been confirmed by laboratory experiments (e.g. Ohnaka & Kinoshita 1968; Nagata 1970; Pozzi 1977; Zlotnicki et al. 1981). Mechanical processes in Earth’s crust, including plate collision, earthquake faulting, and pressurization/depressurization of magma, generate changes in stress and consequent
changes in magnetization by means of the piezomagnetic effect, which in turn yields changes in the magnetic field, referred to as the piezomagnetic field. Because the piezomagnetic effect relates observable changes in the geomagnetic field to unobservable changes in the subsurface stress field, studies of the piezomagnetic field have been a topic of interest in geophysics as a tool for monitoring stress states in the crust (e.g. Sasai 1994; Johnston 1997; Uyeshima 2007).

An important subject related to the piezomagnetic field is the methodology used to calculate the expected piezomagnetic field corresponding to a variety of dislocation sources. Generally, to identify the origin of changes in the geomagnetic field in association with crustal activity, observed changes in the magnetic field are compared with values predicted by theory. The origin of the observed changes in the geomagnetic field is identified to be the piezomagnetic effect when the observed and predicted changes in the magnetic field are consistent, as exemplified by cases for earthquakes (Johnston & Mueller 1987; Johnston et al. 1994, 2006; Yamazaki 2013) and volcanic activity (e.g. Sasai & Ishikawa 1991; Sasai et al. 2002; Del Negro & Currenti 2003; Del Negro et al. 2004; Currenti et al. 2007). Conversely, the distribution of observed changes in the geomagnetic field is used to constrain the sizes and locations of possible dislocation sources by assuming that the piezomagnetic effect is the major mechanism generating the observed changes in the geomagnetic field (e.g. Sasai & Ishikawa 1980; Del Negro et al. 2004; Ueda et al. 2006; Napoli et al. 2008). Theoretical calculations have also been performed to predict expected changes in the geomagnetic field during future events and to design strategies for observing them (e.g. Shamsi & Stacey 1969; Oshiman et al. 1991; Stuart et al. 1995; Okubo & Kanda 2010; Yamazaki 2013).

A procedure for numerically calculating the piezomagnetic field is simple in principle (Stacey 1964; Zlotnicki and Cornet 1986): first, the stress field corresponding to assumed dislocation sources in terms of the elastic theory should be calculated, then the distribution of changes in magnetization in terms of the piezomagnetic effect should be determined, and finally the corresponding changes in the magnetic field can be determined. The numerical procedure is applicable to an arbitrary structure of Earth’s crust involving heterogeneities of magnetization, elasticity, and topography (e.g. Currenti et al. 2009), but it requires long computation times in integral calculation to obtain a precise result.

Analytical expressions of the piezomagnetic field are useful for systematically exploring the basic properties of the piezomagnetic field, including its spatial patterns, maximum amplitude, and dependence on dislocation source parameters. With assumptions of uniform magnetization and uniform elasticity, the procedure for calculating the piezomagnetic field is simplified by using Green’s theorem (Sasai, 1983, 1986), which enables us to obtain a set of analytical formulae representing the piezomagnetic field corresponding to surface loading (Sasai 1991a), expansion of spherical bodies (Sasai 1991b), and slips and openings on rectangular faults (Sasai 1991a, Utsugi et al. 2000). Analytical formulae are used to estimate, based on theoretical considerations, spatial patterns of the piezomagnetic field for a variety of dislocation sources (e.g. Sasai 1991a).

However, many of the analytical formulae may provide an imprecise estimation of the piezomagnetic field because they assume that both magnetization and elasticity are uniform, which gives only a rough approximation of Earth’s crust. Concerning the heterogeneity of magnetization, Oshiman (1990) demonstrated by using a two-dimensional simulator that the piezomagnetic field is considerably enhanced when the magnetization is horizontally inhomogeneous. Concerning the heterogeneity of elasticity, Okubo & Oshiman (2004) showed by using a semi-analytical formula for an expansion source in a layered medium that the expected piezomagnetic field depends strongly on the structure of elasticity. For more realistic situations, Currenti et al. (2009) concluded that a model with uniform magnetization and uniform elasticity overestimated the expected magnetic changes in the case of the Mount Etna volcano. These results imply that many earlier conclusions regarding the piezomagnetic effect calculated through analytical formulae may be inaccurate, which provides motivation to refine solutions that incorporate heterogeneities in magnetization and/or in elasticity.

In this work, a semi-analytical procedure for determining the piezomagnetic field generated by a point dislocation (i.e. slip or opening) in a layered elastic medium is presented to assess the validity of previous studies in which uniform elasticity was assumed. In the proposed procedure, the piezomagnetic field is given in the wavenumber domain, and values of the piezomagnetic field in the real domain are obtained after applying the Hankel transform. The same problem has been solved previously only for an expansion source (Okubo & Oshiman 2004), in which the stress field was determined analytically but the magnetic field was determined numerically. In contrast, this paper presents a generalized procedure: both the stress and magnetic fields are determined analytically, and dislocation sources are dealt with as well as expansion sources. The possibility of this extension was mentioned by Currenti et al. (2008), but the explicit procedure has not been presented so far.

The remainder of this paper is organized as follows. In Section 2, the governing equations are presented. In Section 3, the configuration of the medium is defined together with boundary conditions, and a set of analytic solutions for the displacement, magnetization, and piezomagnetic fields is derived in a wavenumber domain. A key point in deriving the solution is how to express the constitutive law of the linear piezomagnetic effect (e.g. Sasai 1991a) in the wavenumber domain. In Section 4, some numerical examples obtained by the derived formula are presented, and qualitative discussion on the effect of elastic boundaries on the piezomagnetic and displacement fields is given. Section 5 contains the main conclusions of the study.

### 2 GOVERNING EQUATIONS

In calculating the piezomagnetic field, the displacement–stress field, changes in magnetization, and changes in the magnetic field should be considered simultaneously. A cylindrical set of coordinates \((r, \phi, z)\) is adopted. All vectors are expressed in the form of

\[
\xi (r, \phi, z) = \xi_r (r, \phi, z) \mathbf{e}_r + \xi_\phi (r, \phi, z) \mathbf{e}_\phi + \xi_z (r, \phi, z) \mathbf{e}_z ,
\]  

(1)
where $\xi_i (i = r, \phi, z)$ can be $u_r$, $\tau_{r\phi}$, $m_i$, $B_i$, and $H_i$, which are defined below, and $\mathbf{e}_x$, $\mathbf{e}_\phi$ and $\mathbf{e}_z$ are basis vectors in each direction in the cylindrical coordinate system.

The displacement–stress field is determined by equilibrium equations and a constitutive law relating derivatives of the displacement and stress fields. Except for the source level at which the dislocation exists, the equilibrium equation is given by

$$
\partial_r \tau_{rr} + \partial_\phi \tau_{r\phi} + r^{-1} \partial_\phi \tau_{r\phi} + r^{-1} (\tau_{rr} - \tau_{r\phi}) = 0,
$$

(2)

$$
\partial_r \tau_{r\phi} + \partial_\phi \tau_{r\phi} + r^{-1} \partial_\phi \tau_{r\phi} + 2r^{-1} \tau_{r\phi} = 0,
$$

(3)

$$
\partial_r \tau_{r\phi} + \partial_\phi \tau_{r\phi} + r^{-1} \partial_\phi \tau_{r\phi} + r^{-1} \tau_{z\phi} = 0,
$$

(4)

where $u_r$ and $\tau_{ij} (i = r, \phi, z)$ are the displacement vector and the stress tensor, respectively. The displacement and stress fields are assumed to be related to Hooke’s law for an isotropic medium:

$$
\tau_{rr} = (\lambda + 2G) \partial_r u_r + \lambda (\partial_\phi u_z + r^{-1} \partial_\phi u_\phi + r^{-1} u_r),
$$

(5)

$$
\tau_{r\phi} = (\lambda + 2G) r^{-1} (\partial_\phi u_\phi + u_\phi) + \lambda (\partial_\phi u_z + \partial_\phi u_\phi),
$$

(6)

$$
\tau_{zz} = (\lambda + 2G) \partial_z u_z + \lambda (\partial_r u_r + r^{-1} \partial_\phi u_\phi + r^{-1} u_r),
$$

(7)

$$
\tau_{r\phi} = G (\partial_r u_r + \partial_\phi u_\phi),
$$

(8)

$$
\tau_{r\phi} = G (\partial_r u_\phi - r^{-1} u_\phi + r^{-1} \partial_\phi u_r),
$$

(9)

where $\lambda$ and $G$ are Lamé’s first constant and shear modulus, respectively.

Changes in magnetization, $m_i (i = r, \phi, z)$, are related to changes in stress in terms of the constitutive law of the piezomagnetic effect. The constitutive law is given by (Sasai 1991a):

$$
m_i = \frac{3}{2} \beta \left( T_{ij} M_r + T_{i\phi} M_\phi + T_{jz} M_z \right),
$$

(11)

where

$$
T_{ij} = \tau_{ij} - \delta_{ij} T,
$$

(12)

$$
T = \frac{1}{3} (\tau_{rr} + \tau_{r\phi} + \tau_{zz}),
$$

(13)

where $\beta$ is the stress sensitivity of the piezomagnetic effect, $M_i$ is the initial magnetization of the medium and $\delta_{ij}$ is the Kronecker delta. However, this form is somewhat inconvenient in the cylindrical coordinate system because $M_i$ and $M_\phi$ depend on $\phi$ even when the direction of the magnetization is constant. To rewrite the expression, the relationship between the horizontal components of a vector in the Cartesian and cylindrical coordinates is used:

$$
M_r = M_i \cos \phi + M_i \sin \phi,
$$

(14)

$$
M_\phi = -M_i \sin \phi + M_i \cos \phi.
$$

(15)

Using this relationship and the definition of $T_{ij}$ (eq. 12), the constitutive law of the piezomagnetic effect (eq. 11) is rewritten as

$$
\frac{2}{3\beta} m_r = M_{r1} (\tau_{rr} + i \tau_{r\phi} - T) e^{i\phi} + M_{r1} (\tau_{rr} - i \tau_{r\phi} - T) e^{-i\phi} + M_2 \tau_{zz},
$$

(16)

$$
\frac{2}{3\beta} m_\phi = M_{\phi1} (\tau_{r\phi} + i \tau_{r\phi} - T) e^{i\phi} + M_{\phi1} (\tau_{r\phi} - i \tau_{r\phi} + i T) e^{-i\phi} + M_2 \tau_{zz},
$$

(17)

$$
\frac{2}{3\beta} m_z = M_{z1} (\tau_{zz} + i \tau_{r\phi} e^{i\phi} + M_{z1} (\tau_{zz} - i \tau_{r\phi} e^{-i\phi} + M_2 (\tau_{zz} - T),
$$

(18)

where $M_{r1}$ and $M_{\phi1}$ are constants within a volume in which the magnetization vector is constant, these expressions (eqs 16–18) are more useful in the cylindrical coordinate system than is the original expression (eq. 11) and are thus used in the following analysis.

Changes in the magnetic field obey the equations

$$
\nabla \times \mathbf{H} = 0,
$$

(19)

$$
\nabla \cdot \mathbf{B} = 0,
$$

(20)
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Figure 1. General form of the layered model for which solutions of the displacement–stress and magnetic fields are derived. Note that both of the elastic constants ($\lambda$ and $G$) and magnetic properties ($M$ and $\beta$) are treated as layer boundaries. The magnetization of the bottom layer is always zero because this layer is below the Curie point depth.

where $\mathbf{H}$ and $\mathbf{B}$ are changes in the magnetic field and magnetic induction, respectively, and are related to changes in magnetization as

$$\mathbf{B} = \mu_0 (\mathbf{H} + \mathbf{m}),$$

where $\mu_0$ is the magnetic permeability in the vacuum whose value in SI units is $4\pi \times 10^{-7}$ Hm$^{-1}$. In the cylindrical coordinate system, each component of eq. (19) is given by

$$r^{-1} \partial_r H_z - \partial_z H_\phi = 0,$$

$$\partial_z H_r - \partial_r H_z = 0,$$

$$\partial_\phi (r H_\phi) - \partial_\phi H_r = 0,$$

eq (22)

(23)

(24)

eq (20) is given by

$$r^{-1} \partial_r (r B_i) + r^{-1} \partial_\phi B_\phi + \partial_z B_z = 0,$$

and eq. (21) is given by

$$B_i = \mu_0 (H_i + m_i). \quad (i = r, \phi, z)$$

(25)

(26)

Note that the problem is semi-coupled: changes in stress cause changes in magnetization, and changes in magnetization cause changes in the magnetic field, but changes in the reverse order are not induced. Therefore, each problem can be solved successively, namely, the determinations of the stress field, the distribution of magnetization and the magnetic field.

3 SOLUTION OF THE PROBLEM

The displacement–stress and magnetic fields in a layered model were considered in 3-D, as illustrated in Fig. 1. Properties of the medium (i.e. Lamé’s first constant, shear modulus, and initial magnetization vector) are uniform in each layer.

3.1 Vector surface harmonic expansion

The vector surface harmonic expansion (Takeuchi & Saito 1972; Kennett & Kerry 1979), which is also referred to as the ‘cylindrical system of vector function’ (e.g. Pan 1989), but with a different convention of notation, is used to solve the set of governing equations. As preparation,
the divergence and vorticity in the horizontal components \(\xi_r\) and \(\xi_\phi\) are introduced as

\[
\begin{align*}
\xi_r (r, \phi) &= r^{-1} \left[ \partial_r (r \xi_r (r, \phi)) + \partial_\phi \xi_\phi (r, \phi) \right], \\
\xi_\phi (r, \phi) &= r^{-1} \left[ \partial_r (r \xi_\phi (r, \phi)) - \partial_\phi \xi_r (r, \phi) \right].
\end{align*}
\]

(27) (28)

By considering \(\xi_r\) and \(\xi_\phi\) instead of \(\xi_r\) and \(\xi_\phi\), many of the governing equations are rewritten to forms in which \(\partial_r\) and \(\partial_\phi\) appear only in an operator \(\nabla_\theta^2\) defined by

\[
\nabla_\theta^2 f \equiv r^{-1} \partial_r (r \partial_r f) + r^{-2} \partial_\phi^2 f.
\]

(29)

the Hankel–Fourier transforms of an arbitrary function \(f(r, \phi)\) including \(\xi_r\) and \(\xi_\phi\) in the real domain are considered to be defined by

\[
\hat{f} (k, m) \equiv \frac{1}{2\pi} \int_0^{2\pi} d\phi e^{-im\phi} \int_0^\infty f(r, \phi) J_m (kr) r dr.
\]

(30)

where \(J_m\) is the \(m\)th-order Bessel function of the first kind. Hereinafter, the hat symbol represents the function in the wavenumber domain defined by this transform. After applying the Hankel–Fourier transform, the operator \(\nabla_\theta^2\) is reduced to a scalar multiplier by the formula

\[
\frac{1}{2\pi} \int_0^{2\pi} d\phi e^{-im\phi} \int_0^\infty r dr J_m (kr) \nabla_\theta^2 f(r, \phi) = -k^2 \hat{f} (k, m).
\]

(31)

The vector harmonic expansion for an arbitrary vector value function \(\mathbf{\xi}(r, \phi, z)\) is

\[
\mathbf{\xi}(r, \phi, z) = \sum_m \int_0^\infty k dk \left[ \hat{\mathbf{U}} (k, m, z) \mathbf{R}_m + \hat{\mathbf{V}} (k, m, z) \mathbf{S}_m + \hat{\mathbf{W}} (k, m, z) \mathbf{T}_m \right].
\]

(32)

where

\[
\begin{align*}
\mathbf{R}_m &= + J_m (kr) e^{im\phi} \mathbf{e}_z, \\
\mathbf{S}_m &= + \frac{\partial}{\partial (kr)} J_m (kr) e^{im\phi} \mathbf{e}_r + \frac{im}{kr} J_m (kr) e^{im\phi} \mathbf{e}_\phi, \\
\mathbf{T}_m &= + \frac{im}{kr} J_m (kr) e^{im\phi} \mathbf{e}_r - \frac{\partial}{\partial (kr)} J_m (kr) e^{im\phi} \mathbf{e}_\phi.
\end{align*}
\]

(33) (34) (35)

Eq. (32) is identical to eq. (1) when \(\hat{\mathbf{U}}, \hat{\mathbf{V}}\) and \(\hat{\mathbf{W}}\) are set to

\[
\begin{align*}
\hat{\mathbf{U}} &= \hat{\xi}_r, \\
\hat{\mathbf{V}} &= -k^{-1} \hat{\xi}_r, \\
\hat{\mathbf{W}} &= k^{-1} \hat{\xi}_\phi.
\end{align*}
\]

(36) (37) (38)

as directly confirmed by substituting these quantities. Following the definition, components of a vector field \(\xi_r, \xi_\phi\) and \(\xi_z\) in the real domain (i.e. functions of \(r, \phi\) and \(z\)) are expressed in terms of \(\hat{\xi}_r, \hat{\xi}_\phi\) and \(\hat{\xi}_z\), which are in the wavenumber domain (i.e. functions of \(k, m\) and \(z\)), as

\[
\begin{align*}
\xi_r (r, \phi) &= \sum_m e^{im\phi} \int_0^\infty k dk \left[ \frac{-\partial}{\partial (kr)} J_m (kr) k^{-1} \hat{\xi}_r (k, m) + \frac{im}{kr} J_m (kr) k^{-1} \hat{\xi}_\phi (k, m) \right], \\
\xi_\phi (r, \phi) &= \sum_m e^{im\phi} \int_0^\infty k dk \left[ \frac{im}{kr} J_m (kr) k^{-1} \hat{\xi}_r (k, m) - \frac{\partial}{\partial (kr)} J_m (kr) k^{-1} \hat{\xi}_\phi (k, m) \right], \\
\xi_z (r, \phi) &= \sum_m e^{im\phi} \int_0^\infty k dk J_m (kr) \hat{\xi}_z (k, m).
\end{align*}
\]

(39) (40) (41)

3.2 Displacement–stress field

The first problem is to determine the displacement–stress field in the considered situation. This is purely an elastic problem, and its solution in a more general situation is found in the literature (e.g. Fukahata & Matsu’ura 2005). However, to relate the solution of the displacement–stress field to the spatial distribution of magnetization in the following subsections and to define the variables used, the derivation of the solution of the displacement–stress field is summarized here.

In each layer, equations for the displacement–stress field (eqs 2–10) are reduced to two sets of ordinary equations after changing variables from \(\xi_r\) and \(\xi_\phi\) to \(\hat{\xi}_r\) and \(\hat{\xi}_\phi\) by eqs (27) and (28), and applying the Hankel–Fourier transformation (eq. 30). In the \(n\)th layer, the first set, which involves \(\hat{u}_x, \hat{u}_y, \hat{\xi}_z\) and \(\hat{\xi}_z\), is

\[
\begin{align*}
\hat{\partial}_x \hat{u}_x &= -\frac{\lambda_n}{\lambda_n + 2G_n} \hat{u}_y + \frac{1}{\lambda_n + 2G_n} \hat{\xi}_z, \\
\hat{\partial}_y \hat{u}_y &= -\frac{\lambda_n}{\lambda_n + 2G_n} \hat{u}_x + \frac{1}{\lambda_n + 2G_n} \hat{\xi}_z,
\end{align*}
\]

(42)
\[ \partial_t \mathbf{u}_V = +k^2 \mathbf{u}_V + \frac{1}{G_n} \mathbf{t}_{Vz}, \]  

(43)

\[ \partial_t \mathbf{t}_{zz} = -\mathbf{t}_{Vz}, \]  

(44)

\[ \partial_t \mathbf{t}_{Vz} = + \frac{4G_n (\lambda_n + G_n)}{\lambda_n + 2G_n} k^2 \mathbf{u}_V + \frac{\lambda_n}{\lambda_n + 2G_n} k^2 \mathbf{t}_{zz}, \]  

(45)

and the second set, which involves \( \mathbf{u}_H \) and \( \mathbf{t}_{Hz} \), is

\[ \partial_t \mathbf{u}_H = \frac{1}{G_n} \mathbf{t}_{Hz}, \]  

(46)

\[ \partial_t \mathbf{t}_{Hz} = G_n k^2 \mathbf{u}_H. \]  

(47)

Parameters with a subscript \( n \) represent values in the \( n \)th layer.

On the ground surface, each component of the traction vector (i.e., \( \mathbf{t}_{Vz}, \mathbf{t}_{Hz} \) and \( \mathbf{t}_{zz} \)) should satisfy

\[ \mathbf{t}_{iz} (k, m, z = 0) = 0, \]  

(48)

when the surface loading is ignored, as is assumed in the present study. In each layer boundary \( z = z_n (1 \leq n \leq N) \), the dislocation and the traction vector should satisfy the boundary condition in the form of

\[ \mathbf{J}_i (k, m, z = z_n + 0) - \mathbf{J}_i (k, m, z = z_n - 0) = \delta_{mn} [\chi_i^+] (k, m), \]  

(49)

where \( \mathbf{J}_i \) represents \( \mathbf{u}_i \) or \( \mathbf{t}_{iz} \), \( \delta_{mn} \) is the Kronecker delta, \( s \) is an integer indicating the source level (see Fig. 1), and \( [\chi_i]^+ \) is the discontinuity vector that represents the dislocation source. In addition, both \( \mathbf{u}_i \) and \( \mathbf{t}_{iz} \) should be zero at \( z \to \pm \infty \).

Solutions for eqs (42)–(45) and for eqs (46) and (47) are given in the form of

\[ \mathbf{J}_i (k, m, z) = \mathbf{J}^+_{i, s, a} (k, m) e^{-k(z_n-z)} + \mathbf{J}^+_{i, s, 0} (k, m) kze^{-k(z_n-z)} + \mathbf{J}^+_{i, s, -1} (k, m) e^{-k(z_n-z)} + \mathbf{J}^+_{i, s, -2} (k, m) kze^{-k(z_n-z)}, \]  

(50)

an algebraic procedure for determining \( \mathbf{u}^+_{i, a} (k, m) \) and \( \mathbf{t}^+_{i, a} (k, m) (\alpha = \pm 1, \pm 2) \) and their derivatives, together with source terms \( [\mathbf{u}_i]^+, [\mathbf{t}_{iz}]^+ \), is presented in Appendix A.

### 3.3 Magnetic field

The next problem is to determine the magnetic field \( (\mathbf{H} \text{ or } \mathbf{B}) \) for a given distribution of magnetization. In general, using a scalar potential \( \Phi \), which is defined by \( \mathbf{H} = -\nabla \Phi \), is an easier way to determine the magnetic field generated by a given magnetization without temporal variations than directly solving Maxwell’s equations. In fact, analytical solutions of the piezomagnetic field in the case of a homogeneous elastic medium have been derived by using the scalar potential (Sasai 1991a; Utsugi et al. 2000). However, if the magnetization is not given by \( m_x, m_y \) and \( m_z \) in the real domain, but by \( \tilde{m}_V, \tilde{m}_H \) (eqs 27 and 28) and \( \tilde{m}_z \) in the wavenumber domain (eq. 30), the determination of \( \mathbf{H}_V \), \( \mathbf{H}_H \) and \( \mathbf{H}_z \) followed by the transformation given in eqs (39)–(41) is easier than determining \( \Phi \) followed by taking its gradient, as derived below.

The same procedure used to determine the displacement–stress field can be applied to determine the magnetic field for a given distribution of magnetization. After transformed to the wavenumber domain, the governing equations (eqs 22–26) are reduced to the following equations for \( \mathbf{H}_i \) (i = \( Z, V, H \)):

\[ \partial_t \mathbf{H}_V = -k^2 \mathbf{H}_V, \]  

(51)

\[ \partial_t \mathbf{H}_z + \mathbf{H}_V = -\mathbf{f}, \]  

(52)

and

\[ \mathbf{H}_H = 0, \]  

(53)

where

\[ \mathbf{f} = \partial_t \mathbf{m}_z + \tilde{m}_V. \]  

(54)

As the boundary condition, \( \mathbf{H}_V \) and \( \tilde{B}_z = \mu_0 (\mathbf{H}_z + \tilde{m}_z) \) should be continuous at each boundary. In addition, both \( \mathbf{H}_z \) and \( \mathbf{H}_V \) should be zero at \( z \to \pm \infty \).

Assuming that magnetization is expressed in the form of

\[ \tilde{m}_i (k, m, z) = \tilde{m}^{n}_{i, 1} (k, m) e^{-k(z_n-z)} + \tilde{m}^{n}_{i, 2} (k, m) kze^{-k(z_n-z)} + \tilde{m}^{n}_{i, -1} (k, m) e^{-k(z_n-z)} + \tilde{m}^{n}_{i, -2} (k, m) kze^{-k(z_n-z)}, \]  

(55)

the solution for eqs (51) and (52) is given in the form of

\[ \mathbf{H}_i (k, m, z) = \mathbf{H}^{n}_{i, 1} (k, m) e^{-k(z_n-z)} + \mathbf{H}^{n}_{i, 2} (k, m) kze^{-k(z_n-z)} + \mathbf{H}^{n}_{i, -1} (k, m) kze^{-k(z_n-z)} + \mathbf{H}^{n}_{i, -2} (k, m) kze^{-k(z_n-z)}. \]  

(56)
an algebraic procedure to determine $\hat{H}_{m}(k, m)$ ($\alpha = \pm 1, \pm 2, \pm 3$) in terms of $\hat{m}_{i,\beta}(k, m)$ ($\beta = \pm 1, \pm 2$) and their derivations are presented in Appendix B.

### 3.4 Expression of the piezomagnetic constitutive law in the wavenumber domain

The remainder of the problem is to express $\hat{m}_{i}$ in terms of $\hat{u}_{i}$ and $\hat{\tau}_{ij}$ ($i = z, V, H$). By instituting the constitutive law of the piezomagnetic effect (eqs 16–18) into the definition of $m_{v}$ and $m_{H}$ (eqs 27 and 28), and then using the equilibrium equations (eqs 2–4) and the definition of $T$ (eq. 13), a set of expressions are derived as

$$
\frac{2}{3\beta} m_{V} = M_{-1} \left[ -\hat{\beta} (\tau_{rz} + i \tau_{\phi z}) - (\hat{\beta} + ir^{-1}\hat{\alpha}) T \right] e^{i\phi} + M_{+1} \left[ -\hat{\beta} (\tau_{rz} - i \tau_{\phi z}) - (\hat{\beta} - ir^{-1}\hat{\alpha}) T \right] e^{-i\phi} + M_{z} \tau_{V},
$$

$$
\frac{2}{3\beta} m_{H} = i M_{-1} \left[ \hat{\beta} (\tau_{rz} + i \tau_{\phi z}) - (\hat{\beta} + ir^{-1}\hat{\alpha}) (\tau_{zz} - 2T) \right] e^{i\phi} + i M_{+1} \left[ \hat{\beta} (\tau_{rz} - i \tau_{\phi z}) + (\hat{\beta} - ir^{-1}\hat{\alpha}) (\tau_{zz} - 2T) \right] e^{-i\phi} + M_{z} \tau_{H},
$$

$$
\frac{2}{3\beta} m_{z} = M_{-1} \left[ \tau_{rz} + i \tau_{\phi z} \right] e^{i\phi} + M_{+1} \left[ \tau_{rz} - i \tau_{\phi z} \right] e^{-i\phi} + M_{z} (\tau_{zz} - T).
$$

To transform these expressions into the wavenumber domain, the following formulae are referred to:

$$
e^{i\phi} (\hat{\beta} + ir^{-1}\hat{\alpha}) f(r, \phi) = \sum_{m} e^{i\phi} \int_{0}^{\infty} kdkJ_{m}(kr) \left[ -k f(k, m - 1) \right],$$

$$
e^{-i\phi} (\hat{\beta} - ir^{-1}\hat{\alpha}) f(r, \phi) = \sum_{m} e^{-i\phi} \int_{0}^{\infty} kdkJ_{m}(kr) \left[ k f(k, m + 1) \right],$$

and

$$
[\hat{\xi}_{1}(r, \phi) + i\hat{\xi}_{2}(r, \phi)] e^{i\phi} = \sum_{m} e^{i\phi} \int_{0}^{\infty} kdkJ_{m}(kr) \left[ k -1 \left\{ \hat{\xi}_{1} + i\hat{\xi}_{2} \right\} (k, m - 1) \right],$$

$$
[\hat{\xi}_{1}(r, \phi) - i\hat{\xi}_{2}(r, \phi)] e^{-i\phi} = \sum_{m} e^{-i\phi} \int_{0}^{\infty} kdkJ_{m}(kr) \left[ k -1 \left\{ -\hat{\xi}_{1} + i\hat{\xi}_{2} \right\} (k, m + 1) \right].$$

For simplicity of notation, the difference between two functions $\hat{f}$ and $\hat{g}$ with the same set of arguments $\hat{f}(k, m) - \hat{g}(k, m)$ is expressed as $\hat{f} - \hat{g}(k, m)$ in these formulae. These formulae are based on a recurrence property of the Bessel function $d(x^{2m}J_{m}(x))/dx = \pm x^{2m}J_{m+1}(x)$.

Using eqs (60)–(63), the piezomagnetic constitutive law in the wavenumber domain is expressed as

$$
\frac{2}{3\beta} \hat{m}_{V}(k, m) = M_{-1} \left[ -k^{-1} \hat{\beta} (\tau_{rz} + i \tau_{\phi z}) + k \hat{T} \right] (k, m - 1) + M_{+1} \left[ k^{-1} \hat{\beta} (\tau_{rz} - i \tau_{\phi z}) - k \hat{T} \right] (k, m + 1) + M_{z} \hat{\tau}_{Vz}(k, m),
$$

$$
\frac{2}{3\beta} \hat{m}_{H}(k, m) = i M_{-1} \left[ k^{-1} \hat{\beta} (\tau_{rz} + i \tau_{\phi z}) + k (\hat{\tau}_{zz} - 2\hat{T}) \right] (k, m - 1) + i M_{+1} \left[ k^{-1} \hat{\beta} (\tau_{rz} - i \tau_{\phi z}) + k (\hat{\tau}_{zz} - 2\hat{T}) \right] (k, m + 1) + M_{z} \hat{\tau}_{Hz}(k, m),
$$

$$
\frac{2}{3\beta} \hat{m}_{z}(k, m) = M_{-1} \left[ \hat{\beta} \tau_{rz} + i \tau_{\phi z} \right] (k, m - 1) - M_{+1} \left[ \hat{\beta} \tau_{rz} - i \tau_{\phi z} \right] (k, m + 1) + M_{z} \left( \hat{\tau}_{zz} - \hat{T} \right) (k, m).
$$

Because $\hat{u}_{i}$ and $\hat{\tau}_{ij}$ ($i = z, V, H$) are expressed in the form of eq. (50), the magnetization is also expressed in the form of eq. (55). Note that the $z$-derivative of $\hat{\tau}_{zz}$ is also expressed as a linear combination of $\hat{\tau}_{zz}$ and $\hat{u}_{i}$ ($i = j = z, V, H$) because of eqs (42)–(47).

### 3.5 Correction of the contribution from a singular point

The derivation of the piezomagnetic field so far is incorrect for the case where the source is in a layer with non-zero magnetization because the stress tensor expressed by eqs (5)–(10) is incorrect at the source point. The contribution to the magnetic field from the vicinity of the source point must be considered and be added as a correction term.

To find the correction term, the following three virtual distributions of magnetization labelled by Type-0, Type-1 and Type-2 should be considered, as illustrated in Fig. 2, and the corresponding magnetization $H_{\text{TYPE}-n}^{\alpha}(n = 1, 2, 3)$ denoted. In the Type-0 distribution, magnetization is described by eq. (11) combined with eqs (5)–(10) in the entire space and is thus incorrect at the source point. Type-1 and Type-2 are defined by replacing magnetizations in a portion of the Type-0 distribution by zero. In the Type-1 and Type-2 distributions, magnetizations in a layer $z_{s} - \epsilon/2 < z < z + \epsilon/2$ and in a sphere centred at the source $(0, 0, z_{s})$ with a radius of $\epsilon/2$ are set to zero, respectively.

The correct magnetic field $H_{\text{correct}}$ is obtained by taking $\epsilon \to +0$ in the Type-2 solution:

$$
H_{\text{correct}} = \lim_{\epsilon \to +0} H_{\text{Type-2}(\epsilon)},
$$

$$
(67)
$$
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Figure 2. Schematic showing Type-0, Type-1 and Type-2 distributions of magnetization. In each panel, the solid circle represents the source point, and grey and white regions represent magnetized and non-magnetized regions, respectively.

Figure 3. Schematic explaining the validity of using the correction terms derived by Sasai (1991a). The solid circle represents a singular point. Shaded and dotted regions represent $K_{\text{in}}$ and $K_{\text{out}}$ regions, respectively (see the main text in Section 3.4). The parameter $\epsilon$ is as defined in Fig. 2, and $\epsilon_h$ represents the radius of the cylinder region $K_{\text{in}}$.

where $H^{\text{Type-0}(\epsilon)}$ represents $H^{\text{Type-0}}$ for a specific value of $\epsilon$. Because the solution derived in the previous subsections is $H^{\text{Type-0}}$, the correction term

$$\Delta H = \left[ \lim_{\epsilon \to +0} H^{\text{Type-2}(\epsilon)} - H^{\text{Type-0}} \right]$$

needs to be added to calculate the correct value by $H^{\text{correct}} = H^{\text{Type-0}} + \Delta H$. Considering that the magnetic field ($H$) is continuous at each boundary and that the governing equations of the magnetic field in the wavenumber domain do not involve singular points, $H^{\text{Type-0}}$ and $H^{\text{Type-1}(\epsilon)}$ are related as $H^{\text{Type-0}} = \lim_{\epsilon \to +0} H^{\text{Type-1}(\epsilon)}$. Therefore, the correction term is given by

$$\Delta H = \lim_{\epsilon \to +0} \left[ H^{\text{Type-2}(\epsilon)} - H^{\text{Type-1}(\epsilon)} \right].$$

The difference between $H^{\text{Type-1}(\epsilon)}$ and $H^{\text{Type-2}(\epsilon)}$ has been investigated in detail by Sasai (1991a), who considered this problem in a medium with uniform elasticity, which differs from the approach of the present study. However, the same result can be used for a medium with a layered structure of elasticity, as justified by the following consideration. For the Type-1 distribution, let the region $z_s - \epsilon/2 < z < z_s + \epsilon/2$ be divided into two parts, $K_{\text{in}}$ and $K_{\text{out}}$, which are inside and outside the cylinder centred at the source with radius $\epsilon_h/2$ (Fig. 3). The value $\epsilon_h$ must be larger than $\epsilon$; nevertheless, $\epsilon_h$ can take an arbitrary small value because only the limitation of $\epsilon \to +0$ is considered. When $\epsilon$ approaches zero while $\epsilon_h$ is fixed to an arbitrary value, the contribution to the magnetic field from the $K_{\text{out}}$ region converges to zero because no singular point of the magnetization exists in $K_{\text{out}}$. This means that the difference between magnetic fields corresponding to Type-1(\epsilon) and Type-2(\epsilon) distribution arises only from the $K_{\text{in}}$ region. When $\epsilon_h$ is sufficiently small relative to the distance between the source level and the nearest elastic boundary, the stress distribution in the $K_{\text{in}}$ region is almost the same as that calculated for a medium with uniform elasticity and converges to the identical distribution when $\epsilon_h \to +0$. Therefore, using the correction term $\Delta H$ given by Sasai (1991a) for the present layered elasticity model is justified. Explicit forms of $\Delta H$ are given in Appendix C.

3.6 Changes in the total force of the geomagnetic field

In practice, changes in the total geomagnetic force, denoted by $\Delta F$, are frequently observed instead of each component of the magnetic field because $\Delta F$ is most precisely determined. The geomagnetic total force $F$ is given by $F = |B^g + \Delta B|$, where $B^g$ is the surrounding geomagnetic field and $\Delta B = (\Delta B_x, \Delta B_y, \Delta B_z)$ is the change in magnetic induction due to the piezomagnetic effect. Note that $\Delta B_i$ ($i = x, y, z$) has been denoted by $B_i$ to simplify the notation so far in this paper. Because $|\Delta B| \ll |B^g|$, the change in $F$ (i.e., $\Delta F$) is evaluated by

$$\Delta F = I_x \Delta B_x + I_y \Delta B_y + I_z \Delta B_z,$$

where $(I_x, I_y, I_z)$ is the cosine of the direction of the surrounding geomagnetic field. However, $\Delta F$ defined by this expression is inappropriate for comparison with the observed value of $\Delta F$ when the observation is performed below ground level. When $\Delta F$ is measured below ground
Figure 4. Schematic of (a) strike-slip, (b) dip-slip and (c) tensile-opening models. Upper and lower panels show $x$–$y$ plan views and vertical $y$–$z$ cross-sections, respectively.

### Table 1. Default parameters adopted for calculating the piezomagnetic field.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fault length</td>
<td>10 km</td>
</tr>
<tr>
<td>Fault width</td>
<td>5 km</td>
</tr>
<tr>
<td>Depth of burial</td>
<td>0.5 km</td>
</tr>
<tr>
<td>Dislocation$^a$</td>
<td>1 m</td>
</tr>
<tr>
<td>Rigidity of upper layer</td>
<td>30 GPa</td>
</tr>
<tr>
<td>$(G_1 = \lambda_1)$</td>
<td></td>
</tr>
<tr>
<td>Initial magnetization</td>
<td>1 A m$^{-1}$</td>
</tr>
<tr>
<td>Stress sensitivity</td>
<td>$1 \times 10^{-9}$ Pa$^{-1}$</td>
</tr>
<tr>
<td>Curie depth$^a$</td>
<td>15 km</td>
</tr>
<tr>
<td>Magnetic inclination</td>
<td>45°</td>
</tr>
<tr>
<td>Magnetic declination</td>
<td>0°</td>
</tr>
</tbody>
</table>

$^a$These values are changed in case studies.

3.7 Summary of the procedure for determining the piezomagnetic field

Now the point source problem is completely solved, for which the procedure is summarized as follows. For given strain nuclei, the displacement–stress field in the wavenumber domain is given in the form of eq. (50), together with the expressions listed in Appendix A. Using the displacement–stress field, the type-I distribution of the magnetization (Fig. 2) in the form of eq. (55) is determined by using eqs (64)–(66). The corresponding magnetic field in the form of eq. (56) is determined by using the expressions listed in Appendix B. After transforming these results into the real domain by using eqs (39)–(41) and adding the correction term (eq. 69 and Appendix C), the magnetic field in the real domain is obtained. Changes in the total force of the geomagnetic field are calculated by using eq. (71).

4 NUMERICAL EXAMPLES AND DISCUSSION

To explore how the existence of the elastic contrast affects (or does not affect) the generated piezomagnetic field, some examples of the piezomagnetic field arising from finite faults with different mechanisms are considered. Three types of dislocation source are assumed: (a) a vertical left-lateral strike-slip fault, (b) a reverse fault with a dip angle of 30° and (c) a vertical tensile-opening fault, as illustrated in Fig. 4.

For the calculation, the finite rectangular fault is divided into smaller segments: 100 segments in the strike direction and five segments in the dip direction. The dislocation on each segment is approximated by a point dislocation at its centroid. The size of the segments in the strike direction is 100 m. The sizes of segments in the dip direction are 500, 500, 1000, 1000 and 1000 m. The sizes of shallower segments are set smaller than those of deeper segments because the piezomagnetic field from shallower segments is larger than those from deeper segments. The piezomagnetic and displacement fields generated by dislocation on a finite fault are determined by summing the contributions from all segments. It can be confirmed that the calculated piezomagnetic and displacement fields through this approximation are sufficiently accurate for the following discussion, as graphically explained in Appendix D.

In the following calculations, parameters listed in Table 1 are adopted unless otherwise mentioned. Concerning the piezomagnetic field, only $\Delta F$ calculated by eq. (71) is considered. The piezomagnetic and displacement fields are evaluated at a depth of $z = 1$ m. The direction
Figure 5. Dependence of the piezomagnetic field on the depth of the elastic boundary, assuming uniform slip. A rectangular fault with (a) strike-slip, (b) dip-slip and (c) tensile-open is assumed as the dislocation source. The top, second and third rows show results for which the depth of the elastic contrast $z_2$ is set to $z_1$, $(z_1 + z_2)/2$ and $z_2$, respectively, whereas the bottom row shows results for no elastic boundary. Values $z_1$ and $z_2$ represent the depths of the top and bottom of the fault, respectively. Red and blue colours show positive and negative signals, respectively, and contour intervals are 0.5 nT.

Figure 6. Schematic to explain ‘uniform slip’ (a) and ‘uniform moment-release’ (b) settings for the tensile-opening case. A two-layered model is exemplified in which the rigidity of the lower layer is higher than that of the upper. Thick and dashed lines represent the fault plane and the rigidity boundary, respectively. The length and width of arrows represent the size of opening and in situ rigidity, respectively, and therefore their product (i.e. the area of each arrow symbol) represents moment-release.
of the initial magnetization is set to be the same as that of the ambient geomagnetic field. The intensity of the initial magnetization ($|M|$) and the stress sensitivity ($\beta$) are set to constant values above the Curie point depth, although different intensities can be assigned to different layers in the present scheme.

### 4.1 Dependence of the piezomagnetic field on the boundary depth

First, the piezomagnetic fields for the three models presented in Fig. 4 are calculated with dislocation (i.e. slip or opening) over the rectangular source area being set to be uniform, as always assumed in previous theoretical works (e.g. section 3 of Utsugi et al. 2000). Fig. 5 shows the results for cases with elastic boundaries set at the top, middle, and bottom of the fault, and with no elastic boundary.

As can be clearly observed, the expected piezomagnetic fields for shallow boundary cases are larger than those for deep boundary cases in all three mechanisms, whereas their spatial patterns are highly similar for all mechanisms. This result appears to indicate that a shallow elastic boundary enhances the piezomagnetic field whereas a deep boundary does not.

The above setting of parameters may be inappropriate for discussing the role of variations in rigidity. To calculate the results presented in Fig. 5, it was assumed that the slip/opening is uniform over a rectangular fault. However, the moment-release on the fault under this assumption is not uniform when the fault crosses the elastic boundary. The moment-release from each segment of a fault is proportional to the rigidity at the point of the segment. It may be appropriate to compare results between ‘uniform moment-release’ settings rather than ‘uniform slip/opening’ settings as adopted in Fig. 5 (Fig. 6). Note that the ‘uniform slip/opening’ and ‘uniform moment-release’ settings correspond to the centre of dilatation (COD) and centre of pressure (COP) models, respectively, in the case of spherical sources; piezomagnetic fields from COD and COP models are compared in Currenti et al. (2011). Note also that the source fault is divided into segments in such a way
Figure 8. As in Fig. 5, but with the Curie point depth set to the middle depths of the rectangular sources, which are 2.5 km for the strike-slip and tensile-opening models and 1.5 km for the dip-slip model. Note that the depth of the elastic boundary is the same as the Curie point depth in the cases of the second row.

that each segment is in the same layer. The piezomagnetic fields arising from such a segment with the ‘uniform slip/opening’ and ‘uniform moment-release’ settings can be calculated by rescaling: the piezomagnetic field arising from the latter is calculated by multiplying that from the former by a factor determined by the assumed rigidity, and vice versa by dividing.

Fig. 7 shows the resulting piezomagnetic fields with the uniform moment-release setting, with other parameters and configurations being the same as those adopted in the previous example (Fig. 6). Note that when the entire fault area is shallower than the elastic boundary, the dislocation of this case is the same as that of the previous example.

In contrast to the previous example (Fig. 5), no differences are observed in the present example (Fig. 7). This shows that the existence of the elastic boundary does not alter the resulting piezomagnetic field when the moment-release is uniform over a fault.

The examples presented so far assumed that the depth of the Curie point isotherm is 15 km, which is far below the depth of the assumed elastic boundaries. To obtain a firm conclusion, the piezomagnetic field arising from a model for a situation in which the Curie point isotherm is shallower should also be examined. For the case where the Curie point depth is close to the depth of the elastic boundary, the piezomagnetic field arising from models with a shallow Curie point depth located in the middle part of the fault was considered. The depth of the Curie point was set to 2.5 km for strike-slip and tensile-opening models, and 1.5 km for the dip-slip model. The uniform moment-release setting was adopted. Values of other parameters were the same as those adopted in calculations for Figs 5 and 7. Results are shown in Fig. 8.

In contrast to the previous case (Fig. 7), there are some differences in the piezomagnetic field depending on the depth of the elastic boundary. For example, the piezomagnetic field arising from the strike-slip model with \( z_e = 2.5 \) km (i.e. the second subpanel of Fig. 8a) shows a wide spatial extent near the northern edge compared with those with other \( z_e \) values (i.e. the top, third, and bottom subpanels of Fig. 8a). However, the difference is as small as 0.1 nT, which is below the detection limit of observation (\( \sim 1.0 \) nT). Similar results are obtained for dip-slip and tensile-opening models (Figs 8b and c). In summary, the piezomagnetic field resulting from a crust with a horizontal elastic
Figure 9. Comparison of the dependence of the piezomagnetic field and surface dislocation on the ratio of the rigidity of the lower layer to that of the upper layer ($\mu_2/\mu_1$). A tensile-opening fault (as illustrated in Fig. 4c) is assumed as the dislocation source. The magnitudes of dislocation are set to the same value of 1 m in all cases. The depth of the elastic boundary is set to 0.5 km, corresponding to the top of the fault. In the top panels (of $\Delta F$), red and blue represent positive and negative changes, respectively. Contour intervals are 0.5 nT. The black line in each panel represents the position of the fault. In the panels of $u_x$, $u_y$ and $u_z$, white represents northward, eastward and upward dislocation, respectively, and grey the opposite. Contour intervals are 5 cm.

The present result seems to be inconsistent with that of Okubo & Oshiman (2004), who demonstrated that the piezomagnetic field arising from the Mogi model, that is, a point pressure source embedded in a demagnetized sphere, is substantially influenced by the existence of an elastic boundary, particularly when the depth of the elastic boundary is close to that of the pressure source. A possible interpretation of this discrepancy is the difference in magnetization structure between the two models. In the present study, it is assumed that the magnetization is uniform in the horizontal direction. In contrast, the magnetization is assumed to be zero near the pressure source in the Mogi model so as to represent demagnetization around hot magma, meaning that the Mogi model involves marked variation in magnetization in the horizontal direction. Many previous studies assuming uniform rigidity have pointed out that the piezomagnetic field is substantially enhanced by magnetization boundaries (e.g. Oshiman 1990; Yamazaki, 2009, 2011). It is natural to assume that this enhancement mechanism also works in the case of a layered rigidity structure.

If the given interpretation of the discrepancy between the insights derived from the present model and those of the Mogi model is correct, the existence of a rigidity contrast will play an important role only when there are horizontal variations in magnetization. This means that heterogeneities in rigidity do not need to be considered when observing and interpreting the piezomagnetic field over an area in which magnetization is horizontally uniform as long as the moment-release on the fault is precisely given, in which case the calculation of such heterogeneities will provide an accurate estimation of the piezomagnetic field. In this sense, many earlier results for the piezomagnetic field...
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Figure 10. As in Fig. 9, but with the depth of the elastic boundary set to 4.5 km, corresponding to the bottom of the fault.

are considered to be sufficiently accurate. In contrast, heterogeneities in rigidity must be considered when observing and interpreting the piezomagnetic field over an area in which magnetization is horizontally non-uniform, such as is expected in geothermal areas. The calculation procedure developed in the present study cannot be applied to such cases.

4.2 Comparisons between the piezomagnetic and displacement fields

It is interesting to consider the displacement field corresponding to the obtained piezomagnetic field because the displacement field provides more fundamental information on subsurface dislocation sources than does the piezomagnetic field. To compare the influences of elastic heterogeneities on the piezomagnetic and displacement fields, both fields were calculated and compared for the same models. As an example, a tensile-opening rectangular fault (Fig. 4c) is assumed. In the calculation, the Curie point depth and the rigidity of the upper layer are fixed to the values in Table 1, and the ratio of rigidity, namely, $\mu_2/\mu_1$, is assumed to be 0.5, 1.0 or 2.0. The depth of the rigidity boundary is assumed to coincide with the top (0.5 km) or the bottom (4.5 km) of the fault.

The uniform opening setting (Fig. 6a) is considered first. Figs 9 and 10 present the results for models with shallow (0.5 km) and deep (4.5 km) elastic boundaries, respectively. In the case of the shallow boundary (Fig. 9), a contrast is clearly recognized between the dependence of the piezomagnetic and dislocation fields on the ratio of rigidity: the piezomagnetic field is approximately proportional to $\mu_2/\mu_1$, whereas the amplitude of the displacement field is less sensitive to the ratio $\mu_2/\mu_1$. In contrast, in the case of the deep boundary (Fig. 9), both the piezomagnetic and dislocations are essentially independent of the ratio $\mu_2/\mu_1$.

The uniform moment-release setting (Fig. 6b) is also considered, as in Fig. 7. The depth of the rigidity boundary is assumed to coincide with the top of the fault (0.5 km). Fig. 11 presents the results. Note that the piezomagnetic and displacement fields resulting from this setting are obtained simply by multiplying the reciprocal of $\mu_2/\mu_1$ by the results for the uniform opening setting (Fig. 9). In contrast to the results
As in Fig. 9, but with the magnitudes of moment, not dislocation, set to the same value.

Figure 12. Ratios between the maximum amplitudes of the piezomagnetic ($\Delta F$) and displacement ($u_x$, $u_y$, and $u_z$) fields generated by a dislocation on a rectangular fault with three mechanisms, and their dependence on the ratio of the rigidity of the lower layer ($\mu_2$) to that of the upper layer ($\mu_1$), respectively.

For the uniform opening setting (Fig. 9), the piezomagnetic field for the uniform moment-release setting is almost independent of the ratio $\mu_2/\mu_1$ except for minor differences, whereas the displacement field depends strongly on the ratio $\mu_2/\mu_1$.

The ratio between the maximum amplitude of the piezomagnetic field and the dislocation becomes larger/smaller than that expected for a uniform rigidity model when the rigidity near the dislocation source is larger/smaller than that of the shallower part. Similar results to the tensile-opening model are obtained for the other source mechanisms, namely, strike- and dip-slip faulting and for other components, as summarized in Fig. 12.
In many studies of the piezomagnetic field (e.g. Utada et al. 2011; Yamazaki 2013), the size of slip/opening on the fault estimated by means of geodetic inversion is assumed to estimate the corresponding piezomagnetic field. The above results imply that the size of slip or opening estimated by geodetic data with the assumption of uniform rigidity is fairly accurate even when the rigidity is non-uniform but the piezomagnetic field is not. The piezomagnetic field becomes smaller/larger than the actual field depending on whether the rigidity of the deep crust is smaller/larger than the rigidity of the shallow crust. In Earth’s crust, an increase in rigidity with increasing depth is quite common. Therefore, it is possible that many previous results for the piezomagnetic field are likely to be underestimations.

The possible misestimation of the piezomagnetic field might have influenced some earlier interpretations of the piezomagnetic effect in geophysics. In particular, it may have affected estimations of the stress sensitivity $\beta$ (e.g. Nishida et al. 2007; Utada et al. 2011; Yamazaki 2013), which is based on the calculated amplitude of piezomagnetic signals. However, the dependency of the piezomagnetic field on the elastic structure also implies the potential usefulness of observing the piezomagnetic field. The simultaneous use of the piezomagnetic and displacement fields might provide quantitative information on the difference between rigidities near the surface and near the dislocation source, which is difficult to estimate using solely geodetic means.

5 CONCLUSIONS

A semi-analytical formula for calculating the piezomagnetic field arising from a point dislocation source embedded in a layered elastic medium is derived. All of the governing equations, written as partial differential equations in a real domain together with the linear constitutive law of the piezomagnetic effect, are converted to a set of ordinary differential equations in a wavenumber domain. Equations in the wavenumber domain can be solved analytically, and each component of the piezomagnetic field in the real domain is obtained after applying the Hankel transform.

When the moment-release at the dislocation source is fixed, the effect of rigidity differences between the upper and lower layers on the piezomagnetic field is minor even in the case where the Curie point depth is near the source of dislocation. This result differs from that of a previous study that assumed the Mogi model, suggesting that heterogeneities of magnetization in the horizontal direction may be of importance when combined with layered rigidity structures.

A contrast is observed between the piezomagnetic and displacement fields corresponding to models with layered rigidity structures. The piezomagnetic field is roughly proportional to the moment-release on a source fault, whereas the displacement field is proportional to the slip/opening on the fault. In cases where the rigidity of the crust increases with increasing depth, the results of calculation of the piezomagnetic field may have been underestimated in many previous studies that assumed uniform rigidity and a geoidically inverted amount of slip.
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APPENDIX A: EXPRESSION OF THE DISPLACEMENT–STRESS FIELD IN THE WAVENUMBER DOMAIN

Below, an example of the expression of the solution for the displacement and stress fields is given in the form of eq. (50). The notation of variables or parameters with superscript ‘PSV’ indicates that they are used only for \( \tau^p \), \( \tilde{\tau}^p \), \( \tilde{\tau}^s \), and \( \tilde{\tau}^n \) (i.e. ‘P-SV mode’ in seismology), and the notation with ‘SH’ indicates that they are used only for \( \hat{u}^p \) and \( \hat{\tau}^n \) (i.e. SH mode).

A.1 \( \hat{u}^p \) and \( \hat{\tau}^n \)

The governing equations of \( \hat{u}^p \) and \( \hat{\tau}^n \) (eqs 46 and 47) in the \( n \)th layer (i.e. \( z_{n-1} < z < z_n \) for \( n \leq N \) and \( z_N < z \) for \( n = N + 1 \), denoted by \( \hat{u}^p_{n} \) and \( \hat{\tau}^n_{n} \), respectively, are rewritten in the form of

\[
\frac{\partial}{\partial z} \begin{pmatrix} k^{-1} \hat{u}^p_{n} \\ G_n^{-1} k^{-2} \hat{\tau}^n_{n} \end{pmatrix} = k \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} k^{-1} \hat{u}^p_{n} \\ G_n^{-1} k^{-2} \hat{\tau}^n_{n} \end{pmatrix}.
\]  

(A1)

scaling factors \( k \) and \( G_n \) are included to adjust the dimensions of components.

The general solution of eq. (A1) is expressed in the form of

\[
\begin{pmatrix} k^{-1} \hat{u}^p_{n} \\ G_n^{-1} k^{-2} \hat{\tau}^n_{n} \end{pmatrix} = \begin{pmatrix} d^{SH+} \\ d^{SH-} \end{pmatrix} \begin{pmatrix} a^{SH+}_n \\ a^{SH-}_n \end{pmatrix} = e^{-k(z-a)} \begin{pmatrix} 0 \\ e^{-k(z-N)} \end{pmatrix} \begin{pmatrix} a^{SH+}_n \\ a^{SH-}_n \end{pmatrix},
\]  

(A2)

where

\[
d^{SH+} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad d^{SH-} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\]  

(A3)

coefficients \( a^{SH+} \) and \( a^{SH-} \) are determined by boundary conditions. In the bottom layer (i.e. \( n = N + 1 \), \( a^{SH+}_{N+1} = 0 \) to assure the convergence condition at \( z \to \infty \). Note that each component of eq. (A2) is written in the same form as eq. (50), with \( \hat{u}^p_{n+1} \) and \( \hat{\tau}^n_{n+2} \) being zero.

Coefficients \( a^{SH+} \) and \( a^{SH-} \) are determined by boundary conditions (eq. 49). The boundary conditions are expressed as

\[
\begin{pmatrix} 1 & e^{-k(z-a)} \end{pmatrix} \begin{pmatrix} a^{SH+}_1 \\ a^{SH-}_1 \end{pmatrix} = 0,
\]  

(A4)

\[
\begin{pmatrix} d^{SH+} e^{-k(h_a)} \\ d^{SH-} e^{-k(h_a)} \end{pmatrix} \begin{pmatrix} a^{SH+}_{n+1} \\ a^{SH-}_{n+1} \end{pmatrix} = -\delta_{n} S^{SH},
\]  

(A5)

\[
\begin{pmatrix} d^{SH+} e^{-k(h_a)} \\ d^{SH-} e^{-k(h_a)} \end{pmatrix} \begin{pmatrix} a^{SH+}_{n+1} \\ a^{SH-}_{n+1} \end{pmatrix} = -\delta_{n} S^{SH},
\]  

(A6)

where

\[
\delta_{n} = \begin{pmatrix} 1 & 0 \\ 0 & G_n^{-1} G_n^{-1} \end{pmatrix},
\]  

(A7)

\[h_a = z_n - z_{n-1},\]

(A8)

and where \( \delta_{n} \) is the Kronecker delta, \( s \) is the source level (Fig. 1), and \( S^{SH} \) represents the source vector. Eqs (A4)–(A6) form 2\( N + 1 \) linear algebraic equations so that 2\( N + 1 \) unknown parameters, \( a^{SH+}_n \) (1 \( \leq n \leq N + 1 \)) and \( a^{SH-}_n \) (1 \( \leq n \leq N \)), are determined for a given \( S^{SH} \).

A.2 \( \hat{u}^p \), \( \hat{\tau}^p \), \( \hat{u}^n \) and \( \hat{\tau}^n \)

The governing equations of \( \hat{u}^p \), \( \hat{\tau}^p \), \( \hat{u}^n \), and \( \hat{\tau}^n \) (eqs 42–45) in the \( n \)th layer (i.e. \( z_{n-1} < z < z_n \) for \( n \leq N \) and \( z_N < z \) for \( n = N + 1 \), denoted by \( \hat{u}^p_{n} \), \( \hat{\tau}^p_{n} \), \( \hat{u}^n_{n} \), and \( \hat{\tau}^n_{n} \), respectively, are rewritten in the form of

\[
\frac{\partial}{\partial z} \begin{pmatrix} \hat{u}^p_{n} \\ G_n^{-1} k^{-1} \hat{\tau}^p_{n} \\ G_n^{-1} k^{-2} \hat{u}^n_{n} \\ G_n^{-1} k^{-2} \hat{\tau}^n_{n} \end{pmatrix} = k \begin{pmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} \hat{u}^p_{n} \\ G_n^{-1} k^{-1} \hat{\tau}^p_{n} \\ G_n^{-1} k^{-2} \hat{u}^n_{n} \\ G_n^{-1} k^{-2} \hat{\tau}^n_{n} \end{pmatrix},
\]  

(A9)

where

\[
t_n = \lambda_n + G_n \lambda_n + 2G_n.
\]  

(A10)

scaling factors \( k \) and \( G_n \) are included to adjust the dimensions of components.
The general solution of eq. (A9) is expressed in the form of

\[
\begin{pmatrix}
\hat{u}^+_n(z) \\
-k^2 \hat{u}^+_n(z) \\
G_n^{-1}k - 2 \hat{z}^+_n(z) \\
G_n^{-1}k - 2 \hat{z}^-_n(z)
\end{pmatrix} = \begin{pmatrix}
\hat{d}^+_n(z) \\
\hat{d}^-_n(z) \\
\hat{W}^+_n(z) \\
\hat{W}^-_n(z)
\end{pmatrix} = \begin{pmatrix}
W^{+}_n(z) \\
0 \\
0 \\
W^{-}_n(z)
\end{pmatrix} \begin{pmatrix}
\tilde{a}^{PSV+}_n \\
\tilde{a}^{PSV-}_n \\
\tilde{a}^{PSV+}_n \\
\tilde{a}^{PSV-}_n
\end{pmatrix},
\]

(A11)

where

\[
W^{+}_n(z) = \begin{pmatrix}
e^{-\delta(z_n-z_0)} & 0 \\
e^{-\delta(z_n-z_0)} & 0 \end{pmatrix},
\]

\[
W^{-}_n(z) = \begin{pmatrix}
e^{-\delta(z_n-z_0)} & -\delta(z_n-z_0) \\
e^{-\delta(z_n-z_0)} & 0 \end{pmatrix},
\]

(A12)

\[
\hat{d}^+_n = \begin{pmatrix}
-1 \\
1 \\
1 - t_n \\
-2
\end{pmatrix},
\hat{d}^-_n = \begin{pmatrix}
1 \\
0 \\
0 \\
2
\end{pmatrix},
\hat{d}^{PSV+}_n = \begin{pmatrix}
1 \\
1 \\
1 \\
1
\end{pmatrix},
\hat{d}^{PSV-}_n = \begin{pmatrix}
1 \\
1 \\
1 \\
1
\end{pmatrix},
\]

(A13)

(A14)

(A15)

and

\[
\begin{pmatrix}
0 \\
0 \\
0 \\
0
\end{pmatrix}.
\]

(A16)

in the bottom layer (i.e. \( n = N \)), \( \tilde{a}^{PSV+}_N = \tilde{a}^{PSV+}_N = 0 \) to assure the convergence condition at \( z \to \infty \). Note that this is rewritten as

\[
\begin{pmatrix}
\hat{u}^+_n(z) \\
-k^2 \hat{u}^+_n(z) \\
G_n^{-1}k - 2 \hat{z}^+_n(z) \\
G_n^{-1}k - 2 \hat{z}^-_n(z)
\end{pmatrix} = e^{-\delta(z_n-z_0)} \begin{pmatrix}
\tilde{a}^{PSV+}_n \hat{d}^{PSV+}_n + \tilde{a}^{PSV+}_n \hat{d}^{PSV+}_n \\
\tilde{a}^{PSV+}_n \hat{d}^{PSV+}_n + \tilde{a}^{PSV+}_n \hat{d}^{PSV+}_n \\
\tilde{a}^{PSV+}_n \hat{d}^{PSV+}_n + \tilde{a}^{PSV+}_n \hat{d}^{PSV+}_n \\
\tilde{a}^{PSV+}_n \hat{d}^{PSV+}_n + \tilde{a}^{PSV+}_n \hat{d}^{PSV+}_n
\end{pmatrix} + t_n k e^{-\delta(z_n-z_0)} \tilde{a}^{PSV+}_n \hat{d}^{PSV+}_n
\]

(A17)

Each component of this is in the same form as eq. (50).

Coefficients \( \tilde{a}^{PSV+}_n \) and \( \tilde{a}^{PSV-}_n \) are determined by boundary conditions (eqs 48 and 49). The boundary conditions are expressed as

\[
\begin{pmatrix}
\hat{u}^+_n(z_0) \\
\hat{u}^-_n(z_0)
\end{pmatrix} = \begin{pmatrix}
\tilde{a}^{PSV+}_n \\
\tilde{a}^{PSV-}_n
\end{pmatrix},
\]

(A18)

\[
\begin{pmatrix}
\hat{u}^+_n(z_N) \\
\hat{u}^-_n(z_N)
\end{pmatrix} = \begin{pmatrix}
\tilde{a}^{PSV+}_n \\
\tilde{a}^{PSV-}_n
\end{pmatrix},
\]

(A19)

\[
\begin{pmatrix}
\hat{u}^+_n(z_N) \\
\hat{u}^-_n(z_N)
\end{pmatrix} = \begin{pmatrix}
\tilde{a}^{PSV+}_n \\
\tilde{a}^{PSV-}_n
\end{pmatrix},
\]

(A20)

respectively, where

\[
C^{PSV}_n = \begin{pmatrix}
\frac{1}{2} & 0 \\
0 & \frac{1}{2}
\end{pmatrix},
\]

(A21)

\[
\frac{1}{2} = \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix},
\]

(A22)

where \( \hat{a}^{PSV}_n \) and \( \hat{a}^{PSV}_n \) are the bottom two rows of matrices \( \hat{d}^+_n \) and \( \hat{d}^-_n \) respectively; and \( \hat{S}^{PSV} \) represents the source vectors. Eqs (A18) - (A20) form \( 4N + 2 \) linear algebraic equations so that \( 4N + 2 \) unknown parameters in \( \tilde{a}^{PSV}_n \) (1 \( \leq n \leq N + 1 \)) and \( \tilde{a}^{PSV}_n \) (1 \( \leq n \leq N \)) are determined for a given \( \hat{S}^{PSV} \).

### A.3 Source vectors \( \hat{S}^{PSV} \) and \( \hat{S}^{SH} \)

Source vectors \( \hat{S}^{PSV} \) and \( \hat{S}^{SH} \) are defined by using a discontinuity vector (eq. 49 with \( n = s \)) as

\[
\hat{S}^{PSV} = \left( \tilde{u}_v^+ , k^{-1} \tilde{u}_v^+ , G_s^{-1} k^{-1} \tilde{z}_v^+ , G_s^{-1} k^{-1} \tilde{z}_v^+ \right)^T,
\]

(A23)
\[ S^{\text{SH}} = (k^{-1} [\hat{u}_d]^T, G_s^{-1} k^{-2} [\hat{\nu}_0]^T)^T, \]

where \([f]^T\) represents \(f(z_n+0) - f(z_n-0)\). The explicit forms of these vectors are

\[ S^{\text{PSV}} (m = 0) = (2\pi G_s)^{-1} \left[ M_{xz}, 0, 0, \frac{1}{2} (M_{yy} + M_{yz}) - M_{zz} \frac{\lambda_s}{\lambda_s + 2G_s} \right]^T, \]

\[ S^{\text{PSV}} (m = \pm 1) = (2\pi G_s)^{-1} \left[ 0, 0, 0, \frac{1}{2} (M_{yy} - M_{yx}) \right]^T, \]

\[ S^{\text{PSV}} (m = \pm 2) = (2\pi G_s)^{-1} \left[ 0, 0, 0, \frac{1}{4} \left( (M_{yy} - M_{yx}) \pm 2i M_{xy} \right) \right]^T, \]

\[ S^{\text{SH}} (m = 0) = [0, 0]^T, \]

\[ S^{\text{SH}} (m = \pm 1) = (2\pi G_s)^{-1} \left[ \frac{1}{2} (\pm M_{yz} - i M_{yx}) , 0 \right]^T, \]

\[ S^{\text{SH}} (m = \pm 2) = (2\pi G_s)^{-1} \left[ 0, 0, 0, \frac{1}{4} (\pm i (M_{yz} - M_{yx}) + 2M_{xy}) \right]^T, \]

where \(M_{ij}\) \((i, j = x, y, z)\) is a moment density tensor. The derivation of an equivalent result can be found in chapter 4.4 in Kennett (2009), except for a minor difference owing to the scaling conventions of the Fourier transform. When dislocation on a fault plane is given, the moment density tensor is given by

\[ M_{ij} = \lambda_s (v_i U_x + v_j U_y + v_j U_z) \delta_{ij} + G_s (v_i U_j + v_j U_i) \]

where \(U_i\) and \(v_i\) \((i = x, y, z)\) represent the dislocation vectors of the upper layer and the unit normal to the fault plane, respectively (Aki & Richards 2002).

**APPENDIX B: EXPRESSION OF THE MAGNETIC FIELD IN THE WAVENUMBER DOMAIN**

The governing equations for \(\hat{H}_z\) and \(\hat{H}_y\) (eqs 51 and 52) in the \(n\)th layer \((i.e. z < z_0\) for \(n = 0\), \(z_{n-1} < z < z_n\) for \(n \leq N\) and \(z_N < z\) for \(n = N + 1\)), denoted by \(\hat{H}^{n+}_z\) and \(\hat{H}^n_x\), respectively, are written as

\[ \partial_t \hat{H}^n_z (k, m, z) = -kk^{-1} \hat{H}^n_y (k, m, z) - \hat{j}^n (k, m, z), \]

\[ \partial_t k^{-1} \hat{H}^n_x (k, m, z) = -k \hat{H}^n_z (k, m, z), \]

where \(\hat{j}^n\) is defined in the \(n\)th layer and is expressed in the form of

\[ \hat{j}^n (k, m, z) = +f^{n+}_2 (k, m) \lambda_n e^{-k(z_{n+1})} + f^{n+}_2 (k, m) k^2 z e^{-k(z_{n+1})} + \hat{j}^{n-}_1 (k, m) e^{-k(z_{n-1})} + \hat{j}^{n-}_2 (k, m) k^2 z e^{-k(z_{n-1})} \]

the boundary conditions of the magnetic field at \(z = z_n\) \((0 \leq n \leq N)\) are

\[ \hat{H}^n_z (z_n) + \hat{m}^n_z (z_n) = \hat{H}^n_y (z_n) + \hat{m}^{n+1}_z (z_n), \]

\[ \hat{H}^n_z (z_{n-1}) = \hat{H}^{n+1}_z (z_n). \]

the magnetization \(\hat{m}^n_z\) is expressed in the same form as that of eq. (B2). A particular solution of this equation is given in the form of

\[ \hat{H}^n_x = \hat{S}^n_1 (k, m, z) = f^{n+}_2 (k, m) \lambda_n e^{-k(z_{n+1})} + f^{n+}_2 (k, m) k^2 z e^{-k(z_{n+1})} \]

and the same form for \(\hat{H}^n_y\), with

\[ \hat{S}^{n+1}_1 (k, m) = \frac{1}{2} \hat{f}^{n+}_2 (k, m) + \frac{1}{4} \hat{f}^{n+}_2 (k, m), \]

\[ k^{-1} \hat{S}^{n+1}_1 (k, m) = 0, \]

\[ \hat{S}^{n+2}_1 (k, m) = -\frac{1}{2} \hat{f}^{n+}_2 (k, m) + \frac{1}{4} \hat{f}^{n+}_2 (k, m), \]

\[ k^{-1} \hat{S}^{n+2}_1 (k, m) = -\frac{1}{2} \hat{f}^{n+}_2 (k, m) - \frac{1}{4} \hat{f}^{n+}_2 (k, m). \]
\[ S^u_{z+1}(k, m) = -\frac{1}{4} f^u_{z+1}(k, m), \]
\[ k^{-1} \dot{S}^u_{y+1}(k, m) = -\frac{1}{4} f^u_y(k, m), \]
\[ S^u_{z-1}(k, m) = -\frac{1}{2} \dot{f}^u_{y1}(k, m) + \frac{1}{4} \dot{f}^u_{y2}(k, m), \]
\[ k^{-1} \dot{S}^u_{y-1}(k, m) = 0. \]
\[ S^u_{z-2}(k, m) = -\frac{1}{2} \dot{f}^u_{y1}(k, m) - \frac{1}{4} \dot{f}^u_{y2}(k, m), \]
\[ k^{-1} \dot{S}^u_{y-2}(k, m) = +\frac{1}{2} f^u_y(k, m) - \frac{1}{4} \dot{f}^u_{y2}(k, m), \]
\[ S^u_{z-3}(k, m) = -\frac{1}{4} \dot{f}^u_{y2}(k, m), \]
\[ k^{-1} \dot{S}^u_{y-3}(k, m) = \frac{1}{4} \dot{f}^u_{y2}(k, m). \]

Using this particular solution, general solutions are expressed in the form
\[ \left( \begin{array}{c} \hat{H}_p(z) \\ k^{-1} \hat{H}_p(z) \end{array} \right) = w^0_u(k, m) e^{-h(z-z_n-1)} \left( \begin{array}{c} 1 \\ 1 \end{array} \right) + w^1_u(k, m) e^{-h(z-z_n-2)} \left( \begin{array}{c} -1 \\ 1 \end{array} \right) + \left( \begin{array}{c} \hat{S}^i(z) \\ k^{-1} \hat{S}^i(z) \end{array} \right), \]
where \( w^0_u \) and \( w^1_u \) (\( 0 \leq n \leq N + 1 \)) are integral constants that should be determined by boundary conditions.

Using eq. (B8), the boundary conditions at \( z = z_0 = 0 \) at \( z = z_n \) \((1 \leq n < N)\), and at \( z = z_N \) are expressed in the forms of
\[ \left( \begin{array}{ccc} -1 & -1 & e^{-h1} \\ 1 & -1 & e^{-h1} \end{array} \right) \left( \begin{array}{c} w^0_u \\ w^1_u \\ w^2_u \end{array} \right) = \left( \begin{array}{c} \hat{S}^i(z_0) + \hat{m}^i(z_0) \\ k^{-1} \hat{S}^i(z_0) \end{array} \right), \]
\[ \left( \begin{array}{ccc} e^{-h1} & -1 & -1 \\ e^{-h1} & 1 & -1 \\ e^{-h1} & 1 & 1 \end{array} \right) \left( \begin{array}{c} w^0_u \\ w^1_u \\ w^2_u \end{array} \right) = \left( \begin{array}{c} \hat{S}^i(z_n) - \hat{m}^i(z_n) + \hat{m}^{i+1}(z_n) + \hat{m}^{i-1}(z_n) \\ k^{-1} \hat{S}^i(z_n) - k^{-1} \hat{S}^i(z_n) \end{array} \right), \]
\[ \left( \begin{array}{ccc} e^{-hN} & -1 & -1 \\ e^{-hN} & 1 & -1 \\ e^{-hN} & 1 & 1 \end{array} \right) \left( \begin{array}{c} w^0_u \\ w^1_u \\ w^2_u \end{array} \right) = \left( \begin{array}{c} -\hat{S}^i(z_n) - \hat{m}^i(z_n) \\ -k^{-1} \hat{S}^i(z_n) \end{array} \right). \]

respectively, where \( h_n = z_n - z_{n-1} \). Eqs (B12)–(B14) form \( 2N + 2 \) linear algebraic equations so that \( 2N + 2 \) unknown parameters, \( w^i_u \) \((1 \leq n \leq N + 1)\) and \( w^i_u \) \((1 \leq n \leq N)\), are determined for given \( \hat{S}^i \) and \( \hat{S}^i \) \((n = 0, \cdots, N + 1)\).

**APPENDIX C: CORRECTION TERMS CORRESPONDING TO SINGULAR POINTS**

Below, Cartesian coordinates are adopted. Correction terms appearing in eq. (69) in the main text are expressed in the form of
\[ \Delta B(x, y, z) = \mu_0 \Delta H(x, y, z) = -\mu_0 \text{grad}\left(\Delta W(x, y, z)\right). \]
\[ \Delta W(x, y, z) = \left[ C_i \Delta w^i_j(x, y, z) + C_j \Delta w^j_i(x, y, z) + C_z \Delta w^z_i(x, y, z) \right] v_j \Delta u_i, \]
where \( \Delta u_i \) and \( v_j \) are the dislocation vectors of the upper medium and the unit vector direction normal to the fault, respectively, and
\[ C_i = \frac{1}{8\pi} \beta M_0 G_s \frac{3\lambda_s + 2G_s}{\lambda_s + G_s}, \quad (k = x, y, z) \]
where \( s \) is the source level (Fig. 1).

Each \( \Delta w^i_j \) is given by
\[ \Delta w^i_{xx} = 2C_i P \left( -\frac{x}{\rho^3} \right), \]
\[ \Delta w^i_{yy} = -2C_i Q \left( -\frac{y}{\rho^3} \right), \]
\[ \Delta w^i_{zz} = 2C_i R \left( -\frac{z}{\rho^3} \right), \]
\[ \Delta w_{xx} = -2C_z (P - Q) \left( \frac{z - z_i}{\rho^3} \right), \tag{C4} \]
\[ \Delta w_{yy} = -2C_z Q \left( \frac{x}{\rho^3} \right), \]
\[ \Delta w_{xy} = 2C_y P \left( -\frac{y}{\rho^3} \right), \]
\[ \Delta w_{yx} = -2C_z (P - Q) \left( \frac{z - z_i}{\rho^3} \right), \tag{C5} \]
\[ \Delta w_{xy} = \Delta w_{yx} = C_s (P + Q) \left( -\frac{y}{\rho^3} \right), \]
\[ \Delta w_{xy} = \Delta w_{yx} = C_s (P + Q) \left( -\frac{x}{\rho^3} \right), \]
\[ \Delta w_{xy} = \Delta w_{yx} = 0, \tag{C6} \]
\[ \Delta w_{ij} = \Delta w_{ji} = 0, \quad (i, k = x, y, z) \tag{C7} \]

where
\[ P = \frac{\alpha (1 + 2\alpha)}{4\alpha - 1}, \quad Q = \frac{2\alpha (1 - \alpha)}{4\alpha - 1}, \]
\[ \alpha = \frac{\lambda_s + G_s}{\lambda_s + 2G_s}, \tag{C8} \]
and where
\[ \rho = \sqrt{x^2 + y^2 + (z - z_i)^2}. \tag{C9} \]

These results are derived from the discussion in section 5.2 of Sasai (1991a), as explicitly given in eqs (5.24)–(5.29) with eq. (4.17) and the definition of \( u_{ij}^{m(\ell)} \) in the following page of his paper. Note that there is a difference of factor 4\(\pi\) between eq. (C3) and eq. (4.17) of Sasai (1991a), which originates from the difference in the system of units adopted in the two papers.

**APPENDIX D: COMPARISON WITH RIGOROUS SOLUTIONS**

This appendix is provided to demonstrate that the displacement and piezomagnetic fields corresponding to uniform slip on a rectangular fault are determined by the presented procedure, namely, dividing the rectangular fault into small subfaults and approximating them by points, with sufficient accuracy for the discussion in the main text. The evaluation is performed through a comparison between calculated values with analytical solutions that have already been tested and those of the present procedure. Although the comparison can be conducted only for the case of uniform rigidity, the sufficiency of the subfault size can be evaluated by this test.

In Figs D1–D3, numerical values determined by the present procedure are compared with those determined by analytical formulae for strike-slip, dip-slip, and tensile-opening, respectively. In the present procedure, a rectangular fault is divided into multiple subfaults, and each subfault is approximated by a point source at its centroid. Sizes of subfaults are set as described in the main text. Analytical formulae of the piezomagnetic field have been presented by Sasai (1991a) and Utsugi et al. (2000) and of the displacement field have been presented by Okada (1992). Fortran programs provided by M. Utsugi and Y. Okada were used for these analytical formulae. When using Utsugi's programme, a condition of \( z = -1 \) m (above ground level) is assumed, whereas a condition of \( z = +1 \) m (below ground level) is assumed in the present procedure. This is because the solution of Utsugi et al. is derived for \( z < 0 \), although his code accepts a positive value of \( z \). Because values of \( \Delta F \) calculated using eqs (70) and (71) are continuous at ground level (\( z = 0 \)), this comparison is meaningful regardless of the small difference in \( z \). In calculating the piezomagnetic field for strike-slip and tensile-opening models, results corresponding to dip angles of \( 90^\circ \pm 1^\circ \) are averaged to obtain a result for a vertical fault because the program provided by M. Utsugi cannot be applied to the fault with a dip angle of \( 90^\circ \).

The comparison shows that the difference appears only near the fault and is up to 20 per cent of the maximum variation in each component, meaning that the numerical results are sufficiently accurate for discussion in the main text, in which only differences larger than 20 per cent are considered. Note that a finer division of the rectangle will be required when the observation is conducted near the dislocation source because the point approximation is valid only when the size of the dislocation source is smaller than the distance between the source and the observation point. For this reason, validation of accuracy should be performed when considering a model with a different configuration.
Figure D1. Comparison of values calculated using the present procedure (left panel) and using analytical formula (center panel) for a strike-slip model, together with their differences (right panel). The left and center panels are drawn using the same colors and contour intervals as those of Figs 5 and 7–11. Values in the right panel are multiplied by 5.
Figure D2. Comparison of values calculated using the present procedure and using analytical formula for a dip-slip model, drawn in the same manner as Fig. D1.
Figure D3. Comparison of values calculated using the present procedure and using analytical formula for a tensile-open model drawn in the same manner as Figs D1 and D2.