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Analytic gradients for restricted active space second-order perturbation theory (RASPT2)

Yoshio Nishimoto

AFFILIATIONS
Graduate School of Science, Kyoto University, Kyoto 606-8502, Japan

ABSTRACT
The computational cost of analytic derivatives in multireference perturbation theory is strongly affected by the size of the active space employed in the reference self-consistent field calculation. To overcome previous limits on the active space size, the analytic gradients of single-state restricted active space second-order perturbation theory (RASPT2) and its complete active space second-order perturbation theory (CASPT2) have been developed and implemented in a local version of OpenMolcas. Similar to previous implementations of CASPT2, the RASPT2 implementation employs the Lagrangian or Z-vector method. The numerical results show that restricted active spaces with up to 20 electrons in 20 orbitals can now be employed for geometry optimizations.

I. INTRODUCTION
Accurate and efficient quantum chemical approaches are indispensable for predicting electronic and geometrical properties. For this purpose, electron correlation must be considered to the greatest extent possible, ideally with a low computational cost. One useful and well-known approach to account for electron correlation is multiconfiguration second-order perturbation theory (MCIQDPT2),5–7 Other MRPTs such as configuration interaction (CI) approaches. However, MR perturbation theory (MRPT) may be the most balanced approach in terms of computational cost and accuracy. The most well-known MRPT is probably the complete active space second-order perturbation theory (CASPT2).5–7 Other MRPTs such as (extended)5 configuration quasi-degenerate second-order perturbation theory [(X)MCQDPT2]5, n-electron valence state second-order perturbation theory (NEVPT2),7,8 and generalized van Vleck second-order perturbation theory (GVVPT2)9 and retaining the excitation degree perturbation theory (REPT)10 have also been employed for various tasks.

Recent efforts to develop analytic derivatives of MRPTs11 have made it possible to efficiently compute properties. Earlier studies reported such implementations in MOLPRO,16 BAGEL,17 GAMESS-US,18 and TeraChem19 for different MRPT methods. However, the size of the active space in these past works was rather limited. To the best of our knowledge, the largest active space in terms of the number of determinants [or configuration state functions (CSFs)] applied in analytic derivatives corresponds to 12 electrons in 12 orbitals (12e, 12o)20 or (12e, 11o).21 In the former calculation, the number of determinants was 853776 in GAMESS-US.

This severe limitation on the active space size is due to the full configuration interaction (CI), or complete active space (CAS), treatment in the active space, and the limitation is even more severe for subsequent post-CASSCF approaches. The formal computational cost of CAS treatment grows as a factorial, and higher-order reduced density matrices are needed in post-CASSCF calculations if the internal contraction scheme is applied. The situation is worse for analytic derivatives of MRPTs because one has to Contracts that formally scale as $N_{CSF}^6N_{act}^6$ or $N_{CSF}^8N_{act}^8$ (a power of eight for NEVPT2), where $N_{CSF}$ and $N_{act}$ are the number of CSFs (or determinants) and the number of active orbitals, respectively. Thus, one must carefully develop a computationally and memory efficient algorithm24 to allow larger active spaces.

One solution to this factorial growth is to employ restricted active space (RAS)22 SCF references followed by perturbation theory [i.e., restricted active space second-order perturbation theory (RASPT2)].23,24 In RASSCF, the active space is first partitioned into three subspaces: RAS1, RAS2, and RAS3. The RAS2 space is treated as the CAS space, and full CI is performed. In RAS1 and RAS3, the number of holes and the number of electrons are limited by setting
maximum values. As a result, the number of CSFs or determinants for the RAS is much smaller than that for the corresponding CAS. Using this approach, an initial RASPT2 study was conducted with an active space as large as (28e, 32o).\textsuperscript{24} Similar approximate CAS treatments for MRPTs have been developed for MCQDPT, including the quasi-CAS QDPT,\textsuperscript{25} general MCQDPT,\textsuperscript{26} and occupation-restricted multiple active space (ORMAS) PT\textsuperscript{+} methods. One important difference between these QDPT-based methods and RASPT2 is the inclusion of the fully internal excitations (perturbative two-electron excitations within the active space): to date, developed RASPT2 methods do not consider these excitations, primarily because of the complications resulting from the internal contraction. The RASPT2 implementation by Celani and Werner in MOLPRO\textsuperscript{26} includes the fully internal excitations, but this excitation class is not internally contracted. Another famous CAS-based approach combines the density-matrix renormalization group (DMRG) with MRPT (DMRG-CASPT2).\textsuperscript{28}

This paper describes the development of analytic gradients for fully internally contracted single-state RASPT2 along with CASPT2. The developed method is applied to typical \( \pi \)-rich molecules, and calculations are performed with active spaces containing up to 20 electrons in 20 orbitals.

II. METHODS

CASSCF and CASPT2 are the special cases of RASSCF and RASPT2, respectively. Thus, here, we focus on RASSCF and RASPT2 as general cases. In this section, \( p, q, r, \) and \( s \) refer to general orbitals, \( i \) and \( j \) refer to inactive (doubly occupied) orbitals, \( t \) and \( u \) refer to active orbitals, \( a \) and \( b \) refer to secondary (virtual) orbitals, and \( \phi \) and \( \chi \) refer to internally contracted bases.

This section does not provide the full details of algorithm development; rather, it provides an outline of the algorithm and highlights a few differences between the analytic derivatives of CASPT2 and RASPT2 because many equations are equivalent to those presented in earlier studies for CASPT2. For details, see Refs. 16, 17, 19, and 29.

A. RASPT2 energy

In RASPT2, the zeroth-order Hamiltonian is defined by

\[ H^{(0)} = \hat{P}f\hat{P} + Q\hat{F}Q, \]

where \( \hat{P} = |0\rangle \langle 0| \) (\( |0\rangle \) is a reference state obtained by SCF) is the projector on the reference space and \( \hat{Q} \) is the complementary projector. The Fock operator is defined by

\[ \hat{F} = \sum_{pq} f_{pq} \hat{E}_{pq}, \]

where \( \hat{E} \) is the one-electron spin-averaged excitation operator and \( f_{pq} \) is the Fock matrix,

\[ f_{pq} = h_{pq} + \sum_{rs} \left( \langle pr|qs \rangle - \frac{1}{2} \langle pr|qs \rangle \right) D_{rs}^{\text{SA}} \]

with \( D_{rs}^{\text{SA}} \) being the state-averaged one-electron density matrix. Analyzing the structure of the Fock operator [Eq. (2)] shows that it consists of 25 blocks generated by the combinations of inactive, active (RAS1, RAS2, and RAS3), and external orbitals for RASPT2 (or nine for CASPT2).

The (non-variational) second-order perturbation energy \( E^{(PT2)} \) is then obtained as a minimum of the Hylleraas functional

\[ E^{(PT2)} \min = E_2 = 2\langle \Psi(1)|\hat{H}|\Psi(0)\rangle + \langle \Psi(1)|\hat{H}(1) - E(0) + E_{\text{shift}}|\Psi(1)\rangle. \]

The zeroth-order wavefunction \( |\Psi(0)\rangle \) is obtained at the SCF level, and the first-order wavefunction \( |\Psi(1)\rangle \) is generally defined by operating two-electron excitations,

\[ |\Psi(1)\rangle = \sum_{pqrs} T_{pqrs} |pqrs\rangle |\Psi(0)\rangle. \]

In Eq. (5), \( T_{pqrs} \) is the amplitude of the excitation, which is obtained by solving the amplitude equation

\[ \frac{1}{2} \frac{\partial E_2}{\partial T_{pqrs}} = \langle \Phi_{pqrs}|\hat{H}|\Psi(0)\rangle + \langle \Phi_{pqrs}|\hat{H}(1) - E(0) + E_{\text{shift}}|\Psi(1)\rangle = 0, \]

where \( \Phi_{pqrs} \) is the doubly excited configuration. This equation is solved iteratively. In Eqs. (4) and (6), the real \( ^{\text{real}} \) and imaginary \( ^{\text{imaginary}} \) level-shift parameter values are collectively represented as \( E_{\text{shift}} \), which can be expressed as\textsuperscript{30,31}

\[ E_{\text{shift}} = E_{\text{shift}}^{\text{real}} + \left( E_{\text{shift}}^{\text{imaginary}} \right)^2, \]

where \( E_{\text{shift}}^{\text{real}} \) and \( E_{\text{shift}}^{\text{imaginary}} \) are provided as parameters and cannot be non-zero simultaneously and \( H(1)_{\text{D}} \) is the diagonal part of \( H(1) \). The RASPT2 energy is finally obtained as a sum of the RASSCF and PT2 energies: \( E^{\text{RASPT2}} = E^{\text{RASSCF}} + E^{\text{PT2}} \), where the unshifted second-order perturbation energy \( E^{\text{PT2}} \) is

\[ E^{PT2} = 2\langle \Psi(1)|\hat{H}|\Psi(0)\rangle + \langle \Psi(1)|\hat{H}(1) - E(0)|\Psi(1)\rangle, \]

\( E^{PT2} \) coincides with \( E^{(PT2)} \) only when both the real and imaginary level-shift values are zero. Strictly speaking, the above equations must be formulated with indices of the internally contracted basis and distinguish singlet and triplet excitations, making this method more complicated. For further discussion, see Refs. 6, 7, and 32.

B. First-order derivatives

Since the RASPT2 energies are not variational with respect to the changes in wavefunction parameters, analytic derivatives of the energies are needed for the evaluation of the response (derivative) of the wavefunction parameters. As in earlier studies, the first-order derivatives of the RASPT2 energies in this study were evaluated using the Lagrangian approach.\textsuperscript{33} At the first order, the equations derived using this approach are essentially equivalent to those derived by the Z-vector method.\textsuperscript{34}

First, we define the Lagrangian, which can be written as a sum of the RASSCF and the PT2 Lagrangians,

\[ \mathcal{L}^{\text{RASPT2}} = \mathcal{L}^{\text{RASSCF}} + \mathcal{L}^{\text{PT2}}. \]
The RASSCF Lagrangian $\mathcal{L}_{\text{RASSCF}}$ is defined as the sum of the RASSCF energy ($E_{\text{RASSCF}}$) and the constraint conditions imposed when solving the RASSCF equation,

$$\mathcal{L}_{\text{RASSCF}} = E_{\text{RASSCF}} + \frac{1}{2} \text{Tr} \left[Z(A - A^\dagger)\right] - \frac{1}{2} \text{Tr}[X(S - I)] + \sum_i \omega_i \left[\text{Z-vector} \left\{ |\Psi^0\rangle \right\} - \frac{1}{2} \chi_N (|N\rangle|N\rangle - 1) \right],$$

(10)

where the second term is the generalized Brillouin condition with the orbital gradient $A - A^\dagger$, the third term is the requirement for the orthonormalization of molecular orbitals (MOs) with the overlap matrix $S$ in the MO basis, and the fourth term is the CI condition. In the fourth term, $\omega_N$ is the weight in state averaging, $E_N^0$ is the RASSCF energy relevant to CI for state $N$, and $I$ is the CSF index. The Lagrangian multipliers ($Z$, $X$, $\omega$, and $x$) are determined by solving the following simultaneous equations, which is usually referred to as the Z-vector:

$$\frac{\partial \mathcal{L}_{\text{RASSCF}}}{\partial \alpha_{pq}} = 0, \quad \frac{\partial \mathcal{L}_{\text{RASSCF}}}{\partial c_{LN}} = 0,$$

(11)

where $\alpha_{pq}$ is the orbital rotation parameter and $c_{LN}$ is the CI coefficient. Details of the Z-vector or coupled-perturbed MCSCF equation can be found in Refs. 36 and 37. Once the Lagrangian multipliers are determined, one can compute the gradient of the energy as the partial derivative of the Lagrangian

$$\frac{dE_{\text{RASSCF}}}{d\alpha} = \frac{\partial \mathcal{L}_{\text{RASSCF}}}{\partial \alpha},$$

(12)

where $\alpha$ is the derivative parameter (nuclear coordinates). If the single state is employed, the first-order derivatives can be computed without solving the response equation.

The RASPT2 Lagrangian can be written as follows:

$$\mathcal{L}_{\text{RASPT2}} = \sum_i \mathcal{L}_{\text{PT2}}^i + \sum_{pqrs} \xi_{pqrs},$$

$$\times \left[ \langle \Phi_{pqrs} | H | \psi^0 \rangle \langle \Phi_{pqrs} | H | \psi^0 \rangle - E^0 \right]$$

$$+ \sum_{\text{correlation}} \sum_{i} \sum_{\text{active}} \sum_{j} Z_{ij},$$

(13)

The second term in Eq. (13) is the variational condition of the amplitude [Eq. (6)] with multiplier $\xi_{pqrs}$, and the third term is required for the frozen core approximation. $\mathcal{L}_{\text{PT2}}^i$ is the Lagrangian for the excitation class $s$, which corresponds to Eqs. (1a), (1b), . . . , and (1h) in Ref. 6 and is also defined by

$$\mathcal{L}_{\text{PT2}}^i = E_{\text{PT2}}^i - \sum_{\gamma \lambda} \xi_{\gamma \lambda} (\Lambda_{\gamma \lambda}^s - 1),$$

(14)

where $E_{\text{PT2}}^i$ is the perturbation energy from the excitation class $s$ ($E_{\text{PT2}}^i = \sum \mathcal{E}_{\text{PT2}}^i$) and $\Lambda_{\gamma \lambda}^s$ corresponds to Eq. (16) in Ref. 7 and is due to the orthonormalized overlap matrix in the internally contracted basis. An additional Lagrangian multiplier $\xi_{\gamma \lambda}$ is introduced, and it can be computed without iteration.

If the real or imaginary level-shift is employed, the unshifted second-order perturbation energy is no longer variational with respect to the changes in the amplitude because $\frac{\partial \mathcal{L}_{\text{RASSCF}}}{\partial \alpha_{pq}} = 0$, but $\frac{\partial \mathcal{L}_{\text{PT2}}}{\partial T_{pqrs}} \neq 0$. This non-variational property formally requires the evaluation of the derivative of the amplitude, but this evaluation can be avoided by solving a $\lambda$-equation, as in Refs. 19, 29, and 35, to determine the Lagrange multiplier $\lambda_{pqrs}$.

$$\frac{\partial \mathcal{L}_{\text{PT2}}}{\partial T_{pqrs}} = 2 \left[ \langle \Phi_{pqrs} | H | \psi^0 \rangle + \langle \Phi_{pqrs} | H | \psi^0 \rangle - E^0 \right]$$

$$+ \langle \Phi_{pqrs} | H | \psi^0 \rangle - E^0 + E_{\text{shift}} | \psi^0 \rangle = 0,$$

(15)

where $| \psi^0 \rangle = \sum_{pqrs} \lambda_{pqrs} | \Phi_{pqrs} \rangle$. This $\lambda$-equation is similar in structure to the amplitude equation [Eq. (6)], so it can be iteratively solved by following a similar procedure to the energy calculation.

Since the $Z$-vector equation has already been implemented in OpenMolcas both without and with the density-fitting approximation, the main task of this work is to construct the RASPT2 part of the "source term" of the $Z$-vector equation

$$Y_{pq} := \frac{\partial \mathcal{L}_{\text{PT2}}}{\partial \alpha_{pq}},$$

(16)

$$Y_{IN} := \frac{\partial \mathcal{L}_{\text{PT2}}}{\partial \chi_{IN}},$$

(17)

which are roughly equivalent to the "orbital Lagrangian" and the "configuration Lagrangian," respectively, in the author’s previous studies.18,40 Once all the Lagrangian multipliers are determined by solving the $Z$-vector equation, as in the case of the state-averaged RASSCF [Eq. (11), but where $\mathcal{L}_{\text{RASSCF}}$ is replaced with $\mathcal{L}_{\text{RASPT2}}$], the derivative of the RASPT2 energy can be evaluated by

$$\frac{dE_{\text{RASPT2}}}{d\alpha} = \frac{\partial \mathcal{L}_{\text{RASPT2}}}{\partial \alpha},$$

(18)

$Z_{ij}$ can be easily computed as

$$Z_{ij} = \frac{1}{2} \frac{Y_{ij} - Y_{ji}}{f_a - f_b}.$$

(19)

As stated earlier, most of the above equations are equivalent to those derived in previous developments of CASPT2.16,17,19,29 One major difference between the CAS and RAS references is the definition of the independent orbital rotations. Independent orbital rotations change the (electronic) energy. When the CAS reference is employed, the independent orbital rotation consists of three subspaces: inactive-active, inactive-external, and active-external blocks. In contrast, for the RAS reference, we need to consider three additional blocks: RAS1–RAS2, RAS1–RAS3, and RAS2–RAS3 blocks. The orbital rotation parameters in these additional blocks are optimized by solving the $Z$-vector equation. The difference is schematically explained in Fig. 1. The area with diagonal lines in white squares represents the independent orbital rotations for CASPT2.
For RASPT2, three additional blocks (gray areas) are considered. The other blank areas are either dependent or redundant (diagonal or off-diagonal blocks, respectively) orbital rotations. The density in the dependent part is constructed with the non-canonical approach\(^\text{41,42}\) because RASPT2 is an invariant theory with respect to rotations within each orbital block. An alternative approach for the active part (iterative) is outlined in Ref. \text{19}.

C. Implementations

The above equations, particularly Eqs. (16) and (17), were implemented in a local version of OpenMolcas.\(^\text{34,44}\) Although these equations are formulated based on the Lagrangian method, the actual implementation closely follows that of the equations derived by direct differentiation, as in Refs. \text{18} and \text{40}. The present implementation can employ the frozen core approximation (i.e., the chemically inert orbitals are neglected) and consider the real and imaginary level-shift. Electron-repulsion (two-electron) integrals can be evaluated conventionally or with the density-fitting approximation,\(^\text{43}\) but not with the Cholesky decomposition. The diagonal preconditioning for the active–active rotations in the Z-vector has not been implemented; thus, it was implemented according to Eq. (C.12e) in Ref. \text{46}.

If several states are averaged in the reference SCF calculation, the Fock operator may be defined using either the state-averaged or state-specific density matrices and molecular orbitals by canonicalizing the Fock matrix. By default, OpenMolcas employs the state-specific density matrix (except for XMS-CASPT2); however, the present implementation for analytic gradients is limited to the state-averaged density matrix [Eq. (3)]. As presented in Refs. \text{47} and \text{48}, the effect of this difference can sometimes be as large as 0.4–0.5 eV. However, the use of the state-specific density matrix can provide an additional source of non-invariance in multistate MRPTs;\(^\text{49}\) hence, the use of the state-averaged density matrix is likely favorable even at single-state MRPT levels for geometry optimizations.

III. COMPUTATIONAL DETAILS

All calculations were performed with a locally modified version of OpenMolcas.\(^\text{34,44}\) The frozen core approximation was always employed in the perturbation calculation. The cc-pVDZ basis set\(^\text{50,51}\) and the density-fitting approximation with the corresponding RI fitting auxiliary basis set taken from the EMSL basis set exchange\(^\text{22}\) were employed unless otherwise noted. The ionization potential–electron affinity shift\(^\text{52}\) was set to zero. No symmetry constraints were applied. A single node of a six-core E5-2643 v4 3.40-GHz processor with 48 GB of random-access memory was used to perform all calculations and measure all computational times.

It is useful to define the RAS. In this study, the nomenclature in Ref. \text{24} is employed: \((i \epsilon, j \delta)/\langle k \sigma, l \pi \rangle/\langle m \sigma, n \pi \rangle\), where \(i\) and \(j\) are the numbers of electrons and orbitals in the entire active space (RAS1+RAS2+RAS3), respectively; \(k\) and \(l\) are those in the RAS2 space, respectively; and \(m\) is the maximum number of electrons excited from RAS1 or into RAS3. Different from the nomenclature in Ref. \text{24}, the definition of the RAS2 space is explicitly written, even if \(k\) and \(l\) are zero. In this study, the numbers of MOs in RAS1 and RAS3 are always equal.

First, the accuracy of the implemented gradient is discussed using 1,3-butadiene and naphthalene optimized at the Hartree–Fock/cc-pVDZ level of theory. The five-point stencil method with displacement parameters of \(1.0 \times 10^{-2}\) and \(5.0 \times 10^{-2}\) bohrs for 1,3-butadiene and naphthalene, respectively, was employed to evaluate the numerical gradients. The lowest two states were averaged in all calculations.

Second, CASPT2 and RASPT2 with various active spaces were applied to trans-1,3,5,7,9,11-dodecahexaene (C\(_{12}\)H\(_{20}\)). The active space consisted of 12 electrons in 12 \(\pi\) orbitals (12e, 12o) in all calculations. The lowest two states were averaged with an imaginary shift of 0.2 i.

Finally, the developed methodology, RASPT2, was applied to dibenzopentalene derivatives \(2\) and \(4\) in Ref. \text{56}. As these two molecules have 16 and 20 electrons in the corresponding \(\pi\) orbitals, respectively, only RASPT2 calculations were performed, although it would be possible to employ small CASs. RAS(16e, 16o)/(4e, 4o)/2 and RAS(20e, 20o)/(4e, 4o)/2 were employed for \(2\) and \(4\), respectively. The lowest three states were averaged with an imaginary shift of 0.2 i.

The optimized coordinates of the trans-1,3,5,7,9,11-dodecahexaene and dibenzopentalene derivatives are provided in the supplementary material.

IV. RESULTS AND DISCUSSION

A. Accuracy of the implemented gradient

First, the accuracies of the implementations with CASPT2 and RASPT2 gradients are briefly presented by comparing the analytic and numerical (with a five-point stencil) gradients. Table \text{I} shows that the difference between the gradients is at most \(1.0 \times 10^{-3}\) a.u./bohr, indicating that the implemented gradients are sufficiently accurate. Here, three active spaces were employed for both species: CAS(4e, 4o), RAS(4e, 4o)/(0e, 0o)/2, and RAS(4e, 4o)/(2e, 2o)/1 for 1,3-butadiene and CAS(10e, 10o), RAS(10e, 10o)/(0e, 0o)/2, and RAS(10e, 10o)/(4e, 4o)/2 for naphthalene. The differences with the different active spaces are reasonably small, indicating that any active space may be employed so long as the reference RASSCF calculation converges. The use of the imaginary shift technique does not degrade the accuracy. Although analytic gradients with the real level-shift can be evaluated with the present implementation, they
The performance of RASPT2 against CASPT2 was evaluated using trans-1,3,5,7,9,11-dodecahexaene (C₁₂H₁₄). Geometry optimizations were performed with various partitionings of the active space, and the vertical excitation energies (E_{vert}^{AEE}) at the S₀ minimum, adiabatic excitation energies (E_{AEE}^{AEE}), and maximum deviations of the C–C bond lengths (as an indicator of the geometrical difference) were calculated. Note that the adiabatic excitation energy is the difference between the energies at the S₁ and S₀ minima, and the zero-point vibrational energy (ZPVE) correction was not considered.

Table II shows that the density-fitting approximation does not sacrifice the accuracy, as observed in Ref. 59. In terms of E_{vert} and E_{AEE}^{AEE}, the deviation is less than 0.001 eV, indicating negligible degradation. The difference in bond length is also negligible; the maximum deviation is only 5.00 × 10⁻⁵ Å.

The number of CSFs (N_{CSF}) is greatly reduced by employing RAS references. The computational cost for evaluating the partial derivative of the energy with respect to the CI coefficient (r_{CI}, Eq. 17) is almost proportional to N_{CSF}. Although the use of a very small number of CSFs, such as RAS(12e, 12o)/(0e, 0o)/2 or RAS(12e, 12o)/(2e, 2o)/2, is not appropriate, other RASs give reasonable agreement with the reference CAS result; the deviations in excitation energies and C–C bond lengths are less than 0.1 eV and 5.0 × 10⁻³ Å, respectively. Thus, either more than two electron excitations from RAS1 and into RAS3 or moderate RAS2 spaces should be employed to reasonably reproduce the corresponding CAS result.

The convergence of the SCF and Z-vector equation with the RASs is not as smooth as in the case with CAS; however, one should perform the CAS calculation. Even though these quasi-complete RASs yield the same energy as the corresponding CAS at the SCF level, they do not yield the same perturbation energy because the orbitals in the active space are canonicalized in each RAS; hence, the RASs yield a different set of canonical orbitals than the corresponding CAS.

Table I. Maximum differences (MAXDs) and root-mean-square (RMSDs) between analytic and numerical gradients in a.u./bohr for the ground state geometry.

<table>
<thead>
<tr>
<th>Active space</th>
<th>MAXD</th>
<th>RMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planar, 1,3-butadiene</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAS(4e, 4o)</td>
<td>4.16 × 10⁻⁶</td>
<td>2.38 × 10⁻⁶</td>
</tr>
<tr>
<td>CAS(4e, 4o)</td>
<td>1.53 × 10⁻⁷</td>
<td>7.81 × 10⁻⁸</td>
</tr>
<tr>
<td>RAS(4e, 4o)/(0e, 0o)/2</td>
<td>3.10 × 10⁻⁷</td>
<td>7.23 × 10⁻⁷</td>
</tr>
<tr>
<td>RAS(4e, 4o)/(2e, 2o)/1</td>
<td>2.59 × 10⁻⁷</td>
<td>1.13 × 10⁻⁷</td>
</tr>
<tr>
<td>Twisted, 1,3-butadiene</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAS(4e, 4o)</td>
<td>3.11 × 10⁻⁷</td>
<td>1.43 × 10⁻⁷</td>
</tr>
<tr>
<td>RAS(4e, 4o)/(0e, 0o)/2</td>
<td>4.09 × 10⁻⁷</td>
<td>8.18 × 10⁻⁷</td>
</tr>
<tr>
<td>RAS(4e, 4o)/(2e, 2o)/1</td>
<td>8.75 × 10⁻⁷</td>
<td>3.29 × 10⁻⁷</td>
</tr>
<tr>
<td>Naphthalene</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAS(10e, 10o)</td>
<td>6.32 × 10⁻⁶</td>
<td>2.68 × 10⁻⁶</td>
</tr>
<tr>
<td>RAS(10e, 10o)/(0e, 0o)/2</td>
<td>5.79 × 10⁻⁶</td>
<td>2.75 × 10⁻⁶</td>
</tr>
<tr>
<td>RAS(10e, 10o)/(4e, 4o)/2</td>
<td>9.01 × 10⁻⁶</td>
<td>5.43 × 10⁻⁶</td>
</tr>
</tbody>
</table>

Note that it is not possible to perform gradient calculations analytically with the present implementation using, for instance, RAS(4e, 4o)/(2e, 2o)/2 and RAS(4e, 4o)/(0e, 0o)/2 for 1,3-butadiene or RAS(10e, 10o)/(8e, 8o)/2 for naphthalene, which span the same variational space as CAS. In such a case, some of the orbital rotation parameters are linearly dependent on the configuration parameters; thus, the Z-vector equation does not converge. It may be possible to eliminate the linear dependency by eliminating orbital rotations,

<table>
<thead>
<tr>
<th>Partitioning</th>
<th>N_{CSF}</th>
<th>E_{vert}</th>
<th>E_{AEE}</th>
<th>Max</th>
<th>Max</th>
<th>t_{CI}</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAS(12e, 12o)</td>
<td>226 512</td>
<td>(3.385)</td>
<td>(2.615)</td>
<td>⋮</td>
<td>⋮</td>
<td>459</td>
</tr>
<tr>
<td>CAS(12e, 12o)</td>
<td>226 512</td>
<td>−0.001</td>
<td>0.000</td>
<td>5.00 × 10⁻⁵</td>
<td>5.00 × 10⁻⁵</td>
<td>463</td>
</tr>
<tr>
<td>RAS(12e, 12o)/(0e, 0o)/2</td>
<td>703</td>
<td>1.188</td>
<td>1.138</td>
<td>5.09 × 10⁻³</td>
<td>7.04 × 10⁻³</td>
<td>1</td>
</tr>
<tr>
<td>RAS(12e, 12o)/(0e, 0o)/4</td>
<td>28 278</td>
<td>0.038</td>
<td>0.044</td>
<td>8.80 × 10⁻⁴</td>
<td>1.39 × 10⁻³</td>
<td>41</td>
</tr>
<tr>
<td>RAS(12e, 12o)/(0e, 0o)/6</td>
<td>147 042</td>
<td>0.033</td>
<td>0.033</td>
<td>1.30 × 10⁻³</td>
<td>8.50 × 10⁻⁴</td>
<td>289</td>
</tr>
<tr>
<td>RAS(12e, 12o)/(2e, 2o)/2</td>
<td>202 852</td>
<td>0.535</td>
<td>0.466</td>
<td>4.21 × 10⁻³</td>
<td>8.35 × 10⁻³</td>
<td>3</td>
</tr>
<tr>
<td>RAS(12e, 12o)/(4e, 4o)/2</td>
<td>8 860</td>
<td>0.080</td>
<td>0.079</td>
<td>2.26 × 10⁻³</td>
<td>2.76 × 10⁻³</td>
<td>16</td>
</tr>
<tr>
<td>RAS(12e, 12o)/(6e, 6o)/2</td>
<td>36 148</td>
<td>0.041</td>
<td>0.038</td>
<td>1.19 × 10⁻³</td>
<td>1.47 × 10⁻³</td>
<td>61</td>
</tr>
<tr>
<td>RAS(12e, 12o)/(8e, 8o)/2</td>
<td>115 548</td>
<td>0.017</td>
<td>0.018</td>
<td>4.80 × 10⁻⁴</td>
<td>5.90 × 10⁻⁴</td>
<td>238</td>
</tr>
</tbody>
</table>

Note that it is not possible to perform gradient calculations analytically with the present implementation using, for instance, RAS(4e, 4o)/(2e, 2o)/2 and RAS(4e, 4o)/(0e, 0o)/2 for 1,3-butadiene or RAS(10e, 10o)/(8e, 8o)/2 for naphthalene, which span the same variational space as CAS. In such a case, some of the orbital rotation parameters are linearly dependent on the configuration parameters; thus, the Z-vector equation does not converge. It may be possible to eliminate the linear dependency by eliminating orbital rotations,
analytic derivatives can be efficiently evaluated with larger active spaces.

C. Calculations with larger active spaces

Using the developed method, it is possible to perform geometry optimizations with larger active spaces. As a demonstration, RASSCF and RASPT2 calculations were performed for dibenzopentalene derivatives$^{56}$ 2a and 4a (Fig. 2) with active spaces of RAS(16e, 16o)/(4e, 4o)/2 and RAS(20e, 20o)/(4e, 4o)/2, respectively. The initial structures were taken from Ref. 56 and optimized at the RB3LYP-D3/6-311G* level of theory. The adiabatic singlet–triplet energy gaps ($\Delta E_{ST} := E_S - E_T$ without ZPVE corrections) were then computed. The numerical results are summarized in Table III. The gaps computed with spin–flip noncolinear time-dependent density functional theory [SF-NC-TDDFT/6-311G(d) with the PBE50 functional] in Ref. 56 and at the UB3LYP/6-31G(d,p) and UBLYP/6-31G(d,p) levels of theory in Ref. 59 are also tabulated.

The numbers of CSFs for the RAS(20e, 20o)/(4e, 4o)/2 partitioning were 110,292 and 184,863 for the singlet and triplet states, respectively. Although these numbers are smaller than those for CAS(12e, 12o) reported in Subsection IV B, the required computational cost was much lower (approximately $f^3 = 7700$ s for the triplet state) due to the large number of active orbitals. Still, these calculations were doable on a single computer node. A comparison of RASSCF and RASPT2 indicates that RASSCF clearly overestimates the stability of the singlet state by over 5 kcal/mol. The final energy gap predicted with RASPT2 is similar to that for SF-NC-TDDFT/6-311G(d) (a difference of 3.83 kcal/mol), although the RASSCF and RASPT2 calculations predicted the singlet state to be more stable than the triplet state for 2a, in agreement with the UBLYP/6-31G(d,p) calculations. However, the energy gap is very small, making it difficult to determine the ground state. Even CASPT2 sometimes produces an error of 0.2–0.3 eV (~5 kcal/mol) relative to the experimental results.$^{59}$

In Ref. 56, the open-shell character is discussed with the diradical character, which was obtained from the occupation number of the lowest unoccupied natural orbitals.$^{56}$ For multiconfiguration methods, the open-shell character may be discussed based on the weight of the configuration. For the ground states of 2a and 4a, the contributions of the closed-shell configuration are 32% and 37%, respectively. Although the closed-shell contribution is slightly greater for 4a, the difference is small, and both derivatives have strong multiconfiguration character.

The presented result for $\Delta E_{ST}$ is not a definitive prediction. Considering the dependences of the computed properties on the size of the active space, the accuracy may not be satisfactory with the present definition of the RAS. Based on the error analysis presented in Table II, the present numerical result may deviate from the CAS(20e, 20o) result by a few kcal/mol. In addition, the use of the state-averaged density matrix in the Fock matrix may cause an observable difference.$^{7,48}$ Nevertheless, the present numerical result demonstrates that geometry optimizations with the (20e, 20o) active space can be performed using MRPT and the predicted gap is rather reasonable.

V. CONCLUSIONS

Analytic gradients of the single-state RASPT2 as well as CASPT2 methods were developed and implemented in a local version of OpenMolcas. Similar to previous CASPT2 developments,$^{16,17,19}$ the responses of the wavefunction parameters were evaluated by solving one linear Z-vector equation. The correctness of the implementation was shown by the comparison with numerical gradients. The performance of RASPT2 against CASPT2 was also investigated, demonstrating that a sensible partitioning of the active space in RASPT2 reproduces the corresponding CASPT2 result well. The present implementation can use active spaces with large sizes up to (20e, 20o); however, the RAS2 space and the maximum number of holes and electrons cannot be large.

CASPT2 and RASPT2 are not size-consistent. The properties that are computed in this study are not substantially affected by their size inconsistency because a single molecule is targeted. However, non-unimolecular properties such as binding energies may be affected by this inconsistency; thus, a special attention is required. According to Ref. 61, the size inconsistency of internally contracted CASPT2 seems to be small, but the error of RASPT2 may be larger and should be carefully evaluated. In the future, the use of the state-specific density matrix in the Fock matrix and (extended)$^{78}$ multi-state extension will be considered, including the conical intersection search as in Refs. 31, 39, 40, and 63. Moreover, algorithmic improvement is essential for practical use. The present implementation cannot use a large number of atomic orbitals (~400).

SUPPLEMENTARY MATERIAL

See the supplementary material for the optimized coordinates of trans-1,3,5,7,9,11-dodecahexaene and dibenzopentalene derivatives.

<table>
<thead>
<tr>
<th>2a</th>
<th>4a</th>
</tr>
</thead>
<tbody>
<tr>
<td>RASSCF</td>
<td>$-6.85$</td>
</tr>
<tr>
<td>RASPT2</td>
<td>$-1.35$</td>
</tr>
<tr>
<td>SF-NC-TDDFT$^{56}$</td>
<td>$2.48$</td>
</tr>
<tr>
<td>UB3LYP$^{59}$</td>
<td>$0.23$</td>
</tr>
<tr>
<td>UBLYP$^{59}$</td>
<td>$-1.50$</td>
</tr>
</tbody>
</table>

FIG. 2. Molecular structures of 2a and 4a
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