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ABSTRACT 

Understanding exciton diffusion properties in organic semiconductor films is crucial for organic 

solar cells because excitons need to diffuse to an electron donor/acceptor interface to dissociate 

into charges. We previously found that singlet excitons generated in the thin films of a novel 

naphthobisoxadiazole-based low-bandgap polymer PNOz4T exhibit two-dimensional exciton 

diffusion characteristics along the backbone and π-stacking directions owing to the HJ-aggregate 

property of PNOz4T. However, the diffusion constants along these directions could not be 

determined owing to the difficulty of data analysis. Herein, we present a detailed analysis based 

on a simulated annealing metaheuristic. We found that intrachain exciton motion can be faster than 

interchain hopping. Based on temperature dependence measurements, we found that exciton 

diffusion is more favorable at lower temperatures because the coherent component partly 

contributes to exciton motion. 
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The efficient transport of excitons generated in organic semiconducting films is crucial for 

organic solar cells because excitons need to diffuse to an electron donor/acceptor interface to 

dissociate into charges. The diffusion of singlet excitons in conjugated polymer films can be 

considered as a series of Förster energy transfers;1-4 thereby, interchain exciton hopping is 

presumed to be faster than intrachain hopping because the Förster mechanism is a long-range 

resonant energy transfer mediated by dipole–dipole interaction.5-8 This results in anisotropy of 

exciton diffusion in the crystalline domains of conjugated polymer films. For instance, we reported 

that singlet excitons generated in poly(3-hexylthiophene) (P3HT) crystalline domains 

predominantly diffuse along the π-stacking direction owing to greater interchain exciton 

coupling.9-11 

A novel low-bandgap polymer PNOz4T (the chemical structure is shown in Figure 1a) exhibits 

a strong tendency to form crystalline domains in thin films with a π-π stacking distance of 3.5 Å 

and lamellar distance of 22 Å.12,13 Recently, we found that PNOz4T is likely to form HJ-aggregates 

owing to the relatively high backbone planarity.14 We studied the exciton diffusion dynamics in 

pristine PNOz4T films using transient absorption (TA) spectroscopy. By analyzing the excitation 

fluence dependence of singlet exciton decay including singlet–singlet exciton annihilation (SSA), 

we revealed that singlet excitons generated in PNOz4T crystalline domains diffuse two-

dimensionally (2D) along the backbone and π-stacking directions. However, details of the 

diffusion properties, such as diffusion constants along both directions, have not been fully 

elucidated owing to the difficulty of data analysis. This is partly because there exists no simple 

analytical formula for the rate equation of exciton decay including SSA with anisotropic 2D 

diffusion because of symmetry reduction (see the Supporting Information for more details).  
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As an alternative approach, direct observation of exciton motion in well-ordered P3HT nanofibers 

using transient absorption microscopy (TAM) has been reported, wherein the authors found that a 

high diffusion constant of up to 1.1 ± 0.1 cm2 s−1 can be achieved in organic semiconductors.15 

The advantage of direct observation using TAM over conventional spatially averaged TA 

spectroscopy measurements is that it does not require any analytical models. In contrast, the 

application of TAM is limited to highly diffusive materials due to the limitation of spatial 

resolution. Therefore, quantifying the diffusion properties of materials with moderate diffusion 

constant still relies on analysis-based TA spectroscopy measurements, and hence improvement in 

TA data analysis is pivotal to gain more insights into the exciton diffusion dynamics in organic 

semiconductors. 

Herein, we applied a simulated annealing (SA) metaheuristic,16 which is a versatile and robust 

optimization method that can be applied to any complex optimization problem to overcome the 

so-called “local minima issue”. The SA metaheuristic enables us to reach a global minimum 

solution no matter how complex the objective function is, and no matter how difficult it is to 

provide a plausible initial condition for the optimization, which allows accurate analysis with 

minimal approximations that often oversimplify the phenomenon. We demonstrated a detailed 

analysis of the aforementioned complex anisotropic 2D exciton diffusion behavior of singlet 

excitons in PNOz4T thin films using a SA metaheuristic. We found that intrachain exciton motion 

can be faster than interchain hopping. Temperature dependence measurements revealed that 

exciton motion is more favorable at lower temperatures as opposed to the conventional Arrhenius-

type thermally activated diffusion observed in various conjugated polymer films. This thermally 

de-activated exciton diffusion behavior can be rationalized by taking into account the partial 

contribution of the coherent transport.17-21 
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Photophysical properties of PNOz4T. Before presenting a detailed analysis of the 2D 

diffusion properties, a brief summary of previous reports on the photophysical properties 

of PNOz4T is discussed. The experimental data presented here were obtained from our 

previous report.14 Figure 1b shows the temperature dependence of the photoluminescence 

(PL) intensity ratio I0–0/I0–1 of a pristine PNOz4T film, where I0–0 and I1–1 represent the PL 

intensities of the 0–0 and 0–1 emission bands, respectively. The I0–0/I0–1 value increases 

 

Figure 1. (a) Chemical structure of PNOz4T. (b) Temperature dependence of the PL intensity 

ratio I0–0/I0–1, where I0–0 and I1–1 represent the PL intensities of the 0–0 and 0–1 emission bands, 

respectively. (c) TA spectra of a pristine PNOz4T film. The excitation wavelength was set to 

750 nm with a fluence of 11 μJ cm−2. (d) Excitation fluence dependence of the exciton decay 

kinetics monitored at 1400 nm. Figures 1b–d are adapted with permission from ref. 14. 

Copyright 2020 American Chemical Society. 
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with a decrease in temperature until 150 K, and then decreases with a decrease in 

temperature below 150 K. This complex temperature dependence is a characteristic of the 

HJ-aggregate proposed by Spano et al., who considered intrachain interaction as J-coupling, 

whereas interchain interaction was described as H-coupling.22-27 In this model, the PL 

intensity ratio peaks at a threshold temperature as a coopetition between an H-like thermally 

activated term and a J-like thermally de-activated term. Therefore, we conclude that 

PNOz4T is likely to form HJ-aggregates owing to its relatively high backbone planarity. 

From the temperature dependence of the PL intensity ratio I0–0/I0–1, the intrachain exciton 

coupling Jintra is larger than the interchain coupling Jinter by a factor of ~2.8.14 

Figure 1c shows the TA spectra of the pristine PNOz4T film, wherein the broad photoinduced 

absorption band in the near-IR region observed immediately after photoexcitation is attributable 

to singlet excitons. Singlet excitons decay faster with the increase in excitation fluence (Figure 1d), 

indicating the contribution of SSA. In contrast, exciton decay is independent of the excitation 

fluence at later times (approximately >150 ps),14 indicating the absence of SSA. The intrinsic 

exciton lifetime τ at each temperature was determined by fitting the later time decay with an 

exponential function, as summarized in Table S1. 

Simulated annealing (SA). The rate equation for singlet excitons including SSA is given 

as 

d𝑛(𝑡)
d𝑡

= −𝑘𝑛(𝑡) −
1
2
𝛾(𝑡)𝑛(𝑡)! (1) 

where n(t), k, and γ(t) are the singlet exciton density at time t after photoexcitation, rate constant 

of monomolecular deactivation given by the inverse of τ, and rate coefficient of SSA, respectively. 

This equation is solved as 
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𝑛(𝑡) =
𝑛"exp(−𝑘𝑡)

1 + 𝑛"2 ∫ 𝛾(𝑡)exp(−𝑘𝑡)d𝑡#
"

(2) 

where n0 represents the exciton density at time 0. Because SSA is a diffusion-limited process, the 

rate coefficient γ(t) is strongly dependent on the diffusion properties of excitons. As described in 

the Supporting Information in detail, there exists no simple analytical formula for γ(t) for 

anisotropic 2D diffusion because of symmetry reduction, which is the origin of the difficulty of 

data analysis in our previous study.  

In the absence of a simple analytical formula, numerical approaches are usually applied, wherein 

gradient decent algorithms are often used for optimization. However, it is well-known that this 

often fails to provide the global minimum solution when the objective function is complicated 

because it is easily trapped at the local minima (Figure S2). Therefore, we used a SA metaheuristic 

in this study to obtain the global minimum solution of the complicated exciton diffusion dynamics. 

SA metaheuristic is an analogy of the annealing of solids in condensed matter physics in which a 

solid is heated in a heat bath by increasing the temperature of the heat bath at which all particles 

of the solid can arrange themselves in the liquid phase, followed by cooling by slowly decreasing 

the temperature of the heat bath. Through this approach, all the particles arrange themselves in the 

most stable state. SA metaheuristic mimics these procedures to approximate the global 

optimization of an objective function, as shown schematically in Figure 2.16,28-30 This method is 

based on the Metropolis–Hastings (MH) algorithm in the framework of the Markov chain Monte 

Carlo (MCMC) method for obtaining random ensembles from a (complicated) probability 

distribution.31,32  

 The algorithm proceeds as follows: First, we set an initial N-dimensional vector w and an objective 

function f(w). In this study, w = (Dx,Dy,R) and f(w) is  



 8 

𝑓(𝑤) = 3𝑛$%&'. − 𝑛)*+)'.(𝑤)4
, ∙ 𝐿 ∙ 3𝑛$%&'. − 𝑛)*+)'.(𝑤)4 (3) 

where XT denotes the transpose matrix of X, Dx and Dy are the diffusion constants along the x- and 

y-axes, respectively, R is the effective reaction radius of singlet excitons, 𝑛$%&'. ∈ ℝ-  is the 

experimentally observed exciton density, and 𝑛)*+)'. ∈ ℝ- is the calculated exciton density using 

 

Figure 2. Schematic showing a simulated annealing (SA) metaheuristic. At each step, the SA 

metaheuristic proposes a new state θ from the vicinity of the current state w. When the objective 

function, i.e., energy, of the proposed state is lower than that of the current state, the proposed 

state will always be accepted to move (transition probability p = 1), as in the case of the 

conventional gradient descent algorithm. On the other hand, unlike in the gradient descent 

algorithm, the proposed state will be accepted with a probability of exp(−ΔE/T) even when the 

energy of the proposed state is higher than that of the current state. This enables it to be de-

trapped from the local minima if the temperature is sufficiently high. In contrast, the acceptance 

probability of uphill transition will be decreased with the decrease in temperature. Gradually 

lowering the temperature will eventually ensure that the uphill transition is almost rejected, and 

the SA metaheuristic behaves like the conventional gradient descent algorithm, at which time 

the initial state would already be in the vicinity of the destination, allowing it to reach the global 

minimum. 
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Equation 2,9,14,33 where γ(t) obtained by the 2D diffusion model with an input parameter w is used 

(see the Supporting Information for more details). 𝐿 ∈ ℝ-×- is a diagonal matrix; each element 

of L is the inverse of the square of nobsd. to normalize widely varying values.  

Then, the algorithm constructs a sample sequence of a Markov chain as follows (details can be 

found in the Supporting Information, Scheme S1): 

I. Propose a new vector θ in the vicinity of w. Here, we used a random walk method to generate 

θ, where θ is given by 

𝜗 = 𝑤 + 𝛿 (4) 

where the range of the steady distribution of δ can be different for each parameter. 

II. Calculate the difference in the objective function. Here, we refer to the “energy” difference 

ΔE as an analogy of condensed matter physics, where the word “energy” is italicized to 

distinguish it from the energy in the real world.  ΔE is expressed as 

∆𝐸 = 𝑓(𝜗) − 𝑓(𝑤) (5) 

III. Perform the Metropolis test in which the proposed vector θ will be accepted as a new w for 

the next iteration with a probability of min(1,exp(−ΔE/T)), where T is the “temperature” 

(italicized as well to distinguish it from the absolute temperature in the real world). In other 

words, the proposed vector θ will always be accepted when ΔE ≦ 0, as in the case of the 

gradient descent algorithm. On the other hand, unlike in the gradient descent algorithm, the 

proposed vector will be accepted with a probability of exp(−ΔE/T) even when ΔE > 0, which 

enables it to be de-trapped from a local minimum if T is sufficiently high. 

IV. Iterate (I)–(III) a certain number of times to obtain a probability density function (PDF) and 

find the temporal best solution, which is used as an initial vector for the next step. 
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V. Decrease the temperature according to a cooling schedule and restart the above algorithm with 

the initial vector obtained in step (IV). 

VI. As the temperature decreases, so does the frequency of acceptance; therefore, we expect to 

reach a global minimum of f(w) as the temperature approaches 0. 

Applying this algorithm to the n(t) curve gives an optimized solution of (Dx,Dy,R). Note that R 

was determined to be 3.5 nm for 294 K and 235 K (vide infra); thereby, R was fixed as this value 

at lower temperatures because exciton diffusion along the π-stacking direction is suppressed at 

lower temperatures (vide infra), resulting in quasi-1D diffusion, which is undesirable to determine 

D and R simultaneously because the rate equation then becomes an underdetermined system. 

Two-dimensional singlet exciton diffusion. Figure 3 shows the time evolution of the 

exciton density n(t) and annihilation rate coefficient γ(t) calculated using the best solution 

of (Dx,Dy,R) obtained from the SA optimization. The obtained γ(t) can well reproduce the 

experimentally obtained n(t). It is worth noting that γ(t) obtained in this study is almost 

identical to that obtained in our previous study using a genetic algorithm (GA)34 (Figure 

S6). In our previous study, we performed a reverse analysis using a GA in which the 

algorithm explores the best solution of γ(t) that successfully reproduces the experimental 

decay curve without any assumption about the diffusion properties. The good agreement 

between the two γ(t) indicates that the SA approach with the 2D diffusion model 

successfully reproduced the diffusion behavior of singlet excitons in PNOz4T films. From 

the optimization, we obtained Dh of 9.8 × 10−3 cm2 s−1, Dl of 7.7 × 10−3 cm2 s−1, and R of 

3.5 nm, where Dh (Dl) is the diffusion constant of the faster (slower) direction. It is worth 

noting that, since there exists no robust method for determining R, its value is usually 

assumed and hence can be a significant source of uncertainty.35,36 In contrast, the effective 
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reaction radius R is a fitting parameter in this algorithm, which means that the SA algorithm 

enables us to analyze the exciton decay kinetics without any assumptions for R (further 

discussion can be found in the Supporting Information). Another important advantage of 

this algorithm is its robustness: the algorithm always reaches the global minimum solution 

irrespective of the initial condition (see the Supporting Information for more details). 

Interestingly, the diffusion constants of the two directions are almost identical at room 

temperature (294 K), indicating that intrachain exciton motion can compete with that in the 

π-stacking direction in PNOz4T films, unlike the result in previous studies, as mentioned 

above.  

 

Figure 3. (a) Measured (black) and reproduced (blue) exciton decay kinetics. (b) Annihilation 

rate coefficient γ(t) calculated using the optimized parameters w. The broken line represents the 

t−1/2 dependence as a guide for the eye (see the Supporting Information). 
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Temperature dependence of singlet exciton diffusion. Figure 4 shows the Arrhenius plot 

for the diffusion constants of the two directions extracted from the SA approach (n(t) curve 

for each temperature can be found in the Supporting Information, Figure S7) and diffusion 

lengths obtained using D and τ. Dl decreased rapidly with the decrease in temperature. Such 

thermally activated diffusion characteristic is typical for conjugated polymers, as reported 

previously.37 By applying Arrhenius fit with Equation 6, the activation energy Ea for Dl was 

determined to be ~53 meV.  

 

Figure 4. Temperature dependence of the (a) diffusion constant and (b) diffusion length. Closed 

triangles and open squares are slightly shifted horizontally to prevent overlap. Lh and Ll 

represent the diffusion length along the faster and slower directions, defined as Lh,l = (Dh,lτ)0.5. 

L2D is the 2D diffusion length, defined as L2D2 = Lh2 + Ll2. 
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𝐷/(𝑇) ∝ exp D−
𝐸*
𝑘0𝑇

E (6) 

Interestingly, Dh increased with the decrease in temperature until T >188 K and remained 

almost constant at lower temperatures. The peak Dh value is 24.9 × 10−3 cm2 s−1 at 188 K, 

which is one order of magnitude larger than typical values for conjugated polymers2 and 

similar to those of recent novel nonfullerene acceptors.38-40 As a result, the diffusion length 

of excitons increases at low temperatures.  

The question remained of the direction in which the diffusion is faster. An important 

finding from our previous study,14 wherein we examined the temperature dependence of 

exciton decay generated in PNOz4T nanofibrils, is that the diffusion along the π-stacking 

direction is suppressed owing to spatial confinement (see the Supporting Information for 

more details). Interestingly, exciton decay kinetics in PNOz4T nanofibrils are less sensitive 

to temperature. Therefore, although there is currently no definitive experimental evidence, 

we presume that temperature-insensitive Dh represents the diffusion constant for the 

backbone direction and temperature-sensitive Dl for the π-stacking direction. We hope that 

an ongoing study will determine the direction. In the ongoing study, various conjugated 

polymer films with systematically controlled intra- and interchain exciton couplings were 

prepared, and the exciton dynamics were measured. Although we are still performing a 

detailed analysis, we have captured the systematic changes in diffusion dynamics 

depending on the exciton couplings. We will present these results as a separate paper 

because the main aim of the present study is to demonstrate the SA metaheuristic for exciton 

diffusion analysis. 

Importantly, the temperature dependence for the faster direction cannot be rationalized by 

the Förster mechanism because the overlap integral between the absorption and PL spectra 
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decreases with a decrease in temperature (Figure S8). Instead, the efficient exciton motion 

at low temperatures is similar to the coherent transport of excitons. The coherent transport 

of singlet excitons in semiconducting polymers has been experimentally and theoretically 

investigated.17-21 At low temperatures, the excitonic density of states becomes narrower 

because the disorder induced by molecular vibration decreases, resulting in an increase in 

the coherent component to exciton motion.  

In summary, we demonstrated a detailed analysis of exciton diffusion properties using a 

SA metaheuristic with a 2D diffusion model. The anisotropic exciton diffusion properties 

were successfully revealed by the SA algorithm. We revealed that intrachain exciton 

diffusion can compete with that in the π-stacking direction in PNOz4T films with HJ-

aggregate property. Exciton motion along the faster direction cannot be rationalized by a 

simple hopping picture. Based on the temperature dependence of the diffusion constant, we 

consider that coherent transport partly contributes to the exciton motion. As a result, the 

diffusion length is longer at low temperatures. To the best of our knowledge, this study is 

the first to provide clear evidence of thermally de-activated exciton diffusion in semi-

crystalline conjugated polymer films.  
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Analytical model 

The rate equation for singlet excitons including SSA is given as 

d𝑛(𝑡)
d𝑡

= −𝑘𝑛(𝑡) −
1
2
𝛾(𝑡)𝑛(𝑡)! (S1) 

where n(t), k, and γ(t) are the singlet exciton density at time t after photoexcitation, rate constant of 

monomolecular deactivation given by the inverse of the exciton lifetime τ, and rate coefficient of SSA, 

respectively. This equation is solved as 

𝑛(𝑡) =
𝑛"exp(−𝑘𝑡)

1 + #!
! ∫ 𝛾(𝑡)exp(−𝑘𝑡)d𝑡$

"

(S2) 

where n0 represents the exciton density at time 0.  

Because SSA is a diffusion-limited process, the rate coefficient γ(t) is strongly dependent on the diffusion 

properties of excitons. γ(t) is a function of the dimensionality of exciton diffusion, as summarized in our 

previous study.S1,S2 For instance, γ(t) in three-dimensional (3D) and one-dimensional (1D) systems are given 

as  

𝛾%&(𝑡) = 8𝜋𝐷𝑅 61 +
𝑅

√2𝜋𝐷𝑡
8 (S3) 

𝛾'&(𝑡) = 4𝜋𝐷𝑅
𝑅

√2𝜋𝐷𝑡
(S4) 

where D is the diffusion constant and R is the effective reaction radius. This means that γ(t) approaches a time-

independent formula, γ3D = 8πDR, when t >> R2/(2πD) for the 3D system whereas it exhibits t−1/2 dependence 

over the entire time domain in the 1D system. By substituting Equations S3 and S4 into S2, we obtain a simple 

analytical formula for n(t); hence, we can successfully evaluate the diffusion properties using Equations S2–

S4 for 3D and 1D diffusion systems. 

In contrast, the situation is more complicated for the 2D system because of symmetry reduction.S3 γ(t) for the 

isotropic 2D system is given as 

𝛾()*!&(𝑡) =
8𝐷𝑅
𝜋

; exp(−𝐷𝑢!𝑡)
𝑑𝑢

𝑢[𝐽"!(𝑢𝑅) + 𝑌"!(𝑢𝑅)]

+

"
(S5) 

where J0 and Y0 are the zero-order Bessel functions of the first and second kind, respectively. The situation is 

more complicated if we consider anisotropic 2D diffusion, wherein the diffusion constants along the two 

directions are different. Therefore, in this study, we used a numerical 2D diffusion model given below, instead 

of an analytical formula. 
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The associated diffusion equation is given as 

𝜕𝑛(𝑥, 𝑦, 𝑡)
𝜕𝑡

= 𝐷,
𝜕!𝑛(𝑥, 𝑦, 𝑡)

𝜕𝑥!
+𝐷-

𝜕!𝑛(𝑥, 𝑦, 𝑡)
𝜕𝑦!

(S6) 

where n(x,y,t) is the exciton density at location (x,y) and time t. Dx and Dy represent the diffusion constants 

along the x- and y-axes, respectively. In this study, we used an explicit method to solve the above equation. 

Applying finite difference approximation yields 

𝑢.,012'−𝑢.,01

Δ𝑡
= 𝐷,

𝑢.2',01 −2𝑢.,01 + 𝑢.3',01

(Δ𝑎)!
+𝐷-

𝑢.,02'1 −2𝑢.,01 + 𝑢.,03'1

(Δ𝑎)!
(S7) 

where ui,jk is the discrete function representing the exciton density at the i,j-th lattice at time step k. 

Thus, ui,jk
+1 can be expressed as 

𝑢.,012' = 𝑢.,01 +
𝐷,Δ𝑡
(Δ𝑎)!

K𝑢.2',01 −2𝑢.,01 + 𝑢.3',01 L +
𝐷-Δ𝑡
(Δ𝑎)!

K𝑢.,02'1 −2𝑢.,01 + 𝑢.,03'1 L (S8) 

Equation S8 was numerically solved with a given variable set (Dx,Dy,R). A 2D grid with a length of 50 nm and 

Δa of 0.5 nm was used. Δt was set as Δt = Δa2/2(Dx+Dy) to satisfy the stability condition. The exciton density 

was always 0 inside the lattice with a reaction radius of R (Dirichlet boundary condition), whereas the 

Neumann boundary condition (dn/dt = 0) was used for other boundaries (Figure S1).  

γ(t) is associated with the flux of excitons Jx,y and the reaction cross-section S as  

𝛾!&(𝑡) = −
𝑆
𝑛"
K𝐽, + 𝐽-L =

8𝑅!

𝑛"
N𝐷,

𝜕𝑛(𝑥, 𝑦, 𝑡)
𝜕𝑥 +𝐷-

𝜕𝑛(𝑥, 𝑦, 𝑡)
𝜕𝑦 O 			𝑠. 𝑡.		𝑥 = 𝑦 = 𝑅 (S9). 

 

 
Figure S1. Schematic showing the 2D grid wherein excitons move in the X and Y directions. The exciton 

density is always 0 inside the white square with a length of R, whereas the Neumann boundary condition (dn/dt 

= 0) is used for other boundaries.  
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Temperature dependence of intrinsic exciton lifetime 

The exciton lifetime τ in the absence of SSA at each temperature was determined by excitation fluence 

independent decay at later times by fitting with an exponential function, as summarized in Table S1. 

 

Table S1. Intrinsic exciton lifetime at each temperature. 
Temperature 

(K) 
Lifetime 

(ps) 

294 230 

235 250 

188 270 

155 290 

120 320 

100 350 

86 370 

78 380 

 

  



S5 

Local minima issue for the gradient decent algorithm 

Figure S2 shows the histograms of the optimized parameters obtained using a gradient descent algorithm with 

random initial conditions. As mentioned in the main text, this algorithm fails to provide a robust solution. 

 

Figure S2. Histogram of (a) Dh, (b) Dl, (c) R, and (d) objective function f. The initial parameters of Dh, Dl, and 

R were randomly selected in the range of 0–50 × 10−3 cm2 s−1, 0–50 × 10−3 cm2 s−1, and 0–10 nm for Dh, Dl, 

and R, respectively. We calculated 104 data sets to obtain these histograms. 
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Workflow of SA algorithm 

Scheme S1 represents the workflow of the SA algorithm used in this study. At each step, the SA metaheuristic 

proposes a new state θ from the vicinity of the current state w. When the energy of the proposed state is lower 

than that of the current state, the proposed state will always be accepted. On the other hand, the proposed state 

will be accepted with a probability of exp(−ΔE/T) even when the energy of the proposed state is higher than 

that of the current state. Note that the proposed state will always be rejected when it contains negative values 

as it is physically meaningless. Gradually lowering the temperature will eventually ensure that the uphill 

transition is almost rejected, and the SA metaheuristic behaves like the conventional gradient descent algorithm, 

at which time the initial state would already be the vicinity of the destination, allowing it to reach the global 

minimum. Here, N threads of the computation run in parallel. In each thread, a Markov chain with a length of 

K × n was generated. Therefore, 100 × 3 × 32 ~104 ensembles were generated at each temperature. The initial 

temperature was set so that the acceptance ratio (AR) of the Metropolis test of the first iteration was >0.8. The 

stopping criterion was set so that AR is <0.01 (see Figure S3 for more details). The exponential multiplicative 

monotonic cooling was adopted as Tnew = 0.8 × T. In the random-walk Metropolis–Hastings (RWMH) 

algorithm, δj
k is randomly selected from the stationary distribution [−δj, δj], and the range of the steady 

distribution could be different for each parameter. 

 

 

 

Figure S3. (a) Acceptance ratio of the Metropolis test (AR) and (b) objective function f for each cycle. The 

initial temperature (T at Cycle 1) is set so that AR of the first iteration is >0.8. When AR is less than 0.05, f 

hardly changes; thereby the stopping criterion is set so that AR is <0.01. 
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Scheme S1. Schematic showing the (a) overall and (b) RWMH workflows of the SA algorithm. Here, 

N = 32, n = 3 (or 2 for low temperatures because R is fixed), and K = 100. 
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Figure S4. Histograms of Dh, Dl, and R in the Markov chain at each temperature. The insets in the bottom row 

are the enlarged view. 
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Robustness of SA algorithm 

We examined the robustness of the SA algorithm by performing two sets of validations. We used 

MATLAB R2021a with double precision to run the algorithm. First, we performed a SA analysis with 

a plausible initial condition and an extensively large iteration number of K = 1000 (condition 1, Table 

S2). Then, we examined the same analysis with two different initial conditions to demonstrate that the 

SA algorithm can always reach the global minimum irrespective of the initial condition. We selected 

two extremely ill initial conditions (conditions 2 and 3). The SA algorithm always converges to the 

same solution, even when we started from the ill conditions (Table S3). Next, we repeated the same 

calculation (conditions 4–8) with the same initial conditions of “condition 1” but with a smaller 

iteration number K. The SA algorithm again converges to almost the same solution. If we assume that 

the value obtained by “condition 1” as the true value, the maximum relative errors in the conditions 

4–8 are 0.13, 0.16, 1.8 × 10−3, and 5.5 × 10−5%, respectively, meaning that K = 100 is sufficient to 

obtain the robust solution when we start from a plausible initial condition. Therefore, we set K = 100 

for lower temperatures to reduce the computational effort. 

Table S2. Initial conditions. 

Condition Dh0 

(10−3 cm2 s−1) 
Dl0 

(10−3 cm2 s−1) 
R0 

(nm) 
Number of 
iteration K 

1 10 10 3.5 1000 
2 0.1 0.1 0.1 1000 
3 100 100 10 1000 
4 10 10 3.5 100 
5 10 10 3.5 100 
6 10 10 3.5 100 
7 10 10 3.5 100 
8 10 10 3.5 100 

 

Table S3. Robustness of SA algorithm. 

Condition Dh 

(10−3 cm2 s−1) 
Dl 

(10−3 cm2 s−1) 
R 

(nm) 
f 
 

1 9.82067047189678 7.72888859152443 3.49999412753973 0.361467637567055 
2 9.81808797386164 7.73124539243516 3.49999853617459 0.361467628167083 
3 9.81455067695460 7.73427895719002 3.49999456569898 0.361467650496503 
4 9.81271216937498 7.73595710324777 3.49998926054091 0.361467672370337 
5 9.82062882565569 7.72868914674232 3.49999887695914 0.361467631872672 
6 9.81499904100226 7.73489930589031 3.49996494014844 0.361467754168745 
7 9.82130219088652 7.72879307296208 3.49998987497244 0.361467653082073 
8 9.80752872062849 7.74107934606171 3.49992942746849 0.361467837521605 
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Effective reaction radius 

A major problem of the annihilation method for evaluating the diffusion constant is determining the effective 

reaction radius R. As mentioned in the main text, because there exists no robust method for determining R, its 

value is usually assumed, which can be a significant source of uncertainty. We previously proposed that R can 

be estimated based on the excitation fluence dependence of the initial TA signals.1 We reported that R is 3.4 

nm for P3HT. Direct observation of exciton diffusion using TAM has shown that this value is somewhat 

reasonable,S4 but can still be a source of uncertainty. Here, we compared the experimentally estimated R with 

that from the SA algorithm. Figure S5 shows the initial exciton density plotted against the excitation fluence 

Iex. The initial density increased linearly with the increase in Iex at low excitation fluences (red line). In contrast, 

the slope is as low as 1/2 at high excitation fluences (blue line). This behavior is attributable to SSA “without” 

exciton diffusion because excitons are overcrowded in the film. From the intersection of the two lines, the 

threshold exciton density was determined to be 6.2 × 1018 cm−3. R was estimated to be 3.4 nm by assuming 

excitons to be a sphere with a radius R. This value shows reasonable agreement with that obtained using the 

SA algorithm. (3.5 nm) This suggests that this method can be used as a rough estimation of R, but can still be 

a source of uncertainty. 

 

Figure S5. Log–log plots of the initial exciton density against the excitation fluence Iex. The solid lines 

represent fitting curves with a power-law equation ΔOD ∝ 𝐼456. 
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Coincidence of the extracted γ(t) 

 

Figure S6. Annihilation rate coefficients obtained in this study (blue) and our previous study (black)S3. 
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Temperature dependence 

 

Figure S7. Measured (black) and reproduced (colored) exciton decay kinetics at various temperatures. 

 

Table S4. Temperature dependence of each parameter. 
Temp. 

(K) 
Dh 

(10−3 cm2 s−1) 
Dl

 

(10−3 cm2 s−1) 
Dh+ Dl

 

(10−3 cm2 s−1) 
Lh 

(nm) 
Ll 

(nm) 
L2D 

(nm) 

294 9.8 7.7 17.5 15.0 13.3 20.1 

235 16.9 2.7 19.5 20.6 8.1 22.1 

188 24.9 1.0 25.9 25.9 5.3 26.4 

155 21.9 0.9 22.8 25.2 5.0 25.7 

120 22.6 0.2 22.8 26.9 2.3 27.0 

100 19.9 0.1 20.0 26.4 2.0 26.4 

86 21.1 (0.04)a 21.1 27.9 (1.2)a 28.0 

78 20.5 (0.01)a 20.5 27.9 (0.7)a 27.9 

a: The values in parentheses are too small to be reliable. 
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Exciton diffusion in PNOz4T nanoaggregate 

In our previous study, we performed TA measurements for PNOz4T in a chlorobenzene (CB) solution.S3 

PNOz4T does not fully dissolve in the CB solution because of poor solubility, but forms nanoaggregates in the 

CB solution, as reported previously.S5 Singlet excitons in the CB solution decayed faster with the increase in 

excitation fluence, which is an indication of SSA in nanoaggregates.  

The time dependence of γ(t) in the CB solution was clearly different from that of the film state even though 

there was no large difference in the absorption and PL spectra between them: γ(t) of the CB solution follows 

the t−1/2 dependence, suggesting 1D exciton diffusion. This result indicates that excitons in the nanoaggregates 

can diffuse in only one of the two directions. Because the PL spectra of the CB solution is consistent with that 

of the film state, the backbone planarity and effective conjugation length of PNOz4T in the nanoaggregates 

are supposed to be comparable to those of the film state. In other words, excitons would be able to diffuse 

along the backbone direction in the CB solution as in the case of the film state. Therefore, we consider that 

excitons in the nanoaggregates diffuse predominantly along the backbone direction and cannot diffuse along 

the π-stacking direction because of lack of a long-range order in the π-stacking direction.  

Strikingly, negligible temperature dependence was observed for the exciton decay kinetics in PNOz4T 

nanoaggregates. This temperature dependence cannot be rationalized by the activation energy of 53 meV 

obtained in this study for the slower diffusion constant Dl. Therefore, we presume that temperature insensitive 

diffusion (i.e., Dh) can be attributable to the exciton diffusion along the backbone direction. 
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Overlap integral 

Figure S8 shows the temperature dependence of the absorption and PL spectra. As clearly shown in the figure, 

the overlap between these spectra was decreased with the decrease in temperature. We calculated the overlap 

integral J as follows to ensure a more quantitative comparison: 

𝐽 = ;𝑃𝐿(𝜆) 𝐴𝑏𝑠. (𝜆)𝜆7d𝜆 (S10) 

where Abs.(λ) is the absorption coefficient and PL(λ) is the area normalized PL intensity. We found that J at 

294 K is approximately 1.6 times larger than that at 78 K. 

 

Figure S8. Temperature dependence of absorption and PL spectra. The sharp spike signal indicated by the 

arrow is an artifact from the equipment. 
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