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Abstract

The energy transition towards renewable energy will be a challenging task, and there will
be small factors that, when combined, could either hinder or push it forward. The Paris
Agreement and the United Nations Sustainable Development Goals (UN-SDG) have helped
promote renewable energy and contributed to the increase in renewable energy, particularly
wind and solar. Solar photovoltaics (PV) is enticing for many countries due to the ease of
deployment, and this has supported the increased installation globally. However, due to its
problems on intermittency and non-dispatchability, solar PV will face potential issues such
as unavailability, curtailment, and overproduction. Initially, the problem centered mainly on
the intermittency of solar PV, but recently, due to the increase in solar PV in the grid, the
issue of curtailment has emerged. In the future, solar PV capacity will reach a point where
the installed capacity will be beyond the peak demand in the region; thus, there will be no
demand for this energy production at peak generation days.

Japan has been increasing its solar PV capacity since the official launch of the Feed-in-Tariff
(FiT) in July 2012. By 2019, it has already reached its 7% solar PV annual generation
target, and the government has moved to increase the target further to 14%. However,
as early as October 2018, curtailment has been observed in the Kyushu region. Located
in the westernmost tip of the country, it is one of the regions leading the growth in solar
PV installation in the country. In FY 2018, the annual solar penetration rate in the region
was 9.46 %, and solar capacity is projected to grow further. Although other countries have
encountered this phenomenon, the isolated nature of Japan’s Electricity Grid presents a
more challenging issue due to the inability to trade with neighboring countries. In this
dissertation, Kyushu was used to represent Japan’s future grid since it has diverse energy
sources such as nuclear, coal, LNG, geothermal, biomass, wind, and a significantly large PV

capacity.

Under this premise, this dissertation aims to understand the potential, limitations, and
implications of incorporating other technology with solar PV to enable the region to transition
to carbon-neutral energy sources, thereby decarbonizing the electricity grid. The study
pursues this effort by first building an hourly Kyushu grid model that includes the generators
and demand in the region. Then, with this model, mathematical, machine learning, and
heuristic tools were used to explore future scenarios that involve high PV penetration. In all
these scenarios, the study optimizes the utilization of the existing and new generators while
ensuring the region’s energy balance. Finally, the study further analyzes the operational cost
of the whole grid to understand the financial impact of the changes.

In order to explore the potential pathways, the study first investigated the nature of cur-
tailment by reproducing it using known periodicity and statistical data. The demand and



solar PV generation were modeled using Fourier transform, and it proved to be viable with
around 3% error. The model was necessary for regions where hourly data is unavailable.
The study also highlighted that curtailment would mainly be a problem during the spring
and autumn. Furthermore, the results show that most curtailment will occur within a 6-hour
window from 9:00 to 15:00. These insights are crucial in exploring efforts that could reduce
curtailment, which energy planners must pursue to ensure the viability of additional solar

capacity.

Since the goal is to reduce carbon dioxide emissions, the study pursued the idea of decom-
missioning coal power plants by further increasing the PV capacity. Weather-based synthetic
energy demand and solar PV energy production were generated from historical data, which
were used to analyze the capability of PV to reduce the coal’s generation capacity. Results
show that solar PV needed LNG to reduce coal’s capacity. However, even with the support of
LNG, solar PV can only reduce the coal power plants’ generation capacity by 50%. It was
also discovered that solar PV could not reduce coal capacity beyond 12 GW solar capacity
(around 75% of daily peak demand), but it could still reduce the actual coal generation. In
both cases, this is due to the generation capacity of coal, which is necessary during peak
power consumption.

Following the idea that solar PV alone could not replace coal, the study then explored
complementary diurnal electricity storage to reduce curtailment and ensure the continued
viability of additional solar PV. Since electricity storage remains relatively expensive, the
study also investigated the appropriate timing of investing storage based on projected PV
growth rates. The study proposed a methodology that uses Monte Carlo random sampling
and a financial evaluation focusing on a planning horizon to accomplish this goal. The
results show the existence of a cost-optimal storage capacity growth trajectory that balances
the cost penalty from curtailment and the additional investment cost from storage. This
optimal trajectory reduces the impact of curtailment on the cost and utilizes more solar
energy potential.

As a follow-up on the idea of using diurnal storage, the study then investigated the potential
of using electric vehicles (EVs). EVs are appropriate in the case of Japan since previous
researchers showed that the general population seldomly uses their vehicles. The analysis
showed that 20 GWh was sufficient by 2031, which would require around 10% of Kyushu’s
passenger vehicles. Since additional capacity will only be beneficial during spring and
autumn, a further increase in the target is inappropriate. The logistics growth model showed
that the current adaption rate is insufficient. However, if the 20 GWh is achieved by 2031,
EV as mobile storage could keep the curtailment to around 10%-15%. Initially, the impact of
EVs on curtailment reduction is lower due to lower capacity. Thus, stalling the additional
capacity until further volume increases might be necessary to keep the curtailment below
10%. Finally, given the need for long-term storage and additional power generation capacity
to decommission coal and even LNG, the study pursued the idea of adding hydrogen power
generation in the energy mix. Since this entails a significant change in the composition of
the grid, the study used a Pareto Optimal Genetic Algorithm heuristic to evaluate various
combinations of hydrogen infrastructure and importation schemes. The heuristic is necessary



to reduce the number of scenarios. The results show the combination that minimizes the
capacity of hydrogen electrolyzers, tanks, and power generators and the necessary PV
capacity to produce local hydrogen. The import scenarios show the impact of importation on
the capacity of the hydrogen infrastructure. Through the additional hydrogen infrastructure,
coal can be decommissioned totally. However, in order to decarbonize the Kyushu grid fully,
it might be necessary to shift the dependence on LNG towards hydrogen.

From the viewpoint of the global discussion on energy transition, the Kyushu region can
represent Japan as it encapsulates the country’s characteristics, which have an isolated
electricity grid, temperate climate, and highly industrialized sectors. Kyushu’s isolated
electricity grid case could be comparable to South Korea, Taiwan, the Philippines, and
Hawaii since the connection to other electricity grids is limited. Therefore, the insights
gained in this study could be used in these electricity grids, especially in regions with similar
climates. Locally, the results could be a model for the Chugoku and Shikoku region since they
might soon face the same issues based on the PV penetration in FY 2020. From the modeling
perspective, the mathematical, machine learning, and heuristic tools used in this dissertation
could easily be adapted to countries with hourly data. In addition, the heuristics used in this
dissertation is crucial in discussing various changes in the grid if different priorities must be
explored prior to the final decision.

Overall, the dissertation aimed at understanding the potential, limitations, and implications
of various energy transition paths that are compatible with solar PV. The dissertation showed
that PV could be a driver for the energy transition, but it will need the support of other
technology to accomplish the decarbonization goals that will meet the Paris Agreement and
UN Sustainable Development Goals.
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Introduction

1.1 Energy Transition

“Even sand could pile up and become a mountain” speaks a lot about small efforts or problems
that could become bigger as it accumulates. The energy transition towards renewable energy
will be a challenging task, and there will be small factors that, when combined, could either
hinder or push it forward. In October 2016, the conditions for the entry into force of the
Paris Agreement were met, and it entered into force on 4 November 2016. Signatories to this
agreement agreed to submit a national climate plan to mitigate climate change by reducing
greenhouse gas emissions. Similarly, one of the United Nations Sustainable Development
Goals, established in 2015, is focused on affordable and clean energy. These two global
initiatives helped promote renewable energy, such as wind, solar, and biomass, in the energy
mix of several nations. As a result, several “green energy transition” initiatives are ongoing
in countries such as Germany and Denmark, and subnational jurisdictions such as California,
Scotland, and South Australia [6]. Besides these major players, more than 150 countries
have national targets for renewable energy in the power sector [7]. The colossal task of the
energy transition could be achieved when all these efforts are piled up together.

Change, although constant in human existence, is often challenging. This difficulty is
exacerbated by unknown or vague things when the change is demanded. Sovacool [8]
mentioned that there are several definitions for the energy transition, but it mainly surrounds
around changes in the fuel source or the prime mover. He added that there is no magic
formula for the energy transition since issues like scale, sociocultural, political, energy
sources, and existing infrastructure will influence the approach in the transition. Building on
previous energy transition, Gubler [9] said that persistence and continuity of policies will be
crucial since the transition will take time, and new knowledge must be nurtured over time.
He cautioned that balance in innovation portfolio and policies, as well as diversification,
would help in hedging on uncertainties.

Globally, REN21 reported that hydropower, solar PV, and wind dominate the current re-
newable portfolio [7]. Although it ranks as the highest contributor, hydropower has barely
increased recently while solar PV and wind increased by 139 GW and 93 GW in 2020,
respectively. York and Bell caution that the world might not be transitioning, but rather, it is
adding renewable energy into the energy mix [10]. They argued that during the transition
from biomass to coal and then to petroleum, the previous energy sources remained; thus, an
increase in the renewable energy capacity should be assessed carefully to ensure that it is
reducing fossil fuel use.
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Despite the recent victories in renewable energy installation, Sarrica et al. [11] raised the
issue that the human dimension of energy should be addressed as well. Stephenson et
al. created a conceptual framework focused on understanding the factors that influence
energy consumption behavior and identifying opportunities for behavior change [12]. In
this framework, the authors assumed that their energy behavior can be understood by
understanding a community’s cognitive norms, material culture, and energy practices. This
insight might also hold true for people’s receptiveness to changes in the energy sources as
part of the energy transition.

High PV Penetration

All these initiatives have contributed to the increasing solar photovoltaics (PV) installation
in the world, which grew from 138 GW to 760 GW from 2013 to 2020 [13]. In 2020,
there is significant PV penetration in Germany (10.5%), Greece (10.4%), Australia (9.9%),
Chile (9.8%), Italy (9.4%) and Japan (8.5%) [13]. Other countries might follow this trend,
but these countries should consider the technical issues of solar PV. In this study, high PV
penetration is framed relative to the impact of solar PV’s capacity on the operation of the
electricity grid. Therefore, this definition considers any electricity grid that could not operate
without changes to the business-as-usual operation as a high PV penetration electricity grid.
Such changes could involve the shutdown of existing generators or installing additional
infrastructure to accommodate the solar capacity.

In incorporating solar PV into the grid, energy planners will encounter three main issues
related to the capacity. First, solar is a variable energy source, and it is only available in
the daytime, which requires other energy sources to handle days with no solar energy and
provide energy during the evening. These characteristics are the main reason solar PV is
less reliable and unsuitable in directly replacing baseloads such as coal or nuclear energy.
Second, once a significant capacity is installed in the grid, the other generators have to adapt
to solar energy generation. The International Energy Agency (IEA) classifies the impact of
variable renewable energy (VRE) on the energy system’s operation into four phases [14].
Within the 4 phases, in Phase 2, there is minor to moderate impact on system operation, but
once a region or country reaches Phase 3, the renewable energy sources now determine the
operation pattern of the system. These characteristics complicate the energy balance that
the grid must meet at every instance of time. Finally, since solar capacity could be deployed
in a larger capacity relative to traditional energy sources, solar capacity will go beyond the
peak demand at some point in the adaption process. As a result, there will be no further
demand to utilize its peak power. Despite the potential wasted solar energy, Perez et al.
[15] argues that overbuilding is necessary to mitigate intermittency. These issues will be
encountered at different stages in the solar PV deployment.

At the current penetration rates of some countries, solar curtailment has started to become
a problem on top of the flexibility and variability issue of solar PV. Denholm et al. [16],
researchers from the US National Renewable Energy Laboratory, noticed a peculiar impact

Chapter 1 Introduction



on the shape of the demand after subtracting solar generation and published this observation
in February 2008. The California Independent System Operator later coined the term "duck
curve" to describe this phenomenon, given that the shape of the net load resembles a duck
as solar installation increases [17]. This curve highlights the necessary changes that the
flexible generators have to perform. First, the flexible generators should be able to ramp up
and down, and second, the minimum generation of these generators should be lower than
the “belly” of the “duck curve.” Solar curtailment has to be implemented if either of these
conditions is not satisfied. Curtailment generally happens when the flexible load is unable
to reduce production to compensate for the high volume of solar energy.

Several countries with high variable renewable energy installation are already experiencing
solar curtailment. The mismatch of PV supply and electricity demand and the limitation
of other sources to respond to rapid changes limits the large-scale integration of solar
PV [18], [19]. Possible solutions involve increasing the flexibility of other sources [6],
[18], transmission [6], [20] and energy storage [18], [21]. Alternative solutions involve
demand-side management [22]-[24] and installing PV to better match demand [21], [25].

Although the concept of flexibility has existed since the dawn of the electric power networks,
it was primarily designed to respond to changes in demand and potential system faults
[6]. In terms of flexibility, nuclear’s generation flexibility is limited by long ramp rate and
minimal output changes, and despite coal’s slightly more flexible generation, it still has to
maintain a certain minimum loading due to flame stability [18]. The intermittency of the
renewable energy source has caused added complexity in the system.

Strengthening the transmission grid helps in providing the diversity of resources through
a bigger geographical area, and it also provides the ability to send renewable energy from
areas with high concentrations of renewable energy towards the demand [6]. In addition,
power producers could also reduce the risk associated with their portfolios by distributing
their assets throughout a large geographical area to offset variations associated with local
weather changes [20].

Energy storage is seen to be the best solution to lessen the disadvantages of intermittent
energy sources against baseload generators [18]. PV systems connected to energy storage
can store excess production and discharge it as needed, thereby improving the match
between supply and demand [21]. By adding 4 to 8 hours of storage capacity, wind and
solar PV curtailment could be reduced significantly [26]. Despite it being the best option,
energy storage remains an expensive solution. However, recent cost projection shows that
the price might become cost-competitive soon [27].

In jurisdictions with high PV installation, such as Germany, California, and South Australia,
there is minimal solar curtailment, but Japan and Hawaii face unique situations [6]. The
electricity grid of the former is well-interconnected with neighboring countries and states [6];
thus, they are capable of trading excess energy to their neighbors. For instance, Germany
can sell their excess solar or buy nuclear energy depending on the needs of their grid. On
the other hand, Japan and Hawaii are isolated island nations and states with no trading
options during peak solar production. According to O'Shaughnessy, Cruce, and Xu [28],

1.2 High PV Penetration



1.3

1.3.1

4

Chile and China reported 6% and 3% annual curtailment in 2018 due to geographical
mismatch between supply and demand. The authors also compared the distributed nature of
the German PV deployment in contrast to concentrated utility-scale deployment in US states
like California, which has led to higher curtailment in California despite having relatively
the same market size. Hawaii’s case is on the extreme side since it is composed of several
islands with no interconnection, and a single cloud could have a significant impact on power
generation [29]. These specific scenarios show the distinctions of the problems faced by
different regions or countries. As Sovacool stated, there is no magic formula that will solve
all the problems in the energy transition [8]. Every scenario must be carefully studied prior
to actual deployment to mitigate the risks associated with renewable energy.

Japan’s case

National Case

In July 2018, the Government of Japan (GOJ) released Japan’s 5th Strategic Energy Plan.
GOJ reiterated its commitment to the projected energy mix for 2030, where fossil fuel-based
generation will be reduced to 46%, and renewable energy will comprise 22-24%, of which
solar energy will have a 7% contribution [30]. The Electric Power Companies, whose
jurisdiction is shown in Figure 1.1, have supported the strategic plan, and this has driven the
influx of solar PV installation in the grid through the FiT (Feed-in Tariff) scheme. The FiT
scheme was officially launched in July 2012 following the promulgation of the "Act on special
measures concerning procurement of electricity from renewable energy sources by electricity
utilities" in August 2011 [31]. The scheme subsidized both residential and commercial
energy producers [32] which ensured profitability of newly installed solar panels.

As seen in Figure 1.2, the PV capacity has drastically increased since 2012. As of March
2020, Japan has a total solar generation capacity of 54.4 GW. Tokyo has the most capacity at
around 13.5 GW, followed by Chugoku and Kyushu at around 9.5 GW each [5]. In FY 2019,
Japan generated almost 65 TWh through solar energy as seen in Figure 1.3. This generation
capacity is 7.3% of the annual demand of 880 TWh in that particular year. By FY 2020, this
penetration rate reached 8.3%, which shows that the target for solar was already achieved
for two consecutive years.

In October 2021, GOJ released the 6th Strategic Energy Plan, which further increased the
target share of renewable energy to 36-38%, of which solar now comprise 14-16%. The
target for hydropower, wind, and biomass also increased to 11%, 5%, and 5%, respectively.
Geothermal remains to be at 1%. This effectively brings down the thermal generators to
41%.
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Figure 1.1: Jurisdiction of the Electric Power Companies in Japan rendered using GIS data from [33].
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Figure 1.2: PV Capacity of Japan as of March 2020. Data was consolidated in [5].
1.3.2 Kyushu Region

The Kyushu region, located on the western tip of Japan, is one of the regions leading the
country’s solar PV generation. Although Tokyo and Chubu also have significant PV capacity,
since these two regions have higher demand, the consequences of high PV penetration are

1.3 Japan’s case
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Figure 1.3: Electricity Generation of Japan from PV. Data was consolidated from various Electric Power Company
listed by Organization for Cross-regional Coordination of Transmission Operators (OCCTO) in [34].

not yet felt. Tokyo and Chubu is also demand-driven, while Kyushu has relatively higher
solar potential and cheaper land cost, which are the main drivers in increasing solar PV
capacity in this region. As of early 2021, the Kyushu region has a total installed capacity of
10.1 GW, and the construction of additional plants that will increase this capacity further
to roughly 16 GW [35] by around 2027 is already approved. As a result, the share of solar
PV generation has been steadily increasing. Solar PV generation accounted for 7.0%, 8.6%,
9.5%, 10.1%, and 12.3% of the total yearly generation from FY 2016 to 2020 based on the
data published by the Kyushu Electric Power Company (KyEPCO) in [36].

However, Kyushu remains heavily dependent on thermal generation despite the increased
solar and nuclear, as seen in Figure 1.4. Thermal generation accounts for 72.6%, 69.8%,
53.8%, 51.2%, and 54.9% of the total yearly generation from FY 2016 to 2020 [36]. The
decrease is mainly attributed to the increase in nuclear generation. As of June 2018, Kyushu
restarted four of its six nuclear power plants (NPP) with a total capacity of 4.140 GW [37].
The other two power plants were permanently decommissioned. There is still an increasing
need for additional solar investment to reduce the dependence on thermal power plants
further. However, in October 2018, Kyushu was forced to curtail some solar production for
the first time, which is also the first time for the whole country, to meet the energy balance.
More curtailment occurred in March 2019, and it has been occurring seasonally.

In IEAs classification of renewable energy impact, Japan, as a country, is already in phase 2
where there is a minor to moderate impact on the system operation, whereas Kyushu, as
a region, was categorized as phase 3, where VRE determines the operation pattern of the
system [14]. This differentiation further shows that Kyushu is leading the country in terms
of solar PV penetration and is already facing issues ahead of the country. Therefore, Kyushu’s
situation lends itself as a viable case study in exploring the potential impact of solar energy
in reducing CO, emissions by replacing traditional energy sources with solar energy.

In this dissertation, Kyushu is used to represent Japan’s future grid scenario since it has
diverse energy sources such as nuclear, coal, LNG, geothermal, biomass, wind, and a
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Figure 1.4: Energy Production of Kyushu (visualized from Kyushu Electric Power Company’s data [36]).

significantly large PV capacity. The other regions will have similar generating capacity once
they restart their nuclear plants and install more PV capacity. Japan also publishes publicly
available data necessary to conduct an hourly energy balance simulation. Kyushu and the
corresponding energy data and model is further discussed in Section 2.

Objective

Hedging on solar PV to be able to lead the energy transition will be technically challenging
since this technology alone could not resolve the energy problems currently facing society.
However, solar has proven itself a viable champion to serve as the foundation of the energy
transition, especially in regions where wind and hydropower are either inadequate or
already exhausted. Due to its problems on intermittency and nondispatchability, solar PV
will have to rely on other technology to successfully decarbonize the grid. Such technology
should be able to handle current and potential issues such as unavailability, curtailment, and
overproduction. These complementary technologies must also be viable financially to ensure
the competitiveness of the whole system. The Kyushu region in Japan is a viable candidate
as a case study since it has already reached a penetration rate where the other technology
is adjusted to accommodate the solar PV generation and there is are plans to continuously
increase its solar PV capacity.

Under this premise, this dissertation aims to understand the potential, limitations, and
implications of incorporating other technology with solar PV to transition toward carbon-
neutral energy sources, thereby decarbonizing the electricity grid. The study pursues this
effort by first building an hourly grid model that includes the generators and demand in the
region. Then, with this model, mathematical, machine learning, and heuristic tools were
used to explore future scenarios that involve high PV penetration. In all these scenarios,
the study optimizes the utilization of the existing and new generators while ensuring the
region’s energy balance. Finally, the study further analyzes the operational cost of the whole
grid to understand the financial impact of the changes.

1.4 Objective



1.5 Thesis Structure

The overview and objective of the study was presented in Chapter 1. Further background of
the study is provided in Chapter 2, which provides additional information in relation to the
design and assumptions in Chapters 3 to 7. These chapters, where several complementary
technologies are analyzed, were structured to stand-alone.

Chapter 3 focuses on understanding the nature of curtailment by reproducing it using known
periodicity and statistical data. In this chapter, the main focus is increasing the solar PV
capacity and generating insights regarding the limitations of the current technology in
adapting to large PV capacity in the grid. Fourier transform is used to generalize the weekly
and daily fluctuations of the data.

Chapter 4 pursues the idea of decommissioning coal power plants by further increasing PV
capacity and increasing flexible generation. The impact of weather on demand and solar
PV generation is explored in this study to understand the risk of decommissioning coal
power plants. K-Means clustering is used to generate synthetic demand profiles based on
temperature and energy data, and this was used to generate the cases that the grid might
face. This chapter aims to provide insights on the current technical potential of solar PV
to reduce coal capacity in the grid and the corresponding increase in the cost of electricity
generation.

Chapter 5 investigates the optimal amount of storage that could minimize curtailment to
ensure the continued financial viability of solar PV. This study incorporates the gradual
deployment of solar PV and the appropriate complementary storage that could minimize
wasted solar generation. Monte Carlo random sampling and a financial evaluation focusing
on a planning horizon are used to go through various storage capacity growth trajectories.
This chapter mainly provides insights into the balance between the cost of wasted solar
energy and additional storage infrastructure.

Chapter 6 extends Chapter 5 and explores the potential of electric vehicles as storage to
reduce curtailment. This study looks into utilizing underutilized electric vehicles as storage
during periods of high excess solar PV production. Similar to Chapter 5, this study also
looks into the gradual increase in storage capacity by modeling the increase in the volume
of electric vehicles using the logistics growth model.

Chapter 7 explores the potential of hydrogen as the complementary technology for solar that
could potentially eliminate fossil-fuel-based power generation. This study navigates through
several potential configurations of hydrogen technology and additional infrastructure to
understand the technical limitations of these configurations. Since this configuration has
several parameters, this study uses a Pareto optimal genetic algorithm-based optimization
to identify and assess the configurations. This chapter provides insights into the additional
investment that could eliminate fossil fuels in the electricity grid.

Based on the insights gained from Chapters 3 to 7, Chapter 8 concludes the study by
summarizing the outcomes, generalizing the insights, and highlighting future works.

8 Chapter 1 Introduction



2.1

Background of the Study

This chapter discusses the common topics, ideas, assumptions, datasets, and tools discussed
throughout the rest of the paper. Specific datasets, equations, and tools are discussed in
the individual chapters to maintain the cohesiveness of the written material. Some of the
information in this section is repeated in the specific sections to provide easier access to the
information or add minor changes.

The Case of Kyushu

Kyushu Region, located in the western tip of Japan, has a total land area of 42,230 km?
[38] and a total population of around 10.2 million as of 2019 [39]. It is comprised of 7
administratively independent prefectures as shown in Figure 2.1. The region has thriving
tourism, construction, and manufacturing industries [39].

Figure 2.1: Map of Kyushu by Prefecture rendered using GIS data from [33].
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Similar to the rest of the country, there was a spike in solar PV installation from 2012 to
2014, which peaked in 2014 where 2 GW solar capacity was installed, mainly driven by the
FiT scheme. As seen in Figure 2.2, the region has continuously increased its PV capacity,
which is already around 10.1 GW as of March 2020 [35]. Consequently, this has contributed
to the increase in solar PV penetration in the region, as shown in Figure 2.3.

Along with the restart of the nuclear power plants in the region and the increase in solar
PV capacity, Kyushu had to curtail some solar PV electricity in October 2018. It occurred
again in March 2019 and has become a regular phenomenon during the spring and autumn.
Figure 2.4 shows the curtailment profile of Kyushu in March 2019. The area graph shows
the region’s total generation from various energy sources. Curtailment is necessary when
the overall demand (red line) is below the region’s generation capacity (area graph). The
overall demand includes the local Kyushu demand, the transmission, and the charging of the
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Figure 2.2: PV Capacity of Kyushu as of March 2020. Data was consolidated from [5] and [35].
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Figure 2.3: Annual Electricity Generation in Kyushu from FY 2016 to FY 2019. (a) shows the total electricty
generation and (b) highlights the share of non-carbon sources. Data from [36].
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Figure 2.4: Curtailment Profile in Kyushu in March 2019 (visualized from Kyushu Electric Power Company’s
data [36]). PHSupply refers to the period when the Pump Hydro storage is supply energy to the grid
while PHStore is when it is charging.

pump hydro. The curtailment’s magnitude (yellow line) reached 1 GW at peak curtailment
during the weekend. Moreover, the figure shows that the pump hydro storage (dark blue)
was charged, the transmission (dark green) was increased, and the thermal production
(brown) was reduced, but these efforts were insufficient to meet the energy balance. Recent
data from October 2019 and March 2020 also show curtailment. Curtailment will eventually
increase in frequency and magnitude since the installed solar capacity will continually grow
based on the approved solar power plant plans.

As observed in Figure 2.4, Kyushu has several mechanisms to reduce solar curtailment. It
mainly utilizes its transmission lines and pumped hydroelectric energy storage (PHES) to
use the excess energy whenever the other generators cannot reduce their production. The
Kanmon interconnection line connects the Kyushu region to the rest of the country via a 500
kv, 2.38 GW transmission line [40]. The region also has three hydroelectric power plants
(pure pump-storage) with a total generation capacity of 2.3 GW and 6 hours of storage [41].
This storage was initially designed to store excess energy from the nuclear power plant but
is now used to store energy during peak solar production and generate energy to support
the ramp rate of the thermal plants.

Kyushu can generate as much as 20 GW at peak generation; thus, its 2.38 GW transmission
capability to other regions is limited. Kyushu can then represents island nations with
geographically isolated electrical grids like the Philippines, Indonesia, and Hawaii, or
technologically isolated grids like South Korea. In this study, the transmission to the rest of
Japan is treated as local demand to simplify the analysis.

2.1 The Case of Kyushu
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Energy Data

From April 2016, the Electric Power Companies (EPCOs) in Japan were required to publish
their hourly data publicly, and the individual websites are listed by the Organization for
Cross-regional Coordination of Transmission Operators (OCCTO) in [34]. Focusing mainly
on the data relevant to Kyushu, the hourly information about generation, transmission,
and demand were collected from the website of Kyushu Electric Company [36]. In this
report, curtailment information is also available. Transmission is technically bi-directional,
but in practice, Kyushu mainly sends electricity to the rest of Japan; thus, transmission is
considered part of the total load. Pumped hydro storage is seen as both generator and load
depending on its operation. The published data does not include the specific distribution of
the power generated from coal, LNG, or oil.

The properties of the generators in Kyushu are listed in Table 2.1 were consolidated based on
various sources [42]-[44]. The Ministry for Economy, Trade, and Industry (METI) through
Agency for Natural Resources and Energy (ANRE) publishes the number of power plants
and the corresponding capacity per prefecture since 2019 [42]. Although the data was last
updated in 2007, the Ministry of Land, Infrastructure, Transport, and Tourism has a detailed
database of the power plant that includes information such as location, capacity, and fuel
type [43]. Japan Beyond Coal [44] is a campaign that aims to decommission coal-fired
power in Japan by 2030, and as part of its efforts, it regularly updates a database of all the
coal-fired power plants in Japan with information such as capacity, scale, year of operation,
company, and current status.

The study assumed that oil is no longer part of the energy mix, but coal remains a significant
baseload power source. LNG, hydropower, and pump hydro are the flexible load in the
region, while nuclear, biomass, and geothermal run as baseload generators. Wind capacity
does not significantly impact the hourly balance in the grid due to its relatively low capacity.
The minimum operating output power and the ramp limit were specifically gathered for
each generator since this is necessary for the hourly balance. Aside from coal, which was
assigned a ramp limit of 1%, the baseload were set to have a ramp limit of 0 since it was
assumed that it should constantly run. For the simulation, the study assumed that there is
no maintenance throughout the year. The flexible load were given a ramp limit of 40%. The
information regarding the other infrastructure is added in the specific section where they
are used.

Using the published resource utilization data from KyEPCO in [45], it was determined that
the company generated 8 TWh from LNG in 2019 through their 4.625 GW LNG plants. This
generation represents 20% LF for the company. An independent power producer owns the
other 0.625 GW LNG power plants in the region, which are composed of mixed gas power
generators. Assuming these IPP plants are running at a higher LF of 40%, it was determined
that the LNG plants generated around 10 TWh in 2019. This limit was considered as the
business-as-usual throughout the study.
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Table 2.1: Generators in Kyushu as of FY 2019 (consolidated from [42]-[44])

Generator Power [MW]  Carrier Outputmin [%] Ramp Limit [%]
Coal 7037  Coal 30 1
LNG 5250 Gas 15 40
Geothermal 160 Renewable 100 0
Biomass 450 Renewable 100 0
Solar 9000 Renewable 0 100
Nuclear 4140 Non-GHG 100 0
Wind 355 Renewable 15 40
Hydro 4000 Renewable 15 40

2.3 Energy Modeling

2.3.1

Energy Modeling Tools

The necessary changes in the electricity grid to meet the decarbonization efforts will require
significant time and money. Therefore, it is crucial to model these changes to convince energy
planners and policymakers to pursue these efforts. Pfenninger, Hawkes, and Keirstead [46]
claimed that energy system models for the twenty-first century should take the issue on (1)
time and space resolution, (2) balance of uncertainty and transparency, (3) complexity of the
energy system, and (4) impact of the human behavior and social risks and opportunities.

Ringkjob, Haugan, and Solbrekke [47] reviewed 75 modeling tools used for energy and
electricity systems with large shares of variable renewables. The authors only reviewed
models that were published after 2012, and they validated the information by contacting the
authors, of which 71 responded. Their review mainly focused on the purpose, spatiotemporal
resolution, and techno-economic parameters of the models. They concluded that the
existing models and modeling tools have sufficient capabilities, but issues such as variability,
consumer participation, validation, transparency, and forecasting must still be addressed.

Morrison [48] wrote that as of July 2017, 28 energy system modeling projects made their
source code public driven by the desire for improved public transparency, the need for
genuine scientific reproducibility, and the hope for improved academic productivity and
trust. The 28 projects were further divided into energy system frameworks and electricity
sector frameworks. Energy system frameworks such as Balmorel [49], Calliope [50], and
0SeMOSYS [51] models all forms of energy while electricity sector frameworks such as
pandapower [52] and PyPSA [53] mainly focuses on the energy sector. Open Energy
Modelling Initiative (openmod) website and wiki page keep track of new open source
projects [54].

Heard et al. [55] challenged the existing published literature about 100% renewable energy
in 2017. Among many issues, the author challenges the hourly resolution’s sufficiency
for the simulations. The authors did recognize the common claim that sufficient storage
technologies will resolve reliability issues within the hour. Still, they counter that this is a
risky claim since there might not be enough storage capacity to handle the fluctuation of
renewable energy. In response to this article, Brown et al. [53] countered that fluctuation

2.3 Energy Modeling
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due to short-term weather changes balances out when considering sizeable geographic areas
such as region or country. The response further stated that one-hour resolution is sufficient
for solar PV to capture the change in the evening and emphasized that this will be countered
by the ramp rate of open cycle gas turbines and hydroelectric power plants.

Both the developers of pandapower and PyPSA saw the benefit of using Python programming
language due to its open-source ecosystem that includes powerful computational library
like numpy and the flexible matplotlib plotting library. This study also believes in the
importance of the open-source ecosystem, especially since there will be instances when
additional functionality must be implemented to account for specific details in the simulation.
Since the source code of these modeling frameworks is available, such changes are possible.
Although pandapower has more modeling components, it does not model storage units
while PyPSA provides this functionality [52]. PyPSA was chosen for the modeling since it
was foreseen that storage would be critical in modeling future energy systems in this study.
Following the logic behind the sufficiency of the hourly resolution by Brown et al. [53], the
study also deemed that hourly resolution will be sufficient for the simulations.

Python for Power System Analysis (PyPSA)

The hourly simulation used Python for the Power System Analysis (PyPSA) Modeling
Framework [53]. The PyPSA environment provides a framework for the buses, lines, loads,
generators, storage, and units, among many other parameters. Using these components, the
network configuration show in Figure 2.5 was used to model the nodal balance in Kyushu.
This configuration was modified as needed in the subsequent sections. The coal generator,
the Kyushu demand, and the transmission demand were directly connected to a single bus.
The rest of the generators was then connected to a sub-bus, which was then connected to
the main bus. Creating the sub-bus ensured that the PHES could not charge from the coal
generator, which prevented the optimizer from generating and storing more power from
coal. Since there are still instances when the existing PHES capacity is charged by the other
generators, albeit minimal, a connection was provided to facilitate this power flow.

For the optimization, the pypsa.linopf was mainly used by calling the network.lopf after
building the pypsa.network. The Linear Optimal Power Flow (pypsa.linopf or LOPF) can
optimize the dispatch of generation and storage, and the capacities of generation, storage,
and transmission [56]. The optimization aims to minimize the total system cost for the
duration of the simulation, which includes the additional investment for generator, storage,

!

Figure 2.5: Configuration of the base design of the single-bus network used in the study. Modification were made
as needed in the subsequent scenarios.
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and transmission lines (if enabled in the optimization) and the unit cost of the power
generation. Throughout the optimization, the maximum capacity of the generators, storage,
and transmission serves as the main constraint. The optimization constraints the ramp rate
of the generators by checking the maximum power transfer from one timestamp to the next
(PyPSA uses the term snapshot). As a final constraint, the optimization must meet the energy
balance within the set constraints to optimize the system in each timestamp. Therefore, the
optimization will fail even if only one timestamp fails any of the constraints.

Optimizers

PyPSA supports various solvers such as the free solvers GLPK (GNU Linear Programming Kit)
and CBC (Coin-or branch and cut) or the commercial solver Gurobi [56]. Written in ANSI C,
GLPK is a cross-platform linear programming (LP) and mixed-integer programming (MIP)
free and open-source software (FOSS) solver [57]. CBC is another FOSS solver written
in C+ + that mainly focuses on MIP, and it could easily be interfaced with GAMS, Python,
and even Microsoft Excel [58]. Similar to GLPK and CBC, the commercial solver Gurobi is
capable of solving LP and MIP problems, and it can utilize parallelism during its calculation
[59].

Initially, the study used GLPK due to its straightforward installation process, but it is limited
to a single-core processor. Since Gurobi provides academic license [60], this study opted
to use it for its parallelization capability. Furthermore, since PyPSA abstracted the code
formulation, all these optimizers could work directly with Python 3.

2.3 Energy Modeling
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Reproducing Solar
Curtailment with Fourier
analysis

The contents of this chapter is based on Dumlao, S. M. G., & Ishihara, K. N. (2020).
Reproducing solar curtailment with Fourier analysis using Japan dataset. Energy
Reports, 6 (Special Issue: CPESE 2019), 199-205. doi: https://doi.org/10.1016/
j.egyr.2019.11.063.

Introduction

Despite all efforts to reduce curtailment, it is inevitable; thus, it is essential to estimate the
total energy production that can be effectively as this affects the Levelized Cost of Energy
(LCOE) of solar PV. In the case of Japan, hourly data is available which makes the calculation
easier. For some countries, data are not collected nor published; thus, calculating curtailment
will be difficult. The case of Kyushu is a prime candidate in studying curtailment since it
has the anticipated increase in solar installation and has more than sufficient data to extract
essential information.

This study proposes a methodology to reproduce curtailment information using known
periodicity and statistical data. An analysis of the future curtailment scenario is presented
where curtailment is characterized. Fourier approximation of the significant segments of
demand and solar production is approximated to reproduce the curtailment. Finally, an
evaluation of the reproduction is presented where significant data are identified to an
acceptable level of reproduction. Possible applications are also presented.

Data and Methods

The data were collected from the website of Kyushu Electric Company, where the hourly
information about demand, generation, transmission, and curtailment are published [36].
Transmission is considered as part of the total load. Pumped hydro storage is seen as both
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generator and load depending on its operation. Although the baseload could change within
the year, the baseload was fixed to its maximum capacity.

In the simulation, all the other data were considered as fixed except for solar and thermal
production. The simulation for the whole study focused on the 2018 hourly data. The solar
installation was treated as the controlled variable, and the thermal generators produce the
remaining demand. Solar energy is preferred unless the lower limit of the thermal plant is
reached. The simulation used 15% minimum production for the thermal plant. If the limit is
reached, the excess solar generation will be curtailed. The energy balance calculations were
done using Python for Power System Analysis (PyPSA) [53].

Initially, the installed capacity was increased until 30 GW to visualize the impact of increasing
installed capacity to the curtailment. The analysis then focused on 2 GW increments from
the current installation of 8 GW to the scheduled installation of 16 GW. Monthly, weekly,
and daily data were analyzed to extract information crucial to curtailment.

Taking into consideration the identified factors that affected the amount of curtailment,
the demand and solar generation were first approximated using Fourier approximation
and statistical data. Once all the essential data were approximated, the curtailment was
recomputed using the same set of data and assumption used in the initial simulation. Finally,
the results of the simulation using the actual data and reproduced data were compared and
analyzed.

It can be seen in Figure 3.1 that initially, as PV installation increases, the production and
consumption are aligned. After a certain point, there is an increasing gap between the PV
production and consumption which represents increasing curtailment. At the anticipated
installed capacity of 16 GW, it is expected that around 23% of the annual PV production
will be curtailed. It is essential to understand the source of the curtailment to determine the
estimation compromises.

PV production in Japan peaks in summer and gradually decreases until winter as seen in
Figure 3.2. Generation reduces late spring due to rainy weather. The demand of Kyushu also

50 50

o
=]
=
1 %]
=
3
k=1
=
=]
=

—— PV Capacity

IS
S
&
S

w
o
w
(=}

Current Installation
Applied Installation

3~}
o

N
o
PV Curtailment [%]

PV Consumption [TW/year]

=
o

10

% Curtailment

. H . . H . . 0
5000 10000 15000 20000 25000 30000
Installed PV Capacity(MW)

Figure 3.1: Simulated amount of curtailment using 2018.
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Figure 3.2: Kyushu demand, PV production, and % curtailment.

peaks in the summer and winter, but in contrast to the supply, there is less demand in spring
and autumn. Based on the data seen in Figure 3.2, the difference in supply and demand
during fall and spring led to higher curtailment rate. This shows the importance of focusing
on the period with the highest mismatch in estimating curtailment.

Less demand in the weekend often leads to more curtailment during this period. In terms
of frequency, curtailment also starts to manifest in the weekend and then eventually in
the weekdays. Weekly variations compound the seasonal changes in demand resulting for
curtailment to initially occur on the weekends of spring and autumn. This eventually spreads
to other seasons as solar installation increases. Weekend fluctuations should also be well
represented.

The majority of solar production happens in the middle of the day. However, at higher
solar installation, curtailment may begin even at the start of the day. Despite this, upon
closer inspection, the majority of the curtailment still occurs between 9:00 and 15:00 at the
projected 16 GW installation in Kyushu. The approximation should, therefore, put higher
importance to this part of the day. The rest of the day is acceptable compromises when
necessary.

3.2 Data and Methods

19



3.3

3.3.1

20

Results and Discussion

Demand Approximation

Initially, it was assumed that human behavior affects the demand curve. Therefore, the
periodicity of human behavior should be considered. To utilize this periodicity, Fourier
approximation is proposed. However, looking into the data reveals that each season has a
different daily demand curve, which makes it challenging to identify the periodicity. To solve
this problem, a segmented Fourier approximation was tested. The weekly periodicity was
initially explored to appropriately divide the year. A Fourier Transform was used to identify
the frequency components of each week. Using the magnitude of each frequency, K-means
clustering was used to cluster the weeks into six segments.

It was observed that each segment has similar daily fluctuations. Another Fourier Transform
was done to identify the frequency components of each segment. For each segment, seven
harmonics representing the weekly and daily variations were selected. The 7th weekly
harmonic coincided with the 1st daily harmonic. The DC component was also selected. It
can be seen in the simplified cosine Fourier equation in (3.1) that the demand curve, for each
segment, can be approximated using a DC offset (Ay), 6 weekly components, and 7 daily
components. W,, and D,, is the ratio of the magnitude of each Fourier term using W; and
D; as reference. The ratio of the components creates the overall shape of each model. B
and Cj serves as the scaling factor for the weekly and daily components, respectively. Each
frequency component has a corresponding phase shifts w,, and d,, based on the model.

6 7
2 2
demand (t) = Ag + By E 2W,, cos (167T8nt + wn) + Co E 2D, cos <274Tnt + dn) (3.1)
1 1

Approximating demand using (3.1) requires three sets of data: the model that was initially
developed, model assignment for each week, and available data where the model will
be fitted. There are various ways to assign a model per week. For this implementation,
prior knowledge was used. The models and model assignments provide the corresponding
magnitude W,, and D,, and phase shifts w,, and d,, for each frequencies for each week.

The available data points were then used to identify the scaling components B, and Cj of
the model for each week. The current implementation requires four data points (9AM, 3PM,
6PM, and 9PM) per day due to periods with half-day cycle. This can further be reduced
to twelve data points per week by sampling weekdays, Saturdays, and Sundays. Another
option is to reconstruct the data points using statistical data like average consumption,
the number of peaks, peak values, and valley values. Using the daily harmonics (second
summation), the initial shape of the week was approximated by identifying A and Cj using
Least Square Method. The average weekday data was initially used. The weekly harmonics
(first summation), were then used to fine-tune the approximated signal by identifying By.

Chapter 3 Reproducing Solar Curtailment with Fourier analysis
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In order to maintain uniformity, the same methodology was used for all segments despite
segment 1 having less accuracy as seen in Figure 3.3. This was acceptable since there is

less curtailment early in the year to have a significant impact on the curtailment calculation.

The critical months in segment 2 and 3 (April, May, and June) were reproduced well. The
weekend variations were also well represented.

Solar Approximation

Solar production does not have a periodicity that could be exploited. However, the general
shape of solar production is the same. The solar generation can be approximated using a
three-step process. First, Fourier approximation can be used to determine the shape. Second,
the peaks can then be determined based on probability. Finally, using the peaks as an
envelope, the peak of each curve can be used to approximate the actual solar production.

Results in Figure 3.4 (a) shows that the general shape can be reconstructed using three daily
harmonics. Since the goal is to reproduce the curtailment, minor shape difference due to
varying time for sunrise and sunset are acceptable compromises. This is acceptable since
curtailment mostly happen from 09:00 to 15:00. Since solar production is stochastic, past
solar radiation or peak data can be used to generate a probability distribution per month
to reproduce the peaks. In this study, a discrete probability distribution per month was
generated using the actual data. The distribution was then used to randomly generate the
peaks shown in Figure 3.4 (b). Using the peak as an envelope, as shown in Figure 3.4 (b),
the solar generation was approximated with the Fourier approximation of the shape.

Curtailment Reproduction

Using the baseload and flexible generator values used in the initial analysis of Kyushu and the
approximated demand and solar production data, the curtailment was recalculated. Figure
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Figure 3.3: Demand approximation for each of the six segments.
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Figure 3.4: Solar approximation. The shape was reconstructed in (a), and the peaks were generated and the two
information were combined in (b).

3.5 shows that the reproduced curtailment values closely resemble the initial simulation
with different margins of error depending on the installed capacity. Figure 3.6 shows that
the reproduced signal can also be used to analyze monthly curtailment.

3.4 Conclusion

A Fourier approximation methodology was presented to reproduce curtailment. The case of
Kyushu was analyzed to extract factors that affect curtailment, and three major considera-
tions were highlighted. First, curtailment occurs in the periods with the larger mismatch
between supply and demand. Second, weekend fluctuations should be considered. Finally,
focusing on the energy balance between 09:00 and 15:00, where the most of curtailment
occurs, is sufficient.
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Figure 3.5: Comparison of the curtailment calculation.

22 Chapter 3 Reproducing Solar Curtailment with Fourier analysis



50 10
—e— 12GW 16 GW -o- 12GW(R) 16 GW(R) —e— Kyushu Demand

40 9

w
[=]

% Curtailment
N
(=]

Kyushu Demand (GW)

10

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Figure 3.6: Comparison of the seasonal curtailment.

Following the three consideration, demand was modeled using Fourier approximation where
15 harmonics were sufficient to approximate the demand. The model can be used along
with model assignment for each week, and existing data where the model will be fitted. The
solar production was approximated using Fourier approximation for the shape and solar

peak probability distribution for the peaks. Multiplying the two approximates the solar
production.

Finally, the curtailment can be reproduced by calculating the energy balance for each hour
using the approximated demand and solar curve, and known data about the flexible load
and baseload. The current reproduction has up to 3% error depending on the installed
capacity. This methodology can be used to reproduce curtailment for countries where the
statistical or specific data can be collected without resorting to gathering hourly data.

3.4 Conclusion
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Weather-Driven Scenario
Analysis for Decommissioning
Coal Power Plants

The contents of this chapter is based on Dumlao, S. M. G., & Ishihara, K. N. (2021).
Weather-Driven Scenario Analysis for Decommissioning Coal Power Plants in High
PV Penetration Grids. Energies, 14(9), 2389. doi: https://doi.org/10.3390/
en14092389.

Introduction

Decommisioning Coal

Coal remains to be the cheapest and most economically stable source of electricity for many
countries. However, it is also one of the major contributors of CO,, which leads to global
warming. Among the G7 countries, Germany (by 2038 [61]), France (by 2023 [62]), the
United Kingdom (by 2024 [62]), Italy (by 2025 [62]), and Canada (by 2030 [63]) have
presented their coal phase-out plans. Other European Union member countries have also
developed their phase-out plans within the next two decades, and Austria and Belgium
have already phased-out their coal plants [62]. Nonetheless, removing coal is a significant
roadblock to the green energy transition in many countries, and as countries install increasing
amounts of renewable energy, it might be time to consider reducing coal in the energy mix.
Solar photovoltaics (PV) can be a green alternative to coal. However, the generation profile
of solar energy is different from that of coal, which complicates the process of replacing coal
with solar energy. Simultaneously, the variability of solar power requires another flexible
source. Liquefied petroleum gas (LNG), given its flexibility, is often used to balance the VRE.
Given these intertwined variables, it is necessary to understand the potential, limitations,
and implications of using solar energy to replace coal, which are currently unclear.

Many countries see LNG as a bridge to a clean energy future that will pave the way for
less coal in the energy mix [64]. It is still a fossil fuel, but it produces less CO,, which
is acceptable for now until a superior technology is available. Due to many countries’
tendency to rely on LNG to reduce their CO5 emissions, the demand for LNG has steadily
been increasing, which threatens its supply and price. Shell reported in their LNG Outlook
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2020 that global demand for LNG increased by 12.5% to 359 million tons in 2019, which
they attributed mainly to the role of LNG in the low-carbon energy transition [65]. It has
been reported that the price of LNG increased in October 2020 in anticipation of a colder
winter in East Asia [66]. This shows the volatility of LNG’s supply and price on the global
market, which presents another factor for consideration in the analysis, since solar energy
production needs LNG to a certain extent.

Aside from the potential CO, reduction benefits, reducing coal capacity could also reduce
solar curtailment experienced by grids with high PV penetration. Kyushu started to suffer
from curtailment in October 2018, which was initially explored in Chapter 3. Several studies
have also explored this recent issue in Kyushu. Bunodiere and Lee [67] explored several
scenarios to mitigate solar curtailment in Kyushu using a logic-based forecasting method
and concluded that reducing the region’s nuclear capacity will reduce curtailment. However,
in their approach, they considered coal and LNG as thermal generators as a whole due to
data limitations. A coal station behaves like a nuclear plant, since these two technologies are
considered baseload generators. By treating coal as separate from LNG and as a baseload
generator, it could also be said that coal could reduce curtailment. Although Japan initially
used their pump hydro energy storage (PHES) to improve the flexibility of nuclear power
plants [68], it is now used to store excess solar electricity generation. Li et al. [69] conducted
a techno-economic assessment of large-scale PV integration with PHES and concluded that
the PHES could effectively absorb some of the surplus PV production and could maintain
low generation cost by using the surplus production. Since the available data regarding
power generation in the region aggregate coal and LNG together, the understanding of coal
generation in the energy balance is limited.

In order to fully understand the optimal conditions for coal, solar, and LNG production, it is
necessary to conduct a power flow analysis to evaluate the impact of investing in more solar
PV for driving coal decommissioning. This analysis will provide additional information about
the energy balance, including information about solar power generation and curtailment,
which are difficult to estimate. By gathering the generators’ capacity and generation profiles
and the demand profiles, the optimization can calculate the hourly energy balance and
minimize the necessary coal capacity and generation. This insight provides the necessary
understanding of the potential and limitations of solar energy in regard to replacing coal.
However, to ensure the robustness of the analysis and the recommendation, the demand
and solar power generation’s stochasticity must be considered. It will be challenging to
recommission a decommissioned plant due to an unforeseen circumstance; thus, careful
analysis is necessary to account for potential variations.

Replacing part of coal’s electricity production with solar electricity production, coupled
with LNG electricity production, is a subset of the generation expansion planning (GEP)
problem. Koltsaklis and Dagoumas [70] wrote a review article exploring the state-of-the-art
generation expansion planning where they listed seven challenges to the GEP problem.
One of the mentioned challenges is rooted in the risks involved in GEP. They enumerated
several potential sources of risks and categorized them according to economic, political,
regulatory, environmental, technical, social, and climate categories. Ioannou et al. [71]
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reviewed the risk-based methods for sustainable energy system planning and categorized the
risks in the same manner. They identified seven risk-based methods: mean-variance portfolio
theory, real option analysis, Monte Carlo simulation, stochastic optimization technique,
multi-criteria decision analysis, and scenario analysis.

Uncertainty due to Weather Variations

Santos et al. [72] conducted a study to identify uncertainties in the electricity system and
demonstrated the corresponding impacts on the energy mix through scenario analysis. Their
results highlighted that climate uncertainty represents primary risk sources for VRE, since
it dictates the system’s power generation. A review on the energy sector vulnerability to
climate change [73] summarizes the authors’ contributions on climate and energy, and
they noted that climate change could affect variables that influence electricity generation
from photovoltaics and concentrated solar power. The review highlighted that global solar
radiation has increased in southeastern Europe [74] and decreased in Canada [75]. They
also highlighted that power output calculations should account for air temperature, since it
impacts the solar cell’s efficiency [73].

Ioannou et al. [71] noted that energy planning has extensively used stochastic optimization
techniques, and the stakeholder’s motivation mainly drives the constraints. They also
mentioned that the Monte Carlo simulation has many advantages, but it requires considerable
data inputs to create probability density functions. Alternatively, scenario analysis evaluates
the risks by creating potential future developments that range from the worst-case to the best-
case scenario, which could then cover all the possible risks in the analysis. As highlighted
by several authors [72]-[75], climate, and by extension weather, must be considered in
modeling solar energy generation. Factors such as the changing solar irradiance and ambient
temperature could influence solar panels’ variability and efficiency.

Objective

By carefully identifying the test cases, scenario analysis is sufficient for ensuring the robust-
ness of the analysis. The initial problem is then rooted in creating the scenarios representing
the worst case, the best case, and the cases in between. The weather data analysis can
provide the representative years that fit the scenario targets, such as warm summers, colder
winters, extreme summers, and extreme winters. Although such data are limited, datasets
could be synthesized based on the historical relationship between temperature and demand.
Solar generation could be calculated from the irradiance and ambient temperature data.
The robustness of the analysis and recommendation can be addressed by combining scenario
analysis and past weather data.

Therefore, in this study, an hourly power flow analysis was conducted to understand the
potential, limitations, and implications of using solar energy as a driver for decommissioning
coal power plants. Understanding these factors can provide the necessary recommendations

4.1 Introduction
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Figure 4.1: The proposed weather-driven scenario-based analysis approach capable of handling weather-related
variations in electricity demand and solar energy production.

and precautions for energy planners. Since LNG scarcity is anticipated, LNG quota is one of
the primary constraints. In order to ensure the robustness of the results, this study presents
a straightforward weather-driven scenario generation that utilizes historical weather and
electricity demand data processed through machine learning algorithms to generate scenarios
that account for weather variations. Through the weather-driven approach, the study aims
to reveal the impact of yearly variations in the factors that must be considered for long-term
planning that reduce CO, emissions while ensuring grid reliability. The Kyushu region in
Japan was used as a case study since (a) it is continuously increasing its solar capacity, (b) it
has a fleet of coal power plants older than 40 years old ready for decommissioning, and (c)
it has enough LNG power plant capacity to support the initial transition.

Methodology

The overview of the proposed weather-driven approach can be seen in Figure 4.1, where it
is divided into four stages. First, data were collected from Kyushu Electric Power Company
(KyEPCO) [36] and Japan Meteorological Agency (JMA) [76] and were pre-processed to
fit the intended applications. The weather-based data generation has three components. A
weather selection metric was designed based on comfort-levels to identify the years that
could represent the scenarios in the region. The pvlib Python library [77] was used to
calculate the photovoltaic systems’ generation under various weather conditions. A demand
fingerprint was developed to generate synthetic demand for the selected years. These
synthetic data were then used as input to the hourly power flow optimization done in Python
for Power System Analysis (PyPSA) [53]. Finally, the simulation results were analyzed.
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Table 4.1: Weather Stations in Kyushu

Prefecture Pref No. Precinct  Block

Fukuoka 40 82 47807
Nagasaki 42 84 47817
Kumamoto 43 86 47819
Oita 44 83 47815
Miyazaki 45 87 47830
Kagoshima 46 88 47827

Data and Data Pre-Processing
Energy Demand

The energy data were collected from Kyushu Electric Company [36], where the hourly
information about generation, transmission, and demand is published since April 2016. The
data also include curtailment information for both solar and wind power. Transmission and
pump hydro energy storage (PHES) could be positive or negative. For transmission, negative
values represent energy export while positive values indicate electricity import. For PHES,
negative and positive values represent the charging and generation phases, respectively.
Although the data until December 2020 are already published, only data until March 2019
were used in the study since this represents four full fiscal years.

As seen in Figure 4.1, the energy data are used in both the demand fingerprint and simulation
phase. Only the demand data were necessary for the demand fingerprint, while the other
hourly data were used as parameters for the other generations and PHES.

Temperature and Irradiance

The temperature and irradiance data were collected from the Japan Meteorological Agency
(JMA) [76], where the hourly weather data are published since 1946. For this study, 30
years of data were collected from 1990 to 2019 to serve as reference weather scenarios. A
representative temperature was collected from each of the major cities’ weather stations, as
shown in Table 4.1.

In order to represent the mean temperature and mean irradiance in the region, solar-capacity-
weighted mean and monthly-demand-weighted mean were used for the solar generation
calculation and demand generation, respectively. Using the consolidated data from [5], Table
4.2 shows the shares of the solar PV installation in Kyushu since 2012 and the shares in 2019
were used as the reference for the solar-capacity-weighted mean temperature and irradiance.
The Ministry of Economy, Trade, and Industry (METI) publishes each prefecture’s monthly
energy demand since April 2016 [42]. Table 4.3 shows the mean of each prefecture’s shares
from 2016 until 2019. These values were used to calculate the monthly-demand-weighted
temperature mean used in the demand fingerprint.

The solar capacity ratio was used for the solar power generation calculation because the
power generation’s distribution is influenced by the distribution of the capacity. It is necessary

4.2 Methodology
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Table 4.2: Share of Solar Installations [%] in the Prefectures

Prefecture 2012 2013 2014 2015 2016 2017 2018 2019
Fukuoka 3483 2498 25.16 25.14 24.62 2386 23.06 2226

Saga 8.48 8.04 7.22 6.96 6.98 6.78 6.85 6.50
Nagasaki 8.98 9.67 9.11 9.82 10.02 9.66 9.46 9.48
Kumamoto  15.87 13.31 14.52 14.26 14.50 1446 14.75 14.63
Oita 11.40 15.07 13.26 13.08 12.54 12.00 12.51 12.34
Miyazaki 8.66 11.59 11.94 11.78 11.66 12.53 12.82 13.03

Kagoshima 11.77 17.34 18.79 1896 19.68 20.72 20.55 21.76

Table 4.3: Average monthly demand share [%] in Kyushu from 2016 to 2019

Prefecture JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC
Fukuoka 38.25 38.28 38.13 37.66 37.32 37.26 3747 3760 3721 36.85 37.20 37.79
Saga 7.83 7.99 8.10 8.02 8.02 8.20 8.12 7.79 7.86 7.90 8.04 7.94
Nagasaki 9.55 9.51 9.35 9.42 9.40 9.25 9.28 9.60 9.48 9.23 9.22 9.39
Kumamoto 13.76 13.82 13.73 13.42 13.37 13.64 13.78 13.83 1391 13.81 13.72 13.76
Oita 10.61 10.64 10.72 1097 11.18 10.92 10.58 10.27 10.38 10.81 10.93 10.94
Miyazaki 8.49 8.27 8.45 8.75 8.77 8.72 8.63 8.54 8.54 8.81 8.73 8.55
Kagoshima 11.50 11.49 11.52 11.77 11.94 12.00 12.13 12.37 12.62 12.60 12.16 11.63

to use this weighted mean because the temperature where more solar panels are installed
should have a more significant representation in the temperature used in the solar generation
calculation. However, the temperature where there is greater demand should have more
influence on the temperature used for demand calculations.

Weather-Based Data Generation
Representative Weather Selection

Since the scenarios are weather-driven, it is necessary to identify the years representing the
various scenarios in the region. With this in mind, a metric system was created based on the
notion that comfortable temperature levels are between 18 and 22 °C. Under 18 °C, people will
start using their heaters, and above 22 °C, they will start using their air-conditioners.

Therefore, the metric system considers the mean and peak deviations per month from these
values. Since the focus is to cover extreme cases, the years were ranked based on the
summer-warmness and winter-coldness. Based on the rankings, six years were selected,
as seen in Table 4.4. The frequency of occurrence was calculated based on the highest R?
compared to the representative year from 1990 to 2019. The legends are used mainly in the
figures in the results section.

It can be seen in Figure 4.2 that around August, 2013 has the highest peak and mean
positive temperature deviation, while around February, 2012 has the highest peak and mean
negative temperature deviation as intended by the sampling. 2014 has the lowest deviation
overall since it is the lowest in summer and in the winter. The other representative years fall
between these extreme cases.
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Table 4.4: Kyushu weather scenario representative years

Summer  Winter  Representative Legend Frequency* Comment

Mild Mild 2014 14MM 2 Low variability
Mild Severe 1991 91MS 6 Colder year
Severe Mild 2016 16SM 8 Warmer year
Severe Severe 2018 18SS 5 High variability
Extreme - 2013 13E- 5 Extreme Summer
Extreme 2012 12-E 4 Extreme Winter

*Qccurrence in the past 30 years from 1990 to 2019
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Figure 4.2: Temperature deviation of the representative year from the comfortable temperature of 18 °C to 22 °C.

Weather-Based Solar Generation

The weather-based solar power generation calculation was mainly based on the TMY to
power tutorial written by the developers of pvlib [78]. Since the approach requires both
the direct-normal irradiance (DNI) and diffuse horizontal irradiance (DHI), and JMA only
provides the global horizontal irradiance (GHI), the built-in function pulib.irradiance.erbs
was used to estimate the DNI and DHI. The Erbs model [79] estimates the diffused fraction
of GHI to calculate DHI and uses the solar zenith to calculate DNI. By providing the timezone,
longitude, latitude, and altitude data along with the hourly GHI data from JMA, the DNI
and DHI were calculated using pvlib’s built-in functions. Besides the irradiance data, the
power generation calculation also requires temperature data to account for the impact of
temperature on solar cells’ efficiency. The solar-capacity-weighted mean was used for both
the GHI and temperature since the solar power generation distribution is proportional to
the generation capacity of each prefecture. Subsequently, the power generation values of a
208 W Kyocera Solar Panel and an ABB Micro 250 W micro-inverter were calculated using
pulib.pvsystem.sapm and pulib.inverter.sandia. The resulting hourly annual generation
was scaled by 208 Watts to represent the maximum power output for PyPSA.
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Demand Fingerprint and Synthetic Demand Generation

Figure 4.3 shows the creation of the four parameters necessary to generate energy demand.
The first two swim lanes in the flowchart show the identification of the cluster. Initially, the
goal was to extract a demand shape or fingerprint from the data. Since human behavior
through weekly routines greatly influences the demand, the energy demand data were split
into weekly samples. The peaks and troughs of the demand patterns were identified to
emphasize the demand’s fingerprint. This process entailed moving the peaks and troughs to
the following hourly locations: 0, 3, 6, 15, 18, 21, and 24, since it was discovered that the
peaks and troughs occur at these times depending on the season. Actual values were selected
for 9, 11, 12, and 13, since these values represent the midday demand dip that occurs due
to the Japanese lunch hour, which is noticeable yearlong. After the alignment, since the goal
was to extract the fingerprint, the demand’s magnitude was scaled using z-transform. The
resulting scaled value was then used as input to an FFT transform to extract the frequency
components that comprise the fingerprint. Only the daily variations (multiples of 7 Hz) were
selected as features for the clustering algorithm to reduce the noise. These feature values
were scaled using z-transform to reduce the magnitude in the distance calculation.

These features were then clustered using the Kmeans algorithm through the K'means method of
the sklearn.cluster Python library. Several values of K were explored, and through experimen-
tation K = 5 was identified as the number of clusters that could explain the data. The clusters’
fingerprints are shown in the inset of Figure 4.4. Once these clusters were identified, the weekday
datasets were combined for each cluster, and another FFT transform was done to extract the
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Figure 4.3: Generating the demand fingerprint based on the demand and temperature data.
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Figure 4.4: The weekly demand clusters of Kyushu from FY2016-2019.

Fourier parameters necessary to represent the waveform. Combining the datasets, after clustering,
emphasized the pattern for each cluster and removed the noise. As with the pre-clustering data,
only the daily variations (different frequencies depending on the sample sizes) were selected.

A classifier must be developed to identify the appropriate fingerprint for each week during
the energy demand generation. Through data exploration, the maximum weekly temperature,
minimum weekly temperature, and the month of the week were identified as the features that
could be used to classify each week. The KneighborsClassifier method of sklearn.neighbors
Python library was used with k = 5 to classify the weekly data. By running 80-20 training-test
split 1000 times, the classification got an average accuracy score of 83%, with 66% and 95%
as the minimum and maximum scores, respectively. This average accuracy score was deemed
acceptable and this was used as the fingerprint classifier.

While the first two swim lanes in Figure 4.3 provided the demand’s fingerprint, the last
two provide the minimum and maximum values that stretch or compress the fingerprint.
Through data exploration, it was observed that non-holiday weekday temperature and
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demand have a strong correlation; thus, it was extracted and fitted into known functions.
Using scipy.optimize.curve_fit method of the scipy Python library, as seen in Figure 4.5,
the minimum temperature and minimum demand were fitted to a quadratic curve with an
R? of 0.80. The curve fitting for the maximum temperature and maximum demand required
a piece-wise linear equation and was similarly fitted with an R? of 0.88. The weekend and
holiday fitting were explored, but no meaningful functions were derived; thus, a simple
weekday-to-weekend ratio was extracted by averaging all the known values. Seasonal
variations in the ratio were initially explored, but no meaningful trend was seen; thus, the
concept was dropped.

Generating yearly demand based on temperature is shown in Figure 4.6 where the green
input blocks represent the models, values, and functions generated from Figure 4.3, and
the red input block represents the weekly temperature statistics from the selected year.
Using these inputs, a fingerprint assignment and the minimum and maximum demand
per day were identified. The fingerprint is then fitted to the daily min-max demand using
scipy.optimize.curve_fit method and provides the Ag and By coefficient for the Fourier
representation. This is done for all weeks of the year to generate the entire year. Testing this
approach with the known values for 2017, 2018, and 2019, the synthetic demand approach
could get R? of 0.8675, 0.8714, and 0.8177, respectively. A sample of the demand curve
can be seen in Figure 4.7, where the demand were closely synthesized. The problem with
holidays (e.g., new year) is noticeable and some weekends are not reproduced accurately.
However, the general shape or fingerprint of the demand fits well with the actual values.

Hourly Simulation and Scenario Analysis

The hourly simulation used Python for the Power System Analysis (PyPSA) Modeling
Framework [53]. The PyPSA environment provides a framework for the buses, lines,
loads, generators, and storage, units among many other parameters. In this simulation,
since Kyushu was modeled as a single point, only one bus was used, and all the loads,
generators, and storage units were connected directly to this bus. The single-bus network
was constructed based on Figure 4.8, where the coal generator, the Kyushu demand, and the
transmission demand were directly connected to a single bus. The rest of the generators
was then connected to a sub-bus, which was then connected to the main bus. Creating the
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Figure 4.5: Correlation of Temperature and Demand in Kyushu
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Figure 4.8: Configuration of the single-bus network used in the optimization.

sub-bus ensured that the PHES could not charge from the coal generator, which prevented
the optimizer from generating and storing more power from coal for later use. For this study,
the synthetic load and solar power generation profile for the representative years (Table 4.4)
were used iteratively during the optimization.
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Table 4.5: Generators in Kyushu (FY 2019)

Generator Power [MW]  Carrier Outputymin [%0]  Ramp Limit [%]
Coal 7037  Coal 30 1
LNG 5250 Gas 15 40
Geothermal 160 Renewable 100 0
Biomass 450 Renewable 100 0
Solar 9000 Renewable 0 100
Nuclear 4140 Non-GHG 100 0
Wind 355 Renewable 15 40
Hydro 4000 Renewable 15 40

The installed solar capacity was increased by 1 GW increments from 0 GW until 20 GW.
The latest known capacities for the other generators as of FY2019 are shown in Table
4.5, which was consolidated based on various sources [42]-[44]. Although the nuclear,
geothermal, and biomass could change within the year, as a baseload, they were fixed to
their respective maximum capacities to provide consistency throughout the years under
simulation. Hydropower generation was based on the daily dispatch capacity calculated
using the total daily dispatch in the 2019 data. The simulator allocated the hourly dispatch
based on the optimization. However, minimum and maximum dispatch were still considered
based on the actual data. The PHES was treated as both a generator and a load with a
maximum transfer capacity of 2.3 GW, a total capacity of 13.8 GWh, and round trip efficiency
of 0.70% (0.84% one way).

The optimization aims to minimize the coal capacity while ensuring energy balance. The
hourly resolution was used due to the limitation of the available data. Solar energy is
preferred as long as the minimum operating output or ramp limit seen in Table ?? for coal
and LNG are satisfied. Since LNG might become a future bottleneck, LNG quota (in TWh) is
used as a constraint in the simulation. LNG quota (LNGL/") is defined as the maximum

total annual electricity generation used in the optimization with the maximum generation
capacity of 5.25 GW.

Using the recently published resource utilization data from KyEPCO [45], it was determined
that the company generated 8 TWh from LNG in 2019 through their 4.625 GW LNG plants.
This generation represents 20% LF for the company. An independent power producer owns
the other 0.625 GW LNG power plants in the region, which are composed of mixed gas
power generators. Assuming these IPP plants are running at a higher LF of 40%, it was
determined that the LNG plants generated around 10 TWh in 2019. Using 10 TWh as the
base case, the simulation gradually incremented the LNG quota by 20%, 60%, and 100%,
yielding 12, 16, 20 TWh LNG quota. A report from Japan’s Ministry of Economy, Trade, and
Industry (METI) [80] showed that LNG is more economical than coal at LF < 60%; thus, the
scenario analysis also explored 28 TWh (60% LF). Preliminary exploration also showed that
increasing the quota further has a minor impact on the emission and cost unless more LNG
capacity is installed; thus, this was not explored any further. Additional LNG quota could
also increase energy security risk given the LNG market situation.

A summary of the LNG quota scenarios is shown in Table 4.6. The scenarios (LNGZLW]

quota2
- LNGIV ) reflects one way to reach each of the identified quota from the base case
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Table 4.6: LNG Quota Scenarios

LNG Power Plant LNGIWR,  LNGIWE, LNGIWE.  LNGLWE, LNGIWE
Category Cap LF Gen LF Gen LF Gen LF Gen LF Gen
KyEPCO Steam 1800 20 3.15 20 3.15 20 3.15 20 3.15 60 9.46
KyEPCO CC 2825 20 495 27 6.68 44 10.89 60 14.85 62 15.34
IPP 625 40 2.19 40 2.19 40 2.19 40 2.19 60 3.29
Total 5250 10.29 12.03 16.23 20.19 28.09

* Capacity (Cap) in MW; Load factor (LF) in %; Generation (Gen) in TWh

Table 4.7: Cost of Electricity Generation [Yen/kWh]

Technology METI 2014 METI 2030 MOFA 2018*  Applied**
Nuclear 10.1 10.1 - 10.1
Coal 12.3 12.9 6 12.3
LNG 13.7 13.4 10 13.7
Wind 21.9 13.9 10-22 (15) 17.9
Geothermal 19.2 19.2 - 19.2
Hydro 11.0 11.0 - 11
Biomass 12.6 13.3 - 12.6
Solar (Comm) 24.3 12.7 8-36 (17) 18.5
Solar (Home) 29.4 12.5 - -

*Values in parentheses are the average values
**used in the calculation

(LN G:;Fu"gt’gl). For the 12, 16, and 20 TWh scenarios, KyEPCO could increase their efficient

power plants’ LF. Increasing it further would require KyEPCO to increase their steam LNG
plants’ LF plants and coordinate with the IPP to increase their production.

Annual Generation Cost and CO, Emission Analysis

In 2015, Japan’s Ministry of Economy, Trade, and Industry (METI) [81] reported and
modeled the cost of electricity generation for 2014 and 2030. An Advisory Panel to the
Foreign Minister on Climate Change (MOFA) [82] citing BloombergNEF presented their
estimates on the cost of generation in 2018. Table 4.7 consolidates these reports along with
the values used for the annual cost calculations. Generally, the cost in 2014 was used in
the calculations except for wind and solar power, where it was averaged between the 2014
report and the 2030 model. Except for coal, the values are near the estimated values of
BloombergNEF.

For the CO, emission analysis, the study mainly focuses on the CO- emission from fuel
consumption, which does not cover the CO, emission during construction, maintenance,
and disposal of the system. Therefore, the calculation assumes that, during generation,
nuclear, geothermal, hydro, solar, and wind power do not generate CO, and biomass has
net-zero CO, emissions. According to Japan’s Ministry of Environment [83], depending on
the technology, coal and LNG has a CO5 emission of 0.95 kgCO2/kWh to 0.83 kgCO2/kWh
and 0.51 kgCO2/kWh to 0.36 kgCO2/kWh, respectively. The average emission for coal (0.89
kgCO2/kWh) and LNG (0.44 kgCO2/kWh) were used in the analysis.
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Since temperature leads to higher or lower demands, by calculating the levelized cost of
generation and levelized CO, emissions, the relationship between cost and CO, becomes
clearer. Although weather variations still have an impact, this impact is less when seen from
a levelized perspective. The annual levelized cost of generation was calculated using (4.1).
The hourly simulation provides the annual generation per technology (Generation®V,"). By
multiplying the generation per technology to the corresponding cost of electricity generation
(C’ost'tlelz:/ "Wy the total cost per year could be calculated. The levelized cost of generation
on that particular year can then be calculated by dividing the total annual cost by the total
annual generation. Similarly, the levelized CO, emission was calculated using (4.2) and the

- . kKG—CO2,/kWh
CO; emission per technology (Emission,,., - ).

S (GenerationV,") (Costgelz:/kWh)

levelized cost of generation = cch 4.1
3" Generationf V"
Generation®V/") (Emission¢ C022/kWh
levelized COs emissions = 2 ( tecn ) t}fCh ) (4.2)

S Generationf Y/

Results

Demand and Solar Generation Profiles
Demand Duration Curve

The synthetic demands’ duration curve can be seen in Figure 4.9, where the demands
from 2013 and 2018 are noticeably higher than the rest of the representative years. It
can also be seen that 2014 had a lower peak demand, as was intended by the selection of
the representative years. Figure 4.10 focuses on the winter and summer months, and it is
noticeable that winter still has a relatively lower demand compared to the peak summer
demand in August. From this figure, it can be seen that the peak winter demand was
represented well by 2012 in February. At the same time, 2013 represented the extreme case
of summer demand in August. The demand barely reached 14 GW at peak for the other
months, and most values were under 12 GW. This information is crucial in understanding
the limitation of reducing the coal capacity since the generation capacity must be able to
handle peak demands. For instance, although winter leads to higher demand, its impact
is not as high as that of summer. Nonetheless, this does not translate to higher coal
capacity since the generation profile of the other energy sources, in particular solar, also has
seasonal variations.
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Table 4.8: Monthly solar generation load factor [%] using the irradiance of the representative years

Year JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC

2014 13.28 1147 14.89 14.59 17.03 9.94 11.45 9.05 11.38 13.80 11.61 10.15
1991 12.09 12.44 11.89 1249 11.14 8.73 11.18 13.33 1240 1228 14.62 1041
2016 794 1240 1534 11.84 13.59 10.67 13.75 15.90 10.52 9.18 12.64 11.93
2018 11.55 1395 15.69 1699 1345 12.26 14.00 15.33 10.07 14.19 14.60 9.19
2013 11.03 13.77 14.84 16.34 16.09 9.53 14.70 14.70 14.73 13.29 12.01 10.67
2012 11.02 9.56 13.31 17.01 14.53 8.84 10.30 12.15 12.10 15.20 11.11 7.20

Mean 11.15 12.27 1433 14.88 14.31 9.99 1256 1341 11.87 1299 12.77 9.93

Solar Load Factor

The solar load factor for each month can be seen in Table 4.8. Since 2016 and 2018 have
higher summer demand, August’s higher load factor will be helpful, but the relatively lower
load factor for 2013 will be an issue since this year has higher demand. The lower load
factor in December could be a potential issue, but since the load factor increases by February,
this could accommodate the increase in demand during this peak winter period.

Coal Decommissioning Potential

Figure 4.11 shows the minimum coal capacity that could satisfy the demand for each of
the 30 scenarios. The impact of yearly variations can be observed through the range of
minimum coal capacity for each LNG quota scenario. As the LNG quota increases, the coal
capacity could gradually be decommissioned without adding additional LNG capacity.

About 3.5 GW of the 7 GW coal capacity is older than 40 years old and should be decommis-
sioned in the near future. However, based on the simulation results, this will be challenging
if the LNG quota is not met. In the near term, where 10 GW of solar energy is already
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Figure 4.9: Duration curve of the synthetic demand.
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Figure 4.11: Minimum required coal capacity as installed solar capacity increases, and various LNG quotas.

installed, the LNG quota must be at least 16 TWh. In the long term, where 16 GW of
solar energy is already installed, the LNG quota must be at least 12 TWh. In both cases, as
highlighted in Figure 4.12, around 400 to 600 MW of standby coal capacity is necessary to
account for the yearly variations. As noted in the analysis of the demand duration curve,
this standby capacity will be needed during the winter and summer periods, particularly in
January, February, August, and September (Figure 4.10). Nonetheless, Figure 4.12 clearly
shows the limitation for solar power in regard to decommissioning coal power plants beyond
12 GW installed capacity, since the minimum coal capacity no longer decreases despite
additional solar generation.

Coal Generation and Load Factor

Despite the floored impact of solar power on coal decommissioning, it can still reduce the
coal generation and load factor. As seen in Figure 4.13, even beyond 12 GW, the coal
generation is constantly decreasing in all LNG quota scenarios. Figure 4.14 further reveals
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that the load factor decreases as more solar capacity is installed into the grid. It should be
noted that the load factors were computed using the minimum coal capacity as presented in
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Figure 4.14: The coal load factor in different LNG quota scenarios.

Figure 4.11, which results in both a decrease in capacity and utilization rate.
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Figure 4.15: Projected curtailment rates assuming the optimal coal capacity was followed, with the corresponding
annual LNG quotas.

Impact on Solar Curtailment Rate

As a consequence of the optimization that reduced the coal capacity and complementing
solar power with a more flexible generator in the form of LNG, the curtailment was reduced
to varying degrees. Figure 4.15 shows the range of curtailment rates based on the yearly
variations and annual LNG quotas. Increasing the LNG quota from 12 TWh to 24 TWh,
which in turn decreases the coal capacity, could reduce curtailment from 14% down to
3% in the worst-case scenario for the 10 GW installed solar capacity. Beyond the 28 TWh
LNG quota, there are minor changes in the curtailment reduction. However, it could also
be noted that the 20 TWh LNG quota can reduce the curtailment from 14% down to 3%.
The curtailment reduction becomes more evident as the solar capacity increases. However,
beyond 16 GW installed capacity, even with sufficient complementary LNG, solar curtailment
will always be greater than 10% at best and 30% at worst.

Impact on Annual Cost and CO, Generation

Figure 4.16 shows the CO- emissions generated due to the fuel consumed by coal and
LNG generators.The combination of solar and LNG electricity generation could cut the CO-
emissions by half when comparing the "No solar + 10 TWh LNG" and "20 GW Solar + 28
TWh LNG" scenarios. The impact of solar power is also readily seen by comparing the values
in each LNG quota scenario, which should be attributed to its capability to reduce coal
generation even beyond 12 GW.

As seen in Figure 4.17, since solar power has a higher generation cost than using LNG, its
impact on the annual generation cost is more significant. The weather conditions greatly
influence the annual generation cost: 2014 and 2013 represented the lowest and highest
costs, respectively. The variations in the cost attributed to the LNG scenarios were more
evident in 2013 followed by 2018 and 2016 caused by higher coal production during the
extreme and severe summers. In the least costly year, the cost ranged from 1.22 to 1.36
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Table 4.9: Cost and C'O2 emission of the reference scenario

14MM 91MS 16SM 18SS 13E- 12-E Mean

Levelized Cost [Yen/kWh] 12.5464 12.5266 12.5331 12.5819 12.5820 12.5160 12.5477
Levelized CO3 [kgCO2/kWh] 0.3640 0.3683 0.3714 0.3679 0.3723 0.3764 0.3700

trillion JPY (11.48% increase), and in the most costly year, the cost ranged from 1.26 to 1.41
(12% increase) trillion JPY (April 2021: 100 JPY = 0.92 USD = 0.77 EUR).

Using 2016 as the representative, Figure 4.18 shows the impact of the installed solar capacity
and the LNG quota on the levelized cost of generation and levelized CO5 emissions. Currently,
the Kyushu region already has 10 GW of installed solar capacity and generates around 10
TWh from LNG. This reference scenario is annotated as scenario 0 (Sy) in Figure 4.18 and
values for the levelized cost and CO, emissions for the various weather conditions are shown
in Table 4.9.

From this reference scenario, the company could further decrease their CO; emissions
by having more LNG generation, adding more solar capacity, or both, but at the expense
of increasing their generation cost. Five potential scenarios are annotated as S; to S
in Figure 4.18 and the impacts are tabulated in Tables 4.10 and 4.11. Initially, the LNG
generation could be ramped up to 20 TWh to complement the solar capacity increase, as
seen in S;. This increased the generation cost by an average of 0.63% and decreased the
CO, emissions by an average of 12.80% to 0.3226 kgCOo/kWh. From Sy, solar capacity
could continuously increase, as seen in S, and S3, or LNG could increase further as seen in
S3. The impact of S; and S, in reducing CO- emissions was the same, but the increase in
cost was lower for S4. S5 represents the greenest yet feasible scenario that reduces the CO-
emissions by an average of 37.31% but increases the cost by 5.60%.
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Figure 4.16: Range of CO2 emissions for various scenarios in Kyushu.
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Annual Generation Cost for Kyushu [Trillion Yen]
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Figure 4.18: Levelized generation cost and CO2 emissions for the warmer year (16SM) scenario. The CO2

emissions (abscissa) are formatted in decreasing order to emphasize the trend. Sp reflects the current
situation, and S;-S5 are the potential future scenarios.

Discussion

Plants

Potential and Limitations of Solar PV in Coal
Decommissioning

Chapter 4 Weather-Driven Scenario Analysis for Decommissioning Coal Power

Although it cannot phase-out coal, the results show that solar energy has enough potential
to be the driver for coal decommissioning with LNG’s help. It has also been shown that the
decommissioning potential is robust against yearly weather-driven demand, and standby-
plants could be used for the colder and warmer periods of the year. Although solar power has
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Table 4.10: Cost Increase from the reference scenario

Scenarios Increase in Cost per kWh [%]
No Name sotarG  LncIWh  14MM  91MS 16SM  18SS 13E- 12-E Mean
S1  Increase LNGLVI 1 10 20 056 053 060 074 0.75 0.59 0.63
So  Increase Solar&W 1 16 20 334 338 335 346 3.61 3.17 3.39
Sz Increase Solargﬁ/ 2 20 20 4.61 4.75 471 475 493 4.40 4.69
S4  Increase LNGQTJZ}Q 2 10 28 1.20 1.07 1.13 1.34 128 1.14 1.19
S5  Increase both 20 28 5.51 5.52 549 586 6.00 5.22 5.60

Table 4.11: CO5 emission decrease from the reference scenario

Scenarios Decrease in C'O2 emission per kWh [%]
No Name SolarCGa‘g/ LNGQTJ/ZZ; 14MM 91MS 16SM 18SS 13E- 12-E Mean
S1 Increase LNG;YZ:; 1 10 20 -13.50 -12.74 -12.55 -12.91 -12.94 -12.18 -12.80
So Increase Solarccaw 1 16 20 -22.78 -22.53 -22.10 -22.66 -22.78 -21.02 -22.31
Ss3 Increase Solarfﬁ/ 2 20 20 -27.05 -27.18 -26.62 -27.24 -27.29 -25.15 -26.75
Ss  Increase LNGunVf{; 2 10 28 -23.77  -23.24 2293  -23.37 -23.09 -22.27 -23.11
Ss Increase both 20 28 -36.45 -38.32 -37.84 -37.97 -37.58 -35.70 -37.31

limitations in reducing coal capacity, it continually decreases the necessary coal generation,
thereby reducing the load factor of coal plants and the corresponding CO, emissions.

In Kyushu'’s case, given the 10 GW solar capacity along with a 16 TWh complementary LNG
quota, 3.5 GW of the 7 GW coal power plants could be decommissioned. This configuration
is already achievable by increasing the LF of the combined-cycle plants of KyEPCO from
20% to 44%. Beyond 12 GW installed solar capacity, solar power alone has no impact
on reducing the coal capacity, but it could still reduce coal generation. Compared to the
reference scenario, it was shown that CO, emissions could be reduced by 27% through 20
GW of solar power and a 20 TWh annual LNG quota. The reduction could reach 37% if all
the LNG plants in the region are utilized at 60% LF. As a related consequence, reducing coal
and introducing more LNG reduced solar curtailment. This potential and limitations show
that energy planners should take the necessary precautions in adding solar energy to the
grid since there is an appropriate balance. Solar can reduce coal capacity, but it alone cannot
phase-out coal. As was shown in Kyushu’s case, a thorough analysis of the situation that
includes complementary energy sources should be considered in evaluating the potential of
solar power in coal decommissioning.

Implications of Solar PV in Coal Decommissioning

Solar has its drawbacks in the form of cost and dependence on complementary flexible
generators. The results show that in countries like Japan, where solar power remains to be
more expensive than conventional generators—solar power presents an additional cost. Its
dependence on flexible generators, which LNG currently fills, poses a threat to its ability
to stand-alone. As the demand for LNG steadily increases, this will threaten its supply and
price. The cost of LNG could exacerbate the cost problems of solar.

4.4 Discussion
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In Kyushu’s case, increasing the solar capacity from 10 GW to 16 GW and 20 GW increases
the levelized cost of generation by 3.39% and 4.69%, respectively. Increasing the LNG quota
has a minor impact at the moment since the current LNG price is only about 12% higher
than coal. In contrast, solar is still almost twice as expensive as coal. Solar prices around
the world have been decreasing, and it might decrease in Japan in the future. The impact
on CO, and cost now becomes a policy decision, and the ratio between these two factors
presents several potential combinations between LNG quota and installed solar capacity
that could yield identical cost or the same CO, targets as seen in S, and S4. More LNG is
necessary when cost is prioritized, but it will lead to more dependence on LNG. Alternatively,
by investing more in solar capacity, it could lead the CO, reduction efforts and local power
generation. This scenario entails lower dependence on both coal and LNG, which are both
imported fuels. As with the previous results, the impact of weather on these values is evident,
as seen in the variations in the levelized cost and levelized CO5 emissions.

Potential Solutions beyond Solar PV

The supply and demand mismatch in winter and summer is one of the major roadblocks
in the total phase-out of coal power plants through solar energy. Diurnal storage will be
enough to solve the mismatch during summer, but seasonal storage or seasonal generation
will be necessary for winter. Since there is still enough excess energy during peak solar
production in summer, storage is the straightforward solution once these options become
economically feasible. However, since there is less solar energy in winter, there is not enough
excess solar energy for diurnal storage to work, which opens an opportunity for seasonal
technology. Seasonal storage in the form of power-to-gas (P2G) could store the excess solar
in autumn for winter. Combined heat and power (CHP) plants could be operated at a higher
capacity in winter if local water heating is established.

Impact of Weather on Energy Transition Plans

The stochastic nature of demand and renewable energy sources was the primary motivation
for developing the weather-driven approach since energy transition recommendations should
consider scenarios that will test the limits of the planned energy mix. The variations are
significant at 400 MW to 600 MW coal capacity, as seen from the results. In Japan’s case,
this translates to 1-3 coal power plants, but for smaller nations with smaller plants, this
could be composed of more than five plants that should be on standby in the event of an
extreme weather condition. Coordinating smaller plants will require more dialogue and
agreements between the government and plant operators. Consequently, the government
could also run standby plants to ensure the reliability of the system. It has also been shown
that weather influences the potential for CO, reduction and the system’s overall annual
generation cost. Beyond coal decommissioning, weather will remain a necessary variable in
energy planning since it influences the demand, which is the primary source of stochasticity
in the analysis. As more VREs are added to the green energy transition, weather becomes

Chapter 4 Weather-Driven Scenario Analysis for Decommissioning Coal Power
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a crucial variable for both wind and solar. Rainfall data could also influence hydropower
generation, which was not explored in this study. It could also influence the viability of
PHES since this requires sufficient water reservoirs affected by rain and water evaporation.
Little is known about wave energy’s potential, but the weather will also influence it since it
depends on nature.

Importance and Limitation of the Proposed Approach

The proposed weather-driven scenario-based analysis revealed the importance of the LNG
quota, demand variations, and solar generation through the annual hourly simulation.
System reliability could be analyzed using the duration curve, but this does not show the
hourly balance, which is greatly influenced by demand and solar generation’s stochasticity.
Through careful selection of representative years, the range of potential scenarios was
identified and analyzed to ensure robust results. However, the approach is dependent on the
yearly assignment and is limited by the probabilistic matching of weekends and holidays to
high irradiance days. The former is influenced by human behavior, while the latter is non-
deterministic. Thus, although the simulation considered the yearly variations, the probability
of a low irradiance day being matched to a high-demand weekday was not covered by
the approach. Nonetheless, the approach can be used to provide robust recommendations
for green energy transition since it covers the stochastic nature of demand and variable
renewable energy. In this study, the approach was used to determine the minimum coal
capacity that can ensure the system’s reliability, but it could also be used for energy storage
assessments and capacity planning. This study only used a single-bus network, but it could
be expanded to a national grid level by representing each region as a bus. The approach can
then be used for grid expansion planning.

Conclusion

Driven by the idea of transitioning to a green electricity grid, an hourly power flow analysis
was conducted to understand the potential, limitations, and implications of using solar
energy as a driver for decommissioning coal power plants. The weather-driven scenario
analysis ensured the robustness of the results and recommendations. The analysis revealed
that solar power could reduce about half of Kyushu’s coal capacity with the aid of LNG.
Beyond 12 GW, solar power could not reduce the minimum coal capacity necessary to ensure
the system’s reliability, but it could still reduce the coal generation and the overall CO-
emissions. The reduction in coal capacity comes at a cost, since solar power is still relatively
more expensive in Japan. By installing 20 GW of solar PV systems and having 28 TWh of
available LNG, the levelized CO; emissions could be reduced by 37%, but this would increase
the levelized cost of generation by 5.6%. Most of the price increase is owed to the price of
solar electricity generation, which remains high in Japan. In Kyushu’s case, this change could
be achieved without constructing additional power plants, since the LNG plants are operated

4.5 Conclusion
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at a low LF. However, additional planning is necessary to acquire more LNG. Countries that
use LNG plants as peak-load generators share the same potential, and the results show that
a minor change in the system could have a significant impact on emission goals.

The results emphasized that solar power with the aid of LNG could partially replace coal
capacity, but it alone could not phase-out coal. For energy planners who are only starting
to increase their solar capacity, insights from this work could help with understanding the
interactions between coal, solar, and LNG electricity generation. For planners in countries
with a considerable amount of solar power (>8%), the results from this study could serve
as a precaution by highlighting the risks of further increasing the solar power penetration.
Although solar power helped solve midday peak power, the problem remains because it
simply shifted to periods where there is no solar energy. Summer and winter are challenging
periods due to the increase in peak demand. Although it is counterintuitive, solar energy
is not enough during summer, or, to be more precise, misaligned since the problem occurs
in the late afternoon. Diurnal storage can address the misalignment in summer, but winter
presents a more intricate problem, since the solar energy is insufficient. Thus, exploring
other technologies that could further complement solar energy is necessary.

The weather-driven approach revealed the importance of weather in the analysis, as it
affected the results to varying degrees. In addition, 400-600 MW of standby coal capacity is
necessary due to the yearly fluctuations. Coal generation, coal load factor, curtailment rate,
and CO- emissions vary by 7-18%, 8-27%, 0-5%, and 6-8%, respectively. Identifying the
representative year is crucial since it should cover the worst case, best case, and the cases in
between. Energy planners and policymakers should consider the weather when analyzing
energy plans, as it could provide a range of values that can guide them in making the correct
decisions. Since the approach can generate scenarios based on weather data, it could also
be used for storage assessment and capacity planning. The approach could also be used for
grid expansion planning by increasing the number of buses and modeling multiple demands.
These energy planning topics could also benefit from the range of insights generated through
the weather-driven approach.

Chapter 4 Weather-Driven Scenario Analysis for Decommissioning Coal Power
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Dynamic Cost-Optimal
Assessment of
Complementary Diurnal
Electricity Storage Capacity

The contents of this chapter is based on Dumlao, S. M. G., & Ishihara, K. N. (2021).
Dynamic Cost-Optimal Assessment of Complementary Diurnal Electricity Storage
Capacity in High PV Penetration Grid. Energies, 14(15), 4496. doi: https://doi.
org/10.3390/en14154496.

Introduction

Electrical Energy Storage

There are several ways to categorize electrical energy storage (EES) such as stored energy
type [84], energy conversion interface [85], [86], storage mechanism [85], [87], and energy
storage purpose [88]. Figure 5.1 categorizes the electrical storage systems based on the
conversion interface. Direct electrical storage mainly stores energy via electric fields in

capacitors and magnetic fields in inductors without the need for conversion [84], [85].
Their use is well-known in electronic circuits, but their capacity to store energy is limited.

Electrochemical energy storage utilizes electrochemical reactions to store and produce
energy, and the capacity ranges from 100 W to MW [88]. Mechanical energy storage stores
energy either through kinetic energy or potential energy [84]. This type of storage produces
fewer contaminants throughout its life cycle [87], but its geographical location is its main
limitation [88], [89].

Chemical energy storage covers technologies where electrical energy produces chemical
compounds that could later generate electricity [88]. Electricity can be stored through
the production of gas or liquid that could later be used for energy generation or direct
utilization [90]. In contrast to the previous three types, the production plant for chemical
energy storage is often separate from the generation plant. Thermal energy storage stores
energy through temperature change, phase change, or chemical structure change in the
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Figure 5.1: Types of Electrical Storage Systems based on the energy conversion interface. Adapted from [84]-[88],
[90].

material [88]. This kind of energy storage is often used alongside concentrated solar power
(CSP) plant for dispatchable generation [91]. Similar to chemical storage, the “charging”
and “discharging” interfaces for thermal energy are separate facilities.

Since the theoretical maximum capacity of direct electrical storage is limited, it is infeasible
for grid-level storage. The dynamics between the storage and generation of chemical electri-
cal storage may prove to be useful for long-term storage, but since it requires two different
facilities, for short-term storage the complexity of the system could hinder its operation;
thus, it will not be explored further in this study. Similarly, thermal electrical storage will
not be explored further since the current application is limited to CSP. Mechanical and
electrochemical electrical storage provides a straightforward conversion between electricity
and storage, which is appropriate for diurnal storage. These kinds of storage are essentially
built and then cycle through charging and discharging. The capacities of such electrical
storage systems are limited mainly by the area and the cost of the installation. The study
will mainly focus on these two types of electrical storage.

Pumped hydroelectric energy storage (PHES) requires two reservoirs. It stores energy by
pumping water uphill and generates electricity by releasing the water downhill like a typical
hydropower plant [88]. It is the most mature and widely used large-scale energy storage
technology, but it is limited by several natural geological features, including adequate
elevation and sufficient water supply [88]. Compressed air energy storage (CAES) stores
energy by compressing air to high pressures using electrically driven compressors [89].
It generates electricity by allowing the air to expand and mixing the air with fuel in a
combustor to drive the turbines [89]. Usually, the compression cycle requires cooling, and
the expanding cycle needs preheating [89]. Although it is already considered a developed
technology, it suffers the same geographical restrictions of PHES since it requires access to
large underground cavities, aquifers, and caverns [89]. Flywheel energy (FES) storage stores
electrical energy in the form of rotational energy, but it is designed to deal with short-term
voltage disturbance to improve power quality [88]. Liquid air energy storage (LAES) stores

Chapter 5 Dynamic Cost-Optimal Assessment of Complementary Diurnal Electricity
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Table 5.1: Electrical Storage System (ESS) Parameters

Parameters unit LAB NaSB LIB VRB PHES CAES FES LAES
Round-trip Efficiency % 75 80 90 80 75 60 88 50
Discharge Duration m-h m-h m-h m-h m-h m-h s-m m-h
Depth of Discharge % 50 80 80 100 100 100 100 100
Cycle Life cycle 2000-4500 2500-4500 1500-4500 10k-13k 20k-50k > 13k 20k-100k -
Calendary Life years 5-15 10-15 5-15 5-15 40-60 20-60 15 30-40
Reference [85], [86], [85], [88], [85], [88], [85], [88], [85], [86], [85], [86], [85], [88], [92]
[95], [96] [95], [96] [95], [96] [95], [96] [88], [95] [88], [95] [951, [97]

energy by storing liquefied cool air in tanks [92]. Electricity is generated by allowing the air
to evaporate and drive the turbine [92]. Since it utilizes tanks designed for liquefied air, it
does not have geographic restrictions, but its efficiency is low [92].

Lead-acid (PbO,) battery, although considered to have lower efficiency and energy density,
is still used because of its low cost, high reliability and technological maturity [88]. This
technology also has a short lifetime at a high depth of discharge, and it requires periodic
water maintenance [85]. Sodium sulfur (NaS) battery is one of the batteries used for
commercial electrical energy storage in electric utility distribution due to its high energy
density, energy efficiency and long cycle capability [88]. However, high capital cost, high
operational temperature requirement and high operational hazard limit its application [88].
The increasing number of portable electronic devices has placed a spotlight on Lithium-ion
(Li-ion) batteries. Li-ion’s high power, energy density, and efficiency make it a potential
solution for grid-level storage [86]. However, depending on lithium alone might lead to
insufficient supply in the future [93]. Recently, there is an increasing interest in the redox
flow battery (RFB) due to its low maintenance cost, overcharging tolerance, and deep
charging capability [88], but this technology is still in the development phase [94].

Several studies have summarized the technical and economic properties of existing and
potential ESS [85], [86], [88], [95]-[97]. A recent review by Borri et al. [92] summarizes
recent trends in LAES. From these sources, Table 5.1 summarizes some of the parameters
crucial in understanding mechanical and electrochemical storage. Each technology has a

different round-trip efficiency, which has an impact on the discharge capacity of the system.

To ensure a longer lifetime for some of the batteries (LAB, NaSB, and LIB), they are not
completely discharged; thus, only a fraction of their actual capacity is usable. This drawback
is not present in mechanical energy storage.

The cost of ESS is highly contentious. There are various ways to compute capital expenses
and operational expenses. Some authors focus on both the power delivery cost and energy
capacity cost [86], [88], [96], [97], while some authors mainly focus on the energy capacity
cost and assume a particular duration for the power delivery [98]-[100]. The former
allows more flexibility in the calculations, but the latter simplifies the assumptions in the
calculations. Since the focus of this paper is on diurnal storage, the focus will be on the cost
of the energy capacity. Schmidt et al. [98] concluded that the capital cost of ESS systems
is on a trajectory towards 340 USD/kWh and 175 USD/kWh for stationary and battery
pack storage, respectively, once the total installed capacity reached 1 TWh. They estimated
that the storage cost by 2030 would be between 290 USD/kWh to 520 USD/kWh, where
PHES and Li-Ion represent the lowest and highest costs, respectively. These conclusions
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are relatively higher than the projections of Cole and Frazier [99]. After analyzing 25
publications, they concluded that the capital cost of a 4-h battery system would be between
124 USD/kWh and 301 USD/kWh. In Lazard’s 2020 Levelized Cost of Storage Analysis [27],
they mentioned in their assumption that they used 475 USD/kWh and 102 USD/kW as their
ESS cost for utility-scale PV + storage system. These assumptions are closer to the cost
projections of Cole and Frazier for 2020, albeit a pessimistic assumption.

Economic Assessment

Levelized Cost of Energy (LCOE), calculated by dividing the life cycle cost of the system
by its lifetime energy production, is one of the most commonly used economic metrics in
comparing energy generators [100]. Early literature stated that it allows the comparison
of alternative technologies despite the difference in operational scale, investment, and
operating periods [101]. It has become one of the standard economic metrics used in
comparing technology, especially in comparing renewable energy with conventional energy
(such as coal and Liquefied Natural Gas (LNG)) [102]-[104].

LCOE is not directly applicable in assessing storage cost since energy storage does not
generate its energy. Adapting the basic idea behind LCOE, Jiilch et al. [96], [105] defined
Levelized Cost of Storage (LCOS) as the sum of all the annual expenses (such as operational
cost and charging cost) and capital cost divided by the sum of delivered energy over the
lifetime of the storage. The approach is relatively similar to LCOE, but instead of generating
the energy, LCOS purchases electricity and the delivered energy incorporates the cycle lost
(charge and discharge). After examining the LCOS for several ESS technologies, the author
highlighted that LCOS is influenced by the design of the storage plant, cost of electricity, and
operating hours [96].

Lai and McCulloch [100] focused on a mathematical approach to isolate the LCOS, where
storage was seen as separate from the system, and introduced the idea of Levelized Cost of
Delivery (LCOD) that provided the relationship between LCOE and LCOS. Schmidt et al. [97]
provided a comprehensive analysis of nine storage technologies for several applications and
concluded that Li-Ion batteries are the most competitive, and PHES, CEAS, and hydrogen
are best for long discharge application.

Storage is starting to be financially viable, and several studies have explored the idea of
identifying appropriate storage allocation. Li et al. [69] conducted a technical-economic
assessment of large-scale PV integration with PHES in the Kyushu region. PHES was chosen
in their study because they evaluated that the topography and geology in the area are
favorable to the development of PHES. Their results showed that the additional income
from the PV surplus was not enough to cover the additional investment in PHES, but it
could offset the initial investment. Anagnostopoulos and Papantonis [106] investigated the
performance of pumped storage to support large-scale variable renewable energy in Greece.
The authors used the internal rate of return in their economic evaluation and concluded
that the project’s viability is significantly dependent on the curtailed energy’s magnitude and
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distribution. Liu et al. [107] wrote a review article on energy storage for the electric grid,
and in their economic subsection, they mentioned that utility-owned storage provides an
excellent opportunity to implement energy arbitrage. Their study highlighted the case of
California, but the exact details of the costs and benefits were not disclosed. Nonetheless,
the study mentioned that the utility-owned storage systems were making a profit.

Objective

Most studies consider storage as an additional cost that must be recovered by storing
excess solar energy. However, as solar penetration increases further, the cost penalty to
solar PV owners due to solar curtailment increases to a point where solar might no longer
be economically competitive. At this point, storage is no longer an additional cost but a
necessary infrastructure to maintain solar energy’s competitiveness. Consequently, ESS
planning should be considered in regions with imminent curtailment issues. There is a need
for an optimization approach that provides a target value for the optimal complementary
storage capacity in each year, which minimizes the generation cost of renewable energy.
This optimization should consider the changes in the cost of ESS and PV and the continuous
growth of solar PV. To date, most studies primarily focus on the optimal value for the
project and not for the whole system nor for a specific planning horizon. LCOE, LCOS,
and LCOD mainly focus on the project’s profitability, making it challenging to analyze the
impact of additional investments on the existing system. These approaches are well-suited
for individual projects but inappropriate for analyzing the whole system, where the capacity
of solar and ESS are dynamically changing over several years. Furthermore, these financial
assessments are unsuitable for optimization that considers the impacts of early or delayed
investments. To the best of the authors’ knowledge, an ESS growth trajectory optimization
has not previously been explored.

Therefore, this study conducts a techno-economic analysis to present the cost-optimal storage
growth trajectory that could support the dynamic integration of solar PV through a particular
planning horizon. The optimization aims to balance the cost penalty from curtailment and
the additional investment cost of storage. The technical analysis focuses on the energy
balance changes due to the increasing solar PV and storage capacity. The economic analysis
looks into the changes in the energy generation cost due to solar panel price, storage price,
and the utilization rate of the system. A methodology for the cost-optimal assessment is
proposed to tackle the time-bound optimization of storage capacity that complements the
increasing solar capacity. The proposed approach utilizes a two-step optimization process
that performs (a) a technical optimization that maximizes the PV and ESS utilization while
ensuring hourly energy balance and (b) an economic optimization that identifies the ESS
growth trajectory with the lowest generation cost within the planning horizon. The Kyushu
region in Japan was used as a case study since it continuously increases its solar capacity
and is at the precipice of high PV curtailment.
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Figure 5.2: Proposed Cost-Optimal Storage Capacity Assessment using Hourly Simulation, Monte Carlo Sampling,
and Levelized Cost of Generation. Blue parallelograms represent the input of the system such as the
ESS and PV capacity for the scenarios and the ESS and PV cost projections for the financial calculation.
Green parallelograms represent the intermediate output of the processes.

Methodology

Figure 5.2 shows the overview of the proposed cost-optimal storage capacity assessment,
where three process clusters are highlighted. First, the technical optimization focused on
maximizing the utilization of the additional ESS from a purely technical perspective. Python
for Power System Analysis (PyPSA) Modeling Framework (v0.17.1) [53], which formulates
and solves a linear programming problem for optimal power flow, was used to optimize the
hourly energy balance. The optimization calculated the energy balance based on various
ESS and solar PV capacity scenarios. This calculation was used in the economic optimization,
which focused on calculating the optimal growth trajectory. Using the information about the
maximum ESS that could support the specified scenarios, the growth trajectory candidates
were generated manually and through a Monte Carlo random sampling. The proposed
Levelized Cost of Generation (LCOG) was used to provide a financial index for each growth
trajectory using financial data about ESS and solar PV and the pre-computed energy balance.
The optimal ESS growth trajectory is the trajectory with the least LCOG within the planning
horizon. Finally, a sensitivity analysis was conducted to assess the parameters that could
affect the trajectory, and an impact analysis was carried out to understand the impact of
following the trajectory on the electricity grid.

Technical Optimization

The hourly simulation used Python for the Power System Analysis (PyPSA) Modeling
Framework (v0.17.1) [53]. The PyPSA environment provides a framework for the buses,
lines, loads, generators, storage, and units, among many other parameters. In this simulation,
Kyushu was modeled as a single point, but additional sub-buses were added to monitor
the changes in the energy balance due to the additional ESS, as seen in Figure 5.3. The
coal generator was connected directly to the main bus BO to prevent it from charging the
ESS. Since there are still instances when the existing ESS capacity is charged by the other
generators, albeit minimal, sub-bus B1 was provisioned to monitor this power flow. B2 was
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B0 = main bus B2 = solar L0 = main generator L3 = generator charge (backup)
B1 = non-solar source B3 = storage bus L1 = solar L4 = ESS Store
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Figure 5.3: Configuration of the grid used in the optimization.

Table 5.2: Generators in Kyushu as of FY2019

Generator Power [MW]  Carrier Outputmin [%]  Ramp Limit [%]
Coal 7037  Coal 30 1
LNG 5250 Gas 15 40
Geothermal 160 Renewable 100 0
Biomass 450 Renewable 100 0
Solar 9000 Renewable 0 100
Nuclear 4140 Non-GHG 100 0
Wind 355 Renewable 15 40
Hydro 4000 Renewable 15 40

provisioned to monitor the interaction between the PV and ESS. Sub-bus B3 serves as the
input for solar and the other generator for the ESS through lines L2 and L3, respectively.
Solar has a direct connection to the main bus through line L1, while the delivered energy
from ESS goes through L5.

For this study, the synthetic load and solar generation profile for the average year (2018)
generated in Chapter 4 was used for the optimization since it was determined that this year
represents the year with the highest variability. Similarly, the generator parameters seen
in Table 5.2, which were used in the previous Chapter, were also used in this study. These
generator properties were consolidated based on various sources [42]-[44]. This study’s
solar capacity followed the solar capacity growth in Kyushu from 2012 to 2020, which was
detailed in [5]. From the latest published capacity of around 10 GW in 2021 [36], the
simulation incremented the PV capacity by 600 MW, 800 MW, and 1 GW per year for the
next ten years. The ESS capacity was incremented by 1 GWh from the current 13 GWh
capacity until 80 GWh. A preliminary analysis determined 80 GWh as the terminal ESS
capacity for the 20 GW solar capacity.

For the optimization, the system prioritizes solar while ensuring energy balance and satisfying
the minimum operating output or ramp limit seen in Table ??. Although the nuclear,
geothermal and biomass could change within the year, as baseload, it was fixed to its
respective maximum capacities to provide consistency throughout the years under simulation.
Hydropower generation is based on the daily dispatch capacity calculated using the total
daily dispatch in 2019. The simulator allocates the hourly dispatch based on the optimization.
However, minimum and maximum dispatch is still considered based on the actual data. The
LNG was capped at 10 TWh since this was determined as the current budget in the region in
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Figure 5.4: Overview of the growth trajectory generation.
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Figure 5.5: Manual Generation to handle the extreme cases.

Chapter 4. Since the analysis focuses on a period of one year, the resulting hourly simulation
was consolidated into yearly statistics, which will be used in the economic optimization.

Economic Optimization
Growth Trajectory Generation

The optimal growth trajectory of ESS is difficult to ascertain due to the enormous amount
of potential paths that it could reach. Testing all the paths, even at wide-ranging intervals,
seems to be a daunting task. Therefore, this is where Monte Carlo random sampling can
be applied. Essentially, this random sampling provides a statistical sample of the available
solution space that can identify the optimal solution.

Figure 5.4 shows the overview of the growth trajectory generation. An initial range of final
values was predefined. In this study, the evaluation started from 7 GWh until 67 GWh
with intervals of 2 GWh. All these final values go through the manual and random case
generation. As outlined in Figure 5.5, the manual generation, which covers the extreme
cases, provides the growth trajectory for single hop, surge, and delay. Single hop focuses
on the idea that the planning for the whole duration is conceived at the start, which will
dictate the growth trajectory from beginning to end. The surge is similar to the single hop,
but the final value is achieved early (e.g., 30 GWh by 2025) and will stay there. On the
other hand, the delay scenario will delay the start of the planning (e.g., 0 GWh until 2025)
and grow from there. The surge and delay cases were generated from 2021 until 2031 with
a 2 year interval. Using these targets, the values in between were interpolated using linear,
logarithmic, and exponential growth.

Figure 5.6 outlines the random sampling for the middle cases. The solution space in between
the extreme cases is vast, and random sampling reduces the computational requirement of
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Table 5.3: Planning Hops

hops hops #  Sample [%]
2021, 2023, 2031 3 50
2021, 2025, 2031 3 50
2021, 2027, 2031 3 50
2021, 2029, 2031 3 50
2021, 2023, 2025, 2031 4 10
2021, 2023, 2027, 2031 4 10
2021, 2023, 2029, 2031 4 10
2021, 2025, 2027, 2031 4 10
2021, 2025, 2029, 2031 4 10
2021, 2027, 2029, 2031 4 10
2021, 2023, 2025, 2027, 2031 5 5
2021, 2023, 2025, 2029, 2031 5 5
2021, 2023, 2027, 2029, 2031 5 5
2021, 2025, 2027, 2029, 2031 5 5
2021, 2023, 2025, 2027, 2029, 2031 6 1
Calculated all
hops? Identify Interpolate the
No. Random Values between

Generate Calculate
Final Value Planning Hops Number of
g riop Permutations Samples Planning Periods

Yes
[ucrmol&pcrmum[mns [numpyxand.randm[ linear, logarithmic, exponential

Figure 5.6: Monte Carlo random sampling for the middle cases.

the analysis. However, to ensure that the sampled values represent the whole solution space,
it is necessary to approach the sampling methodologically. Similar to the manual generation,
the random generation starts with the final value. From this value, planning hops were
generated from 2021 until 2031 with a 2 year interval. Table 5.3 shows the combination of
the hops. The sampling rate was identified for each hop length. The number of potential
permutations are calculated using the final value and the length of each combination. The
growth trajectories were then randomly selected using the target number of samples. Similar
to the manual case, the values in between were interpolated using linear, logarithmic and
exponential growth. Figure 5.7 shows a sample growth trajectory using manual generation
and random sampling.

Using the specified intervals for the ESS capacity and planning hops, it was determined that
there were around five million possible growth trajectories. Following the sampling rate in
Table 5.3, around 430,000 were evaluated. Since there is a possibility of overlap during the
generation, the sample size varies depending on the random seed.

Financial Evaluation

The proposed Levelized Cost of Generation (LCOG) shown in (5.1) is used in the financial
evaluation of the optimal growth trajectory. The formula is a slight modification of the
annuitized Levelized Cost of Energy (LCOE) formula discussed by Lai and McCulloch [100].
Although they did mention that the present value approach is more appropriate in calculating
LCOE, to identify the optimal capacity for a particular planning horizon, as is the goal of
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Figure 5.7: Sample growth trajectory generation using (a) manual generation to handle the extreme cases and
(b) Monte Carlo random sampling to provide the random samples in the middle. (a) shows the filling
process between planning years, where black, blue, and green represent linear, logarithmic, and
exponential growth, respectively. (b) represents one of the planning hops (2021, 2025, 2031) and the
filling process as shown in (a).

this work, the annuitizing method is more appropriate since it has to consider additional
installation as time progresses. They also emphasized that the variability of solar makes
the annuitized formula less appropriate. However, this particular issue is essential in this
particular calculation because not only is the energy production variable, with curtailment
it is also dependent on the total PV capacity for that particular year. Using LCOE as a
foundation, LCOG was formulated by taking into consideration the time component. In
contrast to LCOE, which focuses on a unit of energy’s production cost for the whole lifetime
of the energy generator, the LCOG focuses on a unit of energy’s generation cost throughout
the planning horizon. This notion facilitates the ability to assess the system as a whole at a
certain point in time or a specific period.

YRy Yn PV ESS
Yr=YRg ( Yi=Yo (Cyiayr + Cyi,yr))

YRy PV+ESS
ZyT:yRO Eyr

PV+ESS
LCOG,, ™5 = (5.1

LCOG levelizes the cost of generation within the planning horizon by dividing the total
annuitized cost by the total energy generated throughout that period, as seen in the outer
summation of the numerator and the denominator. yp refers to the period under evaluation
that begins from ypr, until yr_ . In this study, yr is 2022-2031, as shown by the bounded
box in Figure 5.8. The inner summation in the numerator represents the cost per year, which
is the summation of the annuitized cost of PV and ESS. Since the capital cost changes every
year, the annuitized cost will depend on the capacity and annuity in that particular year.
The cost is calculated using (5.2) and (5.3), where annuity is computed using (5.4). Japan’s
interest rate (r) of 3% was used in the calculation. The lifetime of PV and ESS was estimated
to be 20 and 15 years, respectively, in this study. Each box in Figure 5.8 represents an
annuity cost either from PV or ESS. The sum of the boxes with the bounding box represents
the total cost for the duration of the planning horizon.

PV _ PV 4PV
Cyi —Capyi Ayi (5.2)

ESS _ ESS 4 ESS
C,.>7 = Cap,, Ayi (5.3)
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Figure 5.8: Visualization of the elements of the LCOG. Each box represents an annuity cost either from PV (yellow)
or ESS (green). The bounded box represents the planning horizon in this study.
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] (used for both PV and ESS). (5.4)
The cost projections for PV and ESS can be seen in Figure 5.9. The unit cost of solar for
each year was used to compute for the annuity (A]"") from the principal cost (P,’") using
(5.4). In the case of Japan, aside from the panel, there are minimal cost changes; thus,
the projection focused on the reduction in PV panel price. A 10% learning curve per year
was used since this is the current cost reduction trend. The study assumed that this would
continue until 2031. The unit price or principal cost of ESS (nyss ) was taken from Cole
and Frazier [99], since their projections already considered several publications and they
provided the corresponding values for each year while other references only focused on
specific years. For the initial calculation, the middle projection for the ESS unit cost (ESSiq)
was used. Since the computation used JPY, this was converted from USD to JPY using the
current conversion of 1 USD = 110 JPY.

Levelized Cost of Generation (LCOG) Evaluation

At this stage, the LCOG of the candidate growth trajectories were evaluated to extract
the optimal growth trajectory. Primarily, the goal was to identify the growth trajectory
that yields the minimum LCOG. Secondarily, the variations against the other potential
solutions were analyzed to assess the impact of not achieving the optimal target. Preliminary
analysis showed that several growth trajectories have a relatively similar LCOG compared
to the optimal growth trajectory. It was also observed that, for each ESS capacity by 2031
(ESS50%,), there is a local optimal value. Looking into the 100 samples with the lowest
LCOG, it was also observed that the candidates have relatively similar growth trajectories.
These trajectories with the lowest LCOG per ESS50%5, were selected as representatives, and
a trend line was created using these values. The final goal of the economic optimization is
the identification of the trajectory with the minimum LCOG as shown in (5.5). This goal is
achieved at this stage by selecting the candidate trajectory with the lowest LCOG. The ESS
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Figure 5.9: Cost projections for the unit cost of (a) solar PV and (b) ESS. In (a), * is the historical data from Japan’s
Ministry of Economy, Trade and Industry [108], where the unit cost is disaggregated into land, design
and construction, miscellaneous, and panel price. For the projected values (labeled with **) from 2021
onwards, the land, design and construction, and miscellaneous fees (combined as miscellaneous **)
were expected to have minor changes, while the solar panel would continuously decrease by 10%
per year. The value for 2012 was also extrapolated since the available historical data started in 2013.
(b) shows the cost projections of Cole and Frazier [99] for battery storage with three cost reduction
scenarios.

capacity trajectory is considered the exogenous variable in this optimization since the model
predetermines the other variables.

min (LCOG;V +ESS((01qpESS )) (5.5)

YiYr

Analysis & Recommendation
Financial Sensitivity Analysis

A sensitivity analysis was conducted to assess the impact of the solar growth rate and ESS
unit cost projection on the optimal growth trajectory. For PV, the growth rate was varied
under the assumption that larger PV capacity leads to larger curtailment that will require
more ESS. In the past three years, PV was increasing by around 1 GW, but it slowed down
due to curtailment; thus, 800 MW/year was seen as the realistic case. However, it is ideal
to reduce it further to 600 MW/year to slow down the curtailment rate. Consequently,
maintaining the 1 GW/year growth is undesirable since it will have the reverse effect. For
the ESS unit cost, the projections in Figure 5.9b were explored to test the robustness of the
optimal growth trajectory against the unit cost of storage.

Impact on the Grid

The LCOG for the whole grid includes the other generators. These were treated as dis-
patchable generations, and the cost was calculated based on the generated amount and the
estimated cost as seen in Table 5.4. It is assumed that there will be minor changes in the
price of the other generators in the next decade.
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5.3.1

5.3.2

Table 5.4: Cost of Electricity Generation [Yen/kWh]

Technology = METI 2014 METI 2030 MOFA 2018*  Applied**

Nuclear 10.1 10.1 - 10.1
Coal 12.3 12.9 6 12.3
LNG 13.7 13.4 10 13.7
Wind 21.9 13.9 10-22 (15) 17.9
Geothermal 19.2 19.2 - 19.2
Hydro 11.0 11.0 - 11
Biomass 12.6 13.3 - 12.6

* Values in parentheses are the average values
** Used in the calculation

For the CO, emission analysis, the study mainly focuses on the CO, emission from fuel
consumption, which does not cover the CO5 emission during the construction, maintenance,
and disposal of the system. The calculation assumes that nuclear, geothermal, hydro,
solar, and wind does not generate CO, and biomass has a net-zero CO; emission during
electricity generation. According to Japan’s Ministry of Environment [83], depending on the
technology, coal and LNG has a CO» emission of 0.95 kgCO»/kWh to 0.83 kgCO»/kWh and
0.51 kgCO,/kWh to 0.36 kgCO,/kWh, respectively. The average emissions for coal (0.89
kgCO,/kWh) and LNG (0.44 kgCO,/kWh) were used in the analysis.

Results

Energy Change

Figure 5.10 shows the changes in the solar energy delivered to the grid. It can be seen
that, aside from the stored solar, the delivered solar also increased because of the flexibility
afforded by the storage. Similar to LNG, it is shown that storage can provide flexibility
that could help reduce the ramp rate of the other energy sources. The figure also shows
the energy loss due to the charging and discharging cycle (cycle loss), which increases as
the amount of ESS capacity increases. The figure also served as a preliminary insight into
the maximum ESS capacity for the simulation, since it shows that curtailment will become
minimal once 80 GWh was reached.

Optimal Growth Trajectory

The initial exploration of the sampled growth trajectories showed that the first 100,000
samples have a marginal difference with the minimum LCOG. The calculation showed that,
depending on the ESS capacity by 2031 (ESS5%,), there is a growth trajectory that could
yield a relatively similar LCOG, which shows that there is a range of acceptable growth
trajectories. Figure 5.11a shows the 100 trajectories with the lowest LCOG for several
ESS5c%, and it can be observed that, for ESS capacities greater than 15 GWh, the LCOG
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Figure 5.10: Changes in the total contribution of energy from the combined solar and ESS system.

of the trajectories are almost the same. The trajectories with the lowest LCOG for each
ESS50%, are also shown in the figure. Within this trend line, the optimal growth trajectory
has the lowest LCOG and is marked as the minima.

Figure 5.11b shows the representative trajectories and the optimal growth trajectory, where
it could be seen that the optimal growth trajectory follows an almost linear trend. The
representative trajectories generally follow the optimal trajectory until the maximum ESS
capacity for that trajectory is reached. The representative trajectories mainly follow the
optimal path until it faces a restriction, which in this case is the maximum assigned capacity
for that trajectory. The behavior signifies that the initial goal is to reach the optimal trajectory
and retain that capacity until further funding is available. It also shows that investing higher
than the optimal trajectory is counter-productive.

Sensitivity Analysis

The sensitivity of the LCOG and the optimal growth trajectory to the growth rate of solar
and changes in ESS unit cost can be seen in Figure 5.12. As seen in Figure 5.12a, in all cases,
the LCOG gradually decreases but the change for the ESSy,;,), is minimal. In contrast, the
LCOG for the ESS).,, drops until it reaches 30 GWh. The minima for lower solar growth rate
(e.g., PVgo0) occurs earlier since there is less curtailment to store. On the other hand, since
higher solar growth rates (e.g., PVigo0) lead to higher curtailment, the minima are higher
since the utilization rate of the ESS remains high, even at these capacity ranges.

Cross-referencing with the corresponding growth trajectory of each minimum shown in
Figure 5.12b, it can be seen that initially, the growth trajectory is the same, but it diverges
around 2024. There are points of intersection for the growth rate, but the solar capacity and
ESS cost significantly affect the slope of the growth trajectories. Figure 5.12b also shows
that the trend flips around in 2023 and 2024. Initially, the optimal trend for ESSygn is
higher than the other cases, but its overall slope is less steep. In contrast, the other cases
have lower initial values, but, given their higher slopes, these cases reached higher values by
2031. These trends show that, for instances where the cost reduction is minimal (ESSygn),
it is best to invest early and immediately reduce the impact of curtailment. However, for
instances where cost is seen to drastically reduce in the future (ESSy.), it is best to delay. It
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Figure 5.11: (a) Minimum LCOG per max ESS capacity in 2031. (b) Growth trajectory of the samples with the

lowest LCOG sorted according to the ESS capacity by 2031 (ESS5q%,). In (b), the minima’s (optimal)

trajectory is shown as a dashed line and the representative trajectories are shown as faded solid lines.

can also be observed that higher solar capacity growth rates lead to higher required ESS
since more curtailment should be recovered. This insight is already intuitive, but it is difficult
to assess the capacity and duration of the delay. The optimal growth trajectory presents the
capacity to be installed at the minimum to balance the loss and additional investment.

Impact on the Grid

The analysis of the impact on the grid focused on the average case using the optimal ESS
capacity in Figure 5.12. Since the focus of the optimization is financial, there will still
be some curtailment. However, as shown in Figure 5.13a, the curtailment rate, which is
expected to increase continuously, could be kept at around 5-12% through the optimal
growth trajectory. It can be observed that the curtailment rate immediately dropped to 12%
for ESSy;zn and remained there. In contrast, the curtailment rate gradually reduced to 5%
in ESS),w and settled there. This observation shows that (a) the lower the cost, the more
curtailment can be absorbed and (b) the acceptable curtailment rate will depend on the cost
of storage.
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Figure 5.12: Impact of the solar capacity growth rate and ESS unit cost on (a) LCOG trend line and (b) the
cost-optimal growth trajectory. Convention: the color of the line represents the solar capacity growth
rate, while the line style represents the project ESS unit cost.

Figure 5.13b shows the annual LCOG using the optimal ESS growth trajectory. It can be seen
that the ESS can reduce the curtailment penalty by up to 4-6 JPY/kWh by 2030. The annual
LCOG trend follows the trend of the curtailment rate. The LCOG quickly dropped in ESSp;gh
and remained relatively high compared to the slower but continuous drop for ESSq-

The total annual cost of electricity generation for the whole of Kyushu is shown in Figure 5.14a.
Immediately, the impact of additional solar capacity on the annual generation cost is notice-
able. It can be observed that, in all cost scenarios, additional storage was able to reduce the
annual generation cost. Interestingly, the cost reduction for the three ESS cases is relatively
similar. This observation shows that the optimization mainly focuses on the overall impact
on the cost reduction. For ESSy;en, the reduction to a 10% curtailment rate was sufficient to
almost match the 5% reduction of ESS).,,. However, it can be seen that the impact on the
CO,, emissions is more significant, as seen in Figure 5.14b. Intuitively, higher PV capacity
will lead to lower emissions and, since the delivered solar could increase with the aid of
ESS, the emissions decrease further. As previously highlighted in Figure 5.10, aside from the
energy delivered through the ESS, the ESS also provides additional flexibility to the grid.
These two benefits of ESS reduced the need to generate energy from coal, which leads to a
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Figure 5.14: (a) Total annual cost and (b) CO2 emissions of the electricity generation for the whole Kyushu grid of
business as usual (BAU; no change in ESS capacity) and the optimal ESS scenario.

reduction of CO, emissions. With the help of ESS, 2-6 million tons of CO, could be avoided
per year by 2030.

Finally, Figure 5.15 shows the relationship of the annual LCOG and the levelized CO-
emissions. As previously highlighted, ESS could slightly reduce the LCOG, but it greatly
helps in reducing the CO, emissions. By focusing only on solar, the levelized CO, emissions
could go down to 0.3238-0.3342 kgCO,/kWh, but with the aid of ESS, this could go down
further to 0.2753-0.2825 kgCO,/kWh. The figure also shows the complementary benefit for
PV and ESS in reducing curtailment. A higher solar growth rate and lower ESS unit cost
generally lead to lower CO, emissions, leading to higher costs. Therefore, a policy decision
must be made to balance the power generation’s economic and environmental impacts on
the island.
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Discussion

Ensuring Continuous Competitiveness of Solar

Curtailment is inevitable under high PV penetration; thus, additional precautions and plan-
ning are necessary to minimize its economic impact, which might hinder further deployment
of PV. The results show a cost-optimal storage capacity that could reduce the curtailment
rate to acceptable levels. Furthermore, results show that there is an optimal growth trajec-
tory for reaching the optimal capacity. By following this growth trajectory, the curtailment
rate, which grows larger and larger as the PV penetration rate increases, could be reduced
to around 5-10%. Since the optimization focuses on the financial objective, the 5-10%
curtailment rate seems acceptable and should be part of the initial cost calculation for new
projects. Beyond this curtailment rate, it is financially sound to invest in ESS.

Solar Energy and lts Impact on CO, Emissions

The results also show that, although solar alone can reduce CO, emissions, curtailment
hinders it from having a more significant impact since the effective delivered energy is
reduced. With the aid of ESS, the delivered energy increases and solar could help in
reducing CO- emissions by displacing coal. The results emphasized that ESS was also able
to provide additional flexibility that enabled direct solar utilization. The flexibility of the
grid is vital for solar energy since it is a variable source of energy. It is also essential that ESS
can provide this since the charging and discharging cycle introduces energy loss, reducing
the total delivered solar energy. Furthermore, it is essential to highlight that these additional
CO-, emissions were achieved with a lower annual generation cost.
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Important of Investment’s Timing

The results highlighted the importance of investment timing. As solar capacity grows, so
does the expected curtailment, and with it, the need for additional ESS capacity. The analysis
explored several logarithmic, linear and exponential growth strategies, and the results show
that a gradual increase is still the cost-optimal approach rather than a sudden followed by a

slow installation (logarithmic) or a slow followed by a sudden installation (exponential).

Hypothetically, the logarithmic growth could be beneficial if the grid is severely lacking
in ESS capacity. Nonetheless, it should grow until reaching optimal capacity, following
the optimal growth trajectory, and continue a linear growth afterwards. On the other
hand, exponential growth might be beneficial if a sudden price drop is anticipated in the
future. However, as shown in this study, if the curtailment rate is not yet severe and the
price decrease of ESS is gradual per year, then a gradual increase is the financially sound
decision.

Deployment Responsibility

As shown in the optimal growth trajectory, the ESS capacity should be increased by around
30 GWh within the next 10 years to minimize the curtailment cost penalty. This study is
limited by the assumption that the whole system will share the benefit of ensuring the
competitiveness of solar energy. Further study is necessary to understand the responsibility
of the government and existing market players in ensuring the viability of future solar and
storage investments. The support given to initial solar investors should also be given to
storage investors. The situation of new solar investors should also be considered since they
will be more affected by the curtailment because they are entering the market at a point
when curtailment is already expected. One potential solution would be to encourage new
solar investors to include storage into their system by providing more subsidies or incentives
to complementary solar storage plants.

Implications for Other Isolated Grids

Kyushu’s 2 GW transmission line to the rest of Japan is insufficient for solving the curtailment
problem in the region. Therefore, Kyushu could represent island nations with isolated
electrical grids such as the Philippines, Indonesia, and Hawaii. The results in this study have
shown that curtailment will drastically increase the cost of solar once the curtailment rate
reaches 10%, and storage should be strongly considered to mitigate its financial impacts. This
insight could serve as a precaution for energy planners since ESS represents an additional
investment, which could be prevented by limiting the capacity of solar generation. This
approach might be counter-intuitive in the effort to green the grid, but it is crucial to prevent
wastage of solar energy, as it impacts its profitability.

5.4 Discussion
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However, it should be noted that the difference in solar irradiation and demand profiles have
a huge impact on the cost of solar generation. For instance, the Philippines and Indonesia
have minor variations in temperature, which could result in stable demand. Both countries
also have higher solar irradiance that could offset some of the losses. The proposed cost-
optimal storage capacity assessment methodology could be adapted for these territories since
the storage cost and installed solar capacity are barely affected by changes in territory.

Importance and Limitation of the Proposed Approach

The proposed cost-optimal storage capacity assessment revealed the ESS growth trajectory
that could minimize the cost of electricity generation from the combined PV and ESS
system. Since there are a lot of potential growth paths, the computational requirements are
enormous. A significant number of samples were used to find the optimal growth trajectory
through the Monte Carlo random sampling approach. The proposed formulation for the
LCOG was able to calculate the cost of generation as time progresses, as it is geared towards
the actual generation per year. In contrast, the standard LCOE mainly focuses on the lifetime
of the project. Through the LCOG, the growth trajectory was analyzed to find the set of
cost-optimal growth trajectories.

Since the approach optimizes a certain planning horizon, it is only optimal within that period.
It does not look further beyond this period. A longer planning horizon could be explored,
but this will further increase the computational requirement. One way to handle this is to
reduce the yearly intervals and assume minor changes within 2-3 years. By reducing the
intervals, the analysis could also be used for 20-30 years. It might not be logical to increase
this further since the difference in installed capacity beyond three years could significantly
impact the results.

Conclusion

The proposed cost-optimal storage capacity assessment was able to identify the complemen-
tary ESS growth trajectory that could support rapid PV capacity growth. By separating the
optimization process into a two-step process, the first step ensured that the optimization
is technically viable, while the second step identified the ESS growth trajectory with the
lowest generation cost. Levelized Cost of Generation (LCOG) was introduced as it could
provide the ability to tackle the time-bound optimization of the installed storage capacity.
The cost-optimal ESS growth trajectory has the lowest LCOG within the planning horizon.
The incorporation of the Monte Carlo sampling significantly reduced the computational
requirements of the analysis while ensuring the appropriate representation of the growth
paths. In addition, the proposed LCOG calculation was able to incorporate the gradual
growth of PV capacity and the changes in the cost, which enabled the optimization within
the planning horizon. The results showed that there could be several paths to follow in
installing ESS, but there is an optimum growth trajectory that could minimize the generation
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cost. Regardless of the existing storage capacity, the results showed that the complementary
capacity should rapidly increase until the optimal growth trajectory and then continuously
follow the trajectory. Investing higher capacity reduces the utilization rate of the ESS, which
leads to higher LCOG. The approach effectively identified the appropriate amount and
timing for the storage capacity, thereby reducing early or delayed investment repercussions.
These insights are essential considerations for energy planners and other stakeholders as it
provides target values for each year.

As intended, following the optimal growth trajectory resulted in a decrease in curtailment;
however, from a financial perspective, eliminating curtailment is infeasible. In Kyushu’s case,
the results show that the curtailment could be reduced to around 5-12% by following the
optimal growth trajectory. The Levelized CO, emissions could decrease from 0.3238-0.3342
kgCOo/kWh with only PV, to 0.2753-0.2825 kgCO,/kWh with PV and ESS, by 2030. These
results show that once curtailment reaches more than 10%, to maximize solar PV’s potential
in reducing CO, emissions, storage must be included in the energy transition plan. The
proposed approach can help identify the optimal ESS growth trajectory, which could balance
the acceptance of a certain percentage of solar energy wasted as curtailment and investment
in ESS to absorb the curtailment.

Since the proposed approach mainly depends on the hourly simulation, it could be replicated
in other territories, provided that the hourly data on demand and solar generation are
available. Storage will be crucial in ensuring the competitiveness of solar, especially in
isolated territories such as the Philippines, Indonesia, and Hawaii. The approach presented
in this study could be used to evaluate the growth trajectories for these territories as well.

5.5 Conclusion
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6.1.1

Impact Assessment of
Electric Vehicles as
Curtailment Mitigating Mobile
Storage

The contents of this chapter is based on Dumlao, S. M. G., & Ishihara, K. N. (2021).
Impact Assessment of Electric Vehicles as Curtailment Mitigating Mobile Storage
in High PV Penetration Grid. Energy Reports, 8 (Special Issue: CPESE 2021), pg
736-744. doi: https://doi.org/10.1016/j.egyr.2021.11.223.

Introduction

Electric vehicles and the energy transition

Due to the CO2 emissions that cause global warming, several efforts are ongoing to reduce
the world’s dependence on fossil fuels. Reducing fossil fuel dependence will require the
conversion of traditional technology to electricity-based technology that uses clean electricity.
Electric vehicles (EVs) are seen as a potential solution in reducing the fossil fuel dependence
of the transport sector and could also serve as secondary storage for renewable energy. In the
US, it is estimated that vehicles are on the road only around 5% of the day on average and
that at least 90% of personal vehicles are parked even during peak traffic hours [109]. At the
same time, EVs are not considered as critical load, and the charging time could be deferred
making it controllable from the perspective of system operators [110]. By discharging its
stored energy during peak demand, EVs could also help in reducing peak demand [111],
thereby reducing the need for additional thermal plants.

Kempton and Tomic [109] outlined that electricity in the grid generally falls under four
categories, namely: baseload power, peak power, regulation, and spinning reserves. They
focused on using EVs as spinning reserve because the batteries are paid for many hours as
reserves but only utilized in short periods. Kempton and Kubo [111] utilized EV as peak
power since the EVs’ availability and Japan’s peak demand matches. Initially, EVs could be
tapped as regulation and spinning reserve, but as these markets become saturated, EVs can

71


https://doi.org/10.1016/j.egyr.2021.11.223

6.1.2

72

transition to serve as storage for renewable energy generation [112]. EVs have the potential
to support the electricity grid; however, there is a recent shift in demand for EVs as storage.
In the previous decade, the focus is more on supporting the stability and reliability of the
grid, but the recent increase in penetration of renewable energy merits using EV as storage.
Transmission lines could also help by sending excess electricity to neighboring regions.
However, since this will be difficult for grid-isolated islands like Ireland and fragmented
grids like Australia, EVs as storage is a suitable alternative [112].

There are three strategies in utilizing EV as grid support or supplement, namely: (a) increase
the available storage capacity of the vehicle, (b) schedule the connection time of the EV
fleets, and (c) use intelligent controls [112]. The first option will incur additional cost and
weight to the vehicle. The second entails consistent coordination with the fleet but will allow
predictability. The last strategy will require additional communication infrastructure to
control the fleet automatically. Although intelligent control might provide the most efficient
use of the EV fleet, the added infrastructure will take further planning and additional cost.
Nonetheless, EV has a clear potential in supporting the electricity grid of regions with high
PV penetration.

Japan’s situation

Kyushu has around 7.20 million passenger vehicles as of early 2021, divided into 1.95
million, 2.0 million, and 3.25 million standard, small, and mini cars, respectively [113]. On
average, there were 250,000 newly registered cars in the past five years at a replacement
rate of 3.5% per year [113]. Historical data shows that, although the number of cars is
increasing, it is increasing at an average rate of less than 1% per year. These data show
that the number of cars in Kyushu is stable. This large volume of cars presents itself as a
potential solution to curtailment if a portion of these cars is converted to EVs. Furthermore,
since Japan uses their cars less frequently than other industrialized countries, EVs have the
potential to serve as additional storage [111].

According to the published data for 2020 by Japan Automobile Dealer Association [114],
the local brands Mitsubishi and Nissan are the leading electric vehicle brands in Japan with
a market share of 0.5% and 79.5%. Imports, which are generally assumed to be Tesla cars,
command the remaining 20%. For this study, standard, and small, and mini cars will be
treated as class A, B, and C, respectively. Table 6.1 summarizes the specification of the
popular EVs in Japan [115] that fit into the identified classes and are also part of the list of
subsidized EVs in the country [116]. The Tesla models represent class A with a capacity of
100 kWh. Nissan Leaf and Nissan e+ represent two possible class B EV alternatives, while
Mitsubishi i-Miev represents class C.
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Table 6.1: Popular electric vehicles in Japan

Capacity Total Usable Depth Vehicle Consump- Efficiency Normal Quick
(Adult) energy Energy of  dis- range tion (km/kWh) Charge* Charge**
storage (kWh) charge (km) (wh/km) (hours) (min-
(kWh) (%) utes)
Tesla Model S 5 100 95.0 0.95 525 181 5.25 15.0 65
Tesla Model X 7 100 95.0 0.95 507 187 5.35 15.0 65
Nissan Leaf 5 40 36.0 0.90 270 133 7.52 6.5 40
Nissan Leaf e+ 5 62 56.0 0.90 385 145 6.90 10.0 62
Mitsubishi i-MiEV 7 16 14.5 0.90 85 171 5.86 5.0 21

Summarized specification from [115]; *using 7.4kW/hour; **75kW/hour DC for Tesla, and 50kW/hour DC for
Nissan and Mitsubishi

Obijective

Clearly, EVs can reduce curtailment by acting as mobile storage, and there are instances
where cars are used seldomly. These EVs could be a solution to the increasing curtailment
problem in electricity grids with high PV penetration. However, the required number of
EVs necessary to significantly reduce curtailment and their corresponding impact is not yet
fully explored. Therefore, this study aims to clarify the potential role of EVs in managing
curtailment in electricity grids with high PV penetration. An energy balance analysis
that focuses on the gradual growth of solar capacity and electric vehicle adoption will be
conducted to assess the impact of utilizing electric vehicles as mobile storage to mitigate
curtailment. Several target growth rates will be explored to estimate the volume of electric
vehicles that could support the electricity grid and the corresponding impact on reducing
curtailment. The Kyushu region in Japan was used as a case study since it continuously
increases its solar capacity and is at the precipice of high PV curtailment scenario.

Methodology

Data

The energy data were collected from Kyushu Electric Company, where the hourly information
about generation, transmission, and demand is published since April 2016 [36]. The data
has hourly information regarding the supply and demand in the region. The information
also includes curtailment for both solar and wind. Transmission and Pump Hydro Energy
Storage (PHES) could be positive or negative. For transmission, negative values represent
energy export while positive values indicate electricity import. For PHES, negative and
positive values represent the charging and generation phases, respectively. For this study,
the transmission is also considered as part of the total load. Pumped hydro storage is seen
as both generator and load. Although the baseload generators (nuclear, geothermal, and
biomass) could change within the year, the baseload was fixed to its maximum capacity. This
study uses the 2018 energy balance data since curtailment began occurring in this particular
year.

6.2 Methodology
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The statistical data about vehicles used in this study were gathered from Japanese websites.
The overall passenger data came from Kyushu Transport Bureau under the Ministry of
Land, Infrastructure, Transport, and Tourism. The number of vehicles owned and newly
registered vehicles are updated every month since April 2013 [113]. Next Generation Vehicle
Promotion Center (NeV) publishes the number of EV subsidy grants by prefecture from
2009 [117]. The number of grants per prefecture was used to calculate the EV penetration
scenarios since it was assumed that all EVs currently get a subsidy. The center also published
reports that outline trends and efforts for promoting “Next Generation” vehicles in Japan
[116] and includes subsidy calculations and lists of subsidized vehicles in Japan.

Data regarding the market share of EV was gathered from the website of Japan Automobile
Dealers Association (JADA) [114], where monthly purchases are outlined for each fuel
type. The data is only available from January 2019. Using the list from JADA [114], the
specifications of popular EVs in Japan were gathered from the EV Database [115]. The
organization is entirely independent from the car industry and aims to published real-world
data along with the laboratory test data from the car manufacturers.

Simulation tool and assumptions

The hourly energy balance simulation used the Python for Power System Analysis (PyPSA)
Modelling Framework [53]. In the simulation, Kyushu was modeled with a single main
bus (BO) with sub-buses (B1 and B2), as seen in 6.1. The energy demand of Kyushu,
transmission to other regions, and coal generation are directly connected to the main bus BO.
This configuration prevents coal from charging either the PHES or the additional EV storage.
Sub-bus B1 connects the rest of the traditional generators, hydropower, and wind to the
PHES, which allows the PHES to charge from these sources when necessary. This connection
was necessary since historical data showed that there were instances when PHES charged
from the traditional sources. Sub-bus B2 connects the solar generator to the PHES and the
additional EV storage. B2 essentially isolates the EV storage from the other generators; thus,
it can only charge from the excess energy. The discharge for both the PHES and EV goes
directly to the main bus BO to prevent loopback charging. The assigned capacity uses the
latest generator data, which was explained in detail in Chapter 5.

The solar capacity is treated as a controlled variable, but the increments were based on the
projected capacity growth in the region. In Chapter 5, it was discussed that as of 2021, the
PV capacity in the region is 10 GW, which could increase by 600 MW, 800 MW, or 1000 MW
depending on various issues in the region.

Logistics growth model

The logistics growth model is used to project the growth of EV. The formulation seen in
6.1 shows the exponential growth part and the dampening component that takes into
consideration the ceiling of the growth. The logistic growth model is the solution to the
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Figure 6.1: Configuration of the grid used in the simulation.

differential equation, and several variations are used in practice. In this study, 6.2 is mainly
used to keep track of the values of Ny and #y. N, represents the initial number of the
population at ¢ = 0 while ¢y provides the absolute O for the time components, which are,
in the case of this study, in years. These two values are essential in ensuring that the fitted
coefficients are realistic. Exisitng EV data from 2008 until 2019 were fitted into the logistic
growth model along with the target values for 2031. The maximum EV population was
assumed to be 6 million cars.

4N (1) N (®)
e rN (t) - (1 - M) (6.1)
N (1) M (6.2)

= - (NMO _ 1) e—T(t—to)

N (t) refers to the population at ¢; Nyrefers to the population at ¢t = 0; M is the maximum
population; r is the rate of increase; ¢ is the time period; ¢, is the time offset.

Results and Discussion

Energy balance by 2031

Figure 6.2 shows the impact of mobile storage capacity on the curtailment rate and penetra-
tion rate. Immediately, the impact of the approach on the solar capacity growth can be seen
in Figure 6.2 (a) since higher PV capacity leads to a higher curtailment rate. Furthermore,
the capacity of storage in reducing curtailment suffers. It could be seen that the curtailment
reduction already plateaued near 10% for the 20 GW solar capacity scenario, whereas it
could be reduced below 5% if the solar capacity by 2031 is reduced to 16 GW. However,
as seen in Figure 6.2 (b), a higher PV capacity target will lead to higher solar penetration.
Nonetheless, even for the penetration rate, it could be observed that the benefit of having
more storage plateaus around 20 GWh storage capacity. Beyond this, there is a marginal
increase in the benefit. Upon closer inspection, it could be seen that the lower the solar
capacity, the impact of storage plateaus faster. For the 16 GW solar capacity, it already

6.3 Results and Discussion
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Figure 6.2: Impact of the mobile storage capacity on curtailment rate (a) and penetration rate (b) for various solar
PV capacity scenario by 2031.

plateaued near 20 GWh while there is still some residual benefit for the 20 GW solar capacity
until around 30 GWh storage capacity.

The plateaued impact of storage on the curtailment rate and solar penetration rate can
be explained through Figure 6.3 and Figure 6.4. As seen in the energy balance, for the
16 GW solar + 20 GWh storage seen in Figure 6.3, most of the curtailment was already
absorbed by the PHES and EV storage. It is noticeable that the additional storage is beneficial
primarily during the spring and autumn season since the PHES is sufficient in absorbing
the curtailment during winter and summer periods. However, if the region decided to
increase the solar capacity target by 2031, Figure 6.4 shows that 20 GWh is still sufficient in
handling most of the curtailment. Higher curtailment could be expected in the summer, and
the additional EV storage will now be utilized. The residual curtailment increased in the
spring, and the combined PHES and EV are insufficient in preventing curtailment during
autumn. Nonetheless, this also shows that increasing the capacity beyond 20 GWh will only
be beneficial during spring and autumn. Based on the decrease in curtailment shown in
Figure 6.2 (a), additional capacity will have a minor impact on the overall curtailment. The
capacity factor of the additional storage will be minimal to merit an increase in the target
storage capacity.

Electric vehicles’ potential mobile storage capacity and target
growth rates

Based on the energy balance analysis, 20 GWh seems to be the ideal additional storage
capacity by 2031. Table 6.2 estimates the required number of cars needed to achieve 20
GWh storage using various combinations of EV classes. The calculation assumed that only
70% of the rated storage could be used for grid storage to ensure that the cars are still
usable for emergency situations. The data shows that around 300,000 cars would be needed
if Scenario 1 is adopted. In this scenario, additional effort is needed to encourage more
consumers to purchase class A. This scenario might be possible since the share of class A
is increasing while class B is decreasing in Kyushu [113]. The required volume increases
to around 420,000 cars for Scenario 2, which was adapted from the share of EV sales in
2020. In Scenario 3, the current passenger class combination is followed, where there
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Figure 6.3: Energy balance for the 16 GW solar capacity with 20 GWh mobile storage capacity scenario. The area
graph represents the cumulative energy generation in the region where the values above zero represent
the power generation while values below zero represent the additional demand due to transmission
and the charging of the PHES and EV. Curtailment occurs when the overall demand is lower than the

generation.
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Figure 6.4: Energy balance for the 20 GW solar capacity with 20 GWh mobile storage capacity scenario. The area
graph represents the cumulative energy generation in the region where the values above zero represent
the power generation while values below zero represent the additional demand due to transmission
and the charging of the PHES and EV. Curtailment occurs when the overall demand is lower than the
generation.

is a significant number of class C cars. However, since class C EVs only have 16 kWh of
storage, the required volume increased to around 570,000 cars. The target volumes in all
scenarios are reasonable since it is less than 10% of the 7.2 million passenger cars in Kyushu,
but achieving the value will depend on the capacity of the region to replace its passenger
vehicles.

6.3 Results and Discussion
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Table 6.2: Estimated Target EV fleet volume needed to achieve 20 GWh of Mobile Storage

Scenario EV Class Combination [%] Weighted Ave Target Vol (units)
A (100kWh) B (60kWh) C (16kWh) (kWh) &
S1 90 10 - 67.20 297619
S2 20 80 - 47.60 420168
S3 25 30 45 35.14 569152

Based on the estimates in Table 6.2, the following are the initial target volume: (a) 300,000,
(b) 420,000, and (c) 570,000. The logistics curve was fitted to reach these values by 2031.
As seen in Figure 6.5 (a), higher targets resulted in steeper curves, but based on these
values, it can be seen that most of the targets are within the Kyushu region’s replacement
capacity of 250,000 cars per year. These target values suggest that even with the usual
replacement rate in the region, if people are encouraged to purchase electric vehicles rather
than the conventional combustion engine, then the goal by 2031 is realistically achievable.
However, based on the Business-as-Usual (BAU) growth, these targets are unachievable
without external support. The closest target to BAU is 300,000 cars by 2031, which is only
achievable if more people buy class A EVs. Therefore, this target requires more support to
convince consumers. The most realistic target would be the 420,000 cars by 2031, where
class B EVs are composed of 60 kWh EVs. Since the newer Nissan leaf e+ has a capacity
of 60kWh, this target can be achieved realistically. Nonetheless, this would require around
twice the replacement rate in contrast to BAU, as seen in Figure 6.5 (b). Utilizing class C EVs
drastically increased the target growth per year. However, since these are smaller vehicles, it
might be easier to support them financially since the cost of class C EVs, like the Mitsubishi
i-Miev, is lower than the Tesla and Nissan alternatives.
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Figure 6.5: Total volume of electric vehicles (a) and annual increase (b) to reach several target volumes of electric
vehicle by 2031. The insets for both subplots show the specific period under study from 2021 until
2031. S1, S2, and S3 refers to the scenarios listed in Table 6.2.
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6.3.3 Electric vehicles’ gradual impact on reducing curtailment

It can be seen in Figure 6.6 that using EV as mobile storage could keep the curtailment
below 15%. In the “No EV Contract” scenario, the grid depends on the existing PHES to
store excess solar energy, and the curtailment could already reach 20%-25% by 2025. By
contracting the existing EV fleet in 2021, the curtailment could already be reduced to 10%
from 15% in 2021. The curtailment in 2025 could be reduced to 10%-15%. As the PV
capacity increases, the curtailment rate increases with it. Since the initial growth of EVs is
slow, the curtailment still increased until 2027. At this point, EV’s growth was able to catch
up and reduce the curtailment to 8% and 12% by 2029 for the 600 MW/year and 1000
MW/year PV growth scenarios, respectively. Maximum benefit can be seen by 2031. Despite
the increase in curtailment before 2027, the figure shows that the EV storage could still
reduce the curtailment to under 15%, which is acceptable during the transition phase. This
observation suggests that even with the gradual increase following the target EV volume
growth rate, EV can help reduce curtailment prior to achieving the target volume.

As initially anticipated, the impact of the PV capacity growth rate has a significant impact on
the curtailment rate. Even with the target values for 1000 MW/year PV growth scenario, the
curtailment rate still reached 15%. Therefore, if EV mobile storage is explored, it might be
best to stall the additional PV capacity until the EV volume can support higher PV capacity.
For example, it might best to follow 600 MW/year PV growth scenario until 2027 and then
increase it to 1000 MW/year. This proposition has the potential to maintain the curtailment
rate below 10%.

The energy balance shown in Figure 6.3 and Figure 6.4 also highlight that the EVs are not
necessarily connected all the time. EV as storage is primarily helpful during the spring
and autumn season. This phenomenon should be taken into consideration when drafting
the contract with the EV owners. It could provide additional flexibility to owners and grid
operators. At the same time, the contract could be created to ensure that a certain portion
of the fleet is connected when curtailment is anticipated. However, it is also possible that
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Figure 6.6: Progression of the curtailment reduction. The initial drop between the “No EV Contract” and the EV
growth scenarios (EV S1, EV S2, and EV S3) was the result of contracting the existing EV fleet in 2021
as mobile storage. The dotted, solid, and dashed lines refer to 1000 MW, 800 MW, and 6000 MW PV
capacity growth per year, respectively, which are the potential growth depending on various issues in
the region.
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only a fraction of the EV fleet is willing to be grid-connected; thus, the targets in this study
should be interpreted as those willing to participate in the contract.

Conclusion

In this study, it was shown that EVs as mobile storage could significantly reduce curtailment.
In the case of Kyushu, it will take 300,000 to 570,000 EVs to keep the curtailment to around
10%-15% in the next ten years. This volume represents less than 10% of Kyushu’s 7.2
million passenger cars, but the current adoption rate of EVs is insufficient to reach these
targets; thus, external support is necessary. Since the initial growth rate of EV is slow, it
might be best to stall or reduce the PV installation rate until sufficient EV capacity is reached.
For example, it was determined that it might be best to reduce the additional PV installation
to 600 MW per year until 2027 to enable the EV storage capacity to catch up. After which,
even with 1 GW per year, EV could keep the curtailment rate below 10%. EV mobile storage,
or energy storage in general, cannot completely eliminate curtailment since it will suffer
from low capacity factor, which will make it less economical. For the remaining curtailment,
seasonal alternatives must be explored. This study clarified the impact of EVs as mobile
storage. EV as storage is ideal for regions experiencing curtailment due to mismatch of
supply and demand, and car owners seldomly use their cars. The latter condition occurs
when there are alternatives sufficient for typical daily tasks and cars become necessary only
for particular activities.

Chapter 6 Impact Assessment of Electric Vehicles as Curtailment Mitigating Mobile
Storage
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Pareto-Optimal Genetic
Algorithm for Hydrogen
Technology Adoption

Introduction

Hydrogen as a Long-term Chemical Storage

Chemical energy storage covers technologies where electrical energy produces chemical
compounds that could later generate electricity [88]. Electricity can be stored through
the production of gas or liquid that could later be used for energy generation or direct
utilization [90]. Since chemical storage such as hydrogen, ammonia, and methane are
highly dense storage options [90], these have been considered as Power-to-Fuel options
that could support the electricity grid decarbonization efforts [118]. Chemical storage is
also seen as a necessary support infrastructure that will enable more renewable energy
into the grid [119]. The production plant for chemical energy storage is often separate
from the generation plant and the chemical could be store in facilities that could be in a
completely separate location. Such characteristics show that infrastructure surrounding
chemical storage could easily be separated, leading to both positive and negative results.

As a chemical storage, hydrogen has the potential to replace fossil fuel energy sources
since it has high energy density and could be used in power plants, transportation, and
industrial feedstock. It could also be generated using electricity and, by extension, through
renewable energy. Therefore, it could also serve as additional energy demand for excess RE.
However, hydrogen production through electricity is still expensive. Producing hydrogen
using only excess RE further increases its production cost as it reduces the capacity factor of
the electrolyzer. Nonetheless, the continuous increase of renewable energy in the energy
grid has lead to some changes in the energy market. Prices tend to go down during peak
production of wind and solar, especially in instances where the demand is misaligned with
the supply.

Electrolysis is the process of spitting H,0 into Hy and O, molecules with the use of electricity
[120]. Hydrogen produced through electrolysis solely from renewable energy such as
wind, solar PV, and sometimes geothermal and nuclear energy is called green hydrogen.
However, the production cost of green hydrogen remains to be high. The major drawback of
green hydrogen production is the low capacity factor of the electrolyzer [121]. To improve
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the capacity factor, it has been suggested that electricity from the grid should be used
to augment the electricity produced by renewable energy [122]. However, home-grown
hydrogen production might not be sufficient for major economies like Europe and Japan, and
these economies will simply import green hydrogen from regions with abundant renewables,
and this might cause new dependencies between states [123]. Japan has already started to
make procurement deals with Australia, Brunei, Norway, and Saudi Arabia [124].

Fonseca et al. [125] summarized the characteristics and challenges of hydrogen production
in their systematic literature review about hydrogen design trends. They concluded that
there is a focus on using hydrogen as a storage medium to mitigate the risk in renewable
energy. There are also efforts to push hydrogen for other use, such as fuel in cars, broilers,
and power plants, which could help induce the hydrogen economy. A case study in Germany
showed that establishing the hydrogen infrastructure might be demanding but reasonable if
the transportation and chemical industry are included in the discussion [126].

Although hydrogen might replace LNG in the power plants in the future, Al-Kuwari and
Schonfisch argues that the demand for LNG will remain the same as it will be used to
generate low-carbon hydrogen through [127]. This might not be far from the reality since
today’s hydrogen production is still dominated by fossil fuels, and most companies are
hedging on CCUS technology [123].

Multi-objective Optimization

Multi-objective problems that consider several factors might not have a single best solution,
but rather, a set of potential solutions [128]. A solution good for one function may be
inappropriate for another function, which makes it difficult to search for a solution that
satisfies or optimizes all the objective functions [129]. Furthermore, it could also be possible
that several unknowns surrounding the analysis. This situation merits the exploration of
several combinations for the solution.

To arrive at a working solution for a real world multi-objective problem, trade-off methods
such as priori methods, interactive methods, Pareto-dominated methods are utilized [129].
Priori methods typically involve an iterative process of assigning weights to each objective
function in accordance with its importance or preference to the designer [130]. This
approach is sensitive to the assigned weights and requires the user to have a reasonable
insight into the problem. In the interactive method, the solution process is also iterative,
but within each iteration, there are steps where some information is shown to the decision-
maker to ask for preference [131]. The information provided during the "interactive" parts
provides the optimal solutions. In Pareto-dominated methods, a set of solutions called the
pareto optimal front is calculated by identifying the nondominated solutions. A solution
7, dominates another solution x if z; is better than x5 in at least one objective while not
worse than x5 in any other objectives [132]. A solution X is said to be a nondominated
solution if there are no other solutions that dominate X [132]. In this study, the concept of
Pareto optimal front was preferred over the prior and interactive methods since this method

Chapter 7 Pareto-Optimal Genetic Algorithm for Hydrogen Technology Adoption
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provides a set of solutions that could provide additional insights into the energy transition
for hydrogen adaption.

Genetic algorithm is a well-known algorithm, which mimics the Darwinian theory of survival
of the fittest in nature [133]. It uses chromosomes to represent potential solutions, a
biologically inspired operator to change parts some of the characteristics of the previous
generation, and a fitness selection to identify parts of the population (parent and offspring)
that will proceed to the next generation [134]. Crossover and mutation are usually used to
produce new solutions within the search space by making variations from the existing ones.
Crossover recombines the chromosomes of the parents to produced a varies offspring while
mutation modifies the parents of a parent to generate new offspring for the next generation
[135]. In each iteration, a selection algorithm has to be implemented to identify the parts of
the population that will proceed to the next generation. In [136], Chen and Lee presented
a framework for ranking and selecting problems when the simulations are evaluated with
more than one performance measure. The approach uses the concept of Pareto optimality in
the ranking and selection scheme. Combined with the concept of the Pareto-optimal front, a
rank and select genetic algorithm will be used in this study.

Objective

Hydrogen could serve as the final step in decarbonizing the electricity grid, but its adaption
will significantly alter the composition of the infrastructure in the grid. Such change will
require the analysis of various combinations of both the additional hydrogen infrastructure
and the changes, whether an increase or a decrease, to the other technology that could
support it. Since the typical charging, storage, and discharging components of storage
is separate for chemical storage like hydrogen, this presents additional complexity in the
optimization. Hydrogen fuel could also be imported rather than produced locally. These
factors contribute to the multi-objective nature of the optimization. Moreover, since hydrogen
is a maturing technology, many unknowns must be considered that will lead to various
potential priority rankings.

Therefore, given the requirements of the analysis, this study aims to conduct a Pareto
optimal genetic algorithm-based optimization to identify and assess the various hydrogen
adaption pathways to understand the technical limitations of additional infrastructure in
the grid. The proposed rank and select Pareto optimal genetic algorithm will be used to
systematically explore the viable technology configurations that could reduce the fossil
fuel in the grid while maintaining the energy balance. The optimization’s primary goal is
to minimize the changes in the grid to reduce the resistance to changes in the grid. By
minimizing the additional infrastructure, the approach aims to provide the close to least
cost investment for the adaption. The Pareto optimal approach will also provide a balance
between the parameters involved in the change, thereby providing alternatives. Since there
are various priorities, this study aims to reveal the various solutions and provide insights on
the advantages and disadvantages of these solutions.

7.1 Introduction
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Methodology

Overview

Figure 7.1 shows the overview of the proposed Rank and Select Pareto Optimal Genetic
Algorithm Approach, where three process clusters are highlighted. First, a selective grid
sampling, which used preliminary simulation results to set the boundary conditions, was
used for the initial calculation. The second process revolves around the Pareto Optimal
Genetic Algorithm approach, which started with evaluating the initial solution through the
Rank and Select Pareto Front selector. The identified Pareto fronts go through the Genetic
Algorithm mutations to generate mutated parameters. These parameters go through another
hourly energy balance simulation, and its results go back to the Pareto front selector to
complete the loop. Q1 serves as the logical terminator for the Genetic Algorithm loop. The
final Pareto Fronts were then analyzed to select the scenarios for further evaluation. The
processes are further discussed in the subsections below.

Scenario Generation

Aside from the necessary hydrogen infrastructure, this study also looks into hydrogen
technology’s logical or chronological adaption. From this process, three potential adaption
scenarios were identified. First, it is possible to adapt a purely local hydrogen adaption
track, which is represented in green arrows in Figure 7.2. This adaption track does not
incorporate importation, which could be beneficial for the self-sustainability of the grid. This
track is similar to adding more diurnal storage, but for long-term storage. However, since
hydrogen provides the ability to import the fuel, the study also explored this track by adding
seasonal and yearlong importation scheme represented by blue and red arrows, respectively.
Another potential possibility is the complete dependence on imported hydrogen. In this
track, represented by black arrows, the installation of electrolyzers was skipped. Instead,
it proceeds directly to the importation of hydrogen and then the installation of tanks and

Initial Calculation Pareto Optimal Genetic Algorithm Scenario Analysis
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Figure 7.1: Proposed Rank and Select Pareto Optimal Genetic Algorithm Approach. The blue parallelograms
represent the input of the system while the green parallelograms represent the intermediate output of
the processes. Q1 serves as the logical terminator for the Genetic Algorithm loop.
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Figure 7.2: Hydrogen Technology Adaption Scenarios. The green line represents the purely local hydrogen
adaption track which ends prior to the importation of hydrogen. The blue line then represents the
seasonal imports while the red line represents the yearlong imports. The black line represents the pure
import scenario which skips the installation of the local electrolyzer.
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power plants. It might also skip the installation of additional diurnal storage, but this was
no longer represented in the figure for simplicity.

For the simulation, these four scenarios could be represented by only the first three scenarios
namely, no import, seasonal imports, and yearly imports, since the pure import scenario
could be presented as a subset of the yearly import scenario in the proposed approach.

Hourly Simulation

The hourly simulation used Python for the Power System Analysis (PyPSA) Modeling
Framework (v0.18.1) [53]. The PyPSA environment provides a framework for the buses,
lines, loads, generators, storage, and units, among many other parameters. In this simulation,
Kyushu was modeled as a single point, but additional sub-buses were added to monitor the
changes in the energy balance due to various combinations of the system infrastructure, as
seen in Figure 7.3. The coal generator was connected directly to the main bus BO to prevent
it from charging the diurnal storage or providing power to the electrolyzer. Since there are
still instances when the existing diurnal capacity is charged by the other generators, albeit
minimal, sub-bus B4 was provisioned to monitor this power flow.

For this study, the synthetic load and solar generation profile for the average year (2018)
generated in Chapter 4 was used for the optimization. Similarly, the generator parameters
seen in Table 7.1 that were used in the previous chapters were also used in this study.
These generator properties were consolidated based on various sources [42]-[44]. The
solar capacity growth in Kyushu from 2012 to 2020, which was detailed in [5], was used
as a reference for the potential growth of solar PV in the region. For the business as usual
scenario, the scenario used the latest published capacity of around 10 GW in 2021 [36].

This study assumed a total roundtrip efficiency of 42%. The electrolyzer was modeled
through L7 with an efficiency of 60% while the hydrogen power plant was modeled through
L8 with an efficiency of 70%. The simulation further assumes minimal leakage for the
hydrogen storage, which is represented by the seasonal storage in the figure. Similar to the
output of diurnal storage, the output of the hydrogen plant was directly connected to the
main bus to prevent loopback charging. The capacity of the hydrogen plant was calculated
as the peak power generation after the 70% efficiency is applied. The hydrogen import in
bulk at the start of each week following the import scenario constraints (e.g. only during
winter for seasonal import scenario).

7.2 Methodology
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B0 = main bus B3 = solar L0 = non-coal generation L3 = generator charge (solar)

L6 = diurnal storage (discharging) Hydrogen
B1 = non-coal sources B4 = storage bus L1 = main power generator L4 = solar power generation L7 = H2 creation (electrolysis) Import
B2 = non-solar sources L2 = generator charge (backup) L5 = diurnal storage (charging) L8 = H2 power generation
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Figure 7.3: Configuration of the grid used in the simulation.

Table 7.1: Generators in Kyushu as of FY 2019

Generator Power [MW]  Carrier Outputmin [%] Ramp Limit [%]
Coal 7037  Coal 30 1
LNG 5250 Gas 15 40
Geothermal 160 Renewable 100 0
Biomass 450 Renewable 100 0
Solar 10000 Renewable 0 100
Nuclear 4140 Non-GHG 100 0
Wind 355 Renewable 15 40
Hydro 4000 Renewable 15 40

Selective Grid Sampling

The capacity range of the infrastructure seen in Table 7.2 is based on preliminary simulation
to check the edge cases. A selective grid sampling was used to select the extreme cases
and various conditions in between to generate the initial population of candidates. Five
samples per capacity range was selected except for Diurnal Capacity, where there were only
2. In total, 6250 initial combinations were tested for each scenario profile. These initial
combination went through the hourly energy balance simulation. The scenarios that were
able to satisfy the energy balance (survivors) then represented the initial solution.

Table 7.2: Capacity Range of the Infrastructure

Parameter Variable  Unit Min Max Inc n  gridn
LNG Budget LF TWh 0.0 28.0 2.00 15 5
PV Capacity PV GW 20.0 40.0 2.00 11 5
Diurnal Capacity DS GWh 135 33.5 20.00 2 2
H2 Electrolyzer Capacity EL GW 0.0 20.0 0.50 41 5
H2 Tank Capacity TN GWh 0.0 2000.0 50.00 41 5
H2 Power Plant Capacity HP GW 0.0 11.2 0.28 41 5

Chapter 7 Pareto-Optimal Genetic Algorithm for Hydrogen Technology Adoption
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Rank and Select Pareto Front

Identifying the Pareto Front in two axes is straightforward, but the challenge for multi-
objective optimization with more than 2 variables is identifying a way to represent the
variables in 2 variables. In this study, the concept of rank and select was utilized. The
variables were clustered into two rankers where one is focused on the hydrogen technology
and the other one focused on the other technology that complements it. Figure 7.4 shows
one of the ranking clusters used in this study. Since one of the goals is the reduction of LNG,
it is the priority in the ranking. PV capacity and storage are already saturated in the region;
thus, these two variables were the second and third priority. These three clusters together
represent the technology that complements hydrogen adaption. The electrolyzer capacity,
tank capacity, hydrogen power plant, and hydrogen fuel imports (HF) represents the second
cluster of rankers. Through several iterations, it was discovered that the hydrogen fuel
import should be ranked first among the variables associated with hydrogen. This change
also made the ranking consistent, where the fuel-related variables were ranked first, followed
by the infrastructure-related variables.

’\LN’PV’DS’\HF’EL’TN’HP‘

Ranker 1 Ranker 2

Figure 7.4: Ranker Cluster used for the Seasonal and Yearly Import Scenario for the Rank and Select Approach. HF
refers to Hydrogen Fuel Imports, which was always 0 in the No Import Scenario; thus, it was removed
for that scenario. The other variables are defined in Table 7.2.

Using this ranker, the Rank and Select Approach goes through two steps. First, the candidate
population was clustered together based on ranker 1. In each cluster, all the values for
each of the variables in the ranker 1 is the same and the values for the variables in ranker
2 provides the variation. Then, in each cluster, the values are further ranked using ranker
2, and the top combination was selected to represent that cluster. At the end of step 1, the
surviving population represents the combinations with the least infrastructure following the
ranking order of both ranker 1 and ranker 2. Since ranker 1 was used for the clustering, this
surviving population leans more towards the variation in ranker 1.

In step 2, the surviving population is assigned a rank based on ranker 1 and ranker 2. The
ranks are then used in the selection of the pareto fronts by identifying the non-dominated
solution, which is defined as the solution which could improve in one axis without degrading
the other axis. Figure 7.5 shows an example of the approach where the orange dots are the
non-dominated solution. As seen in the axis annotation, for each orange dot, there is no
blue dot, which improves on one axis without degrading the other axis.

Genetic Algorithm

The study utilizes the genetic algorithm’s idea of mutation to improve the corresponding
values in the surviving population. For each of the surviving population, the approach

7.2 Methodology
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mutates each one of the variables in ranker 1 by reducing the values by 1 step following
the increments in Table 7.2. Since such mutation might require additional infrastructure
to compensate, the corresponding values in rank 2 were incrementally increased until a
valid combination (energy balance is satisfied) is identified. This mutated solution is then
added to the surviving population. The mutation is done for all the surviving specimens.
Afterwhich, the combined parent and offspring solutions go through the rank and select
approach to generate the next Pareto front.

In each iteration, the previous and current Pareto fronts are compared to assess if there are
still changes. The genetic algorithm iteration ends when no more changes are seen between
generations. However, since there is a possibility that the iteration might run indefinitely, a
max number of iteration is assigned based on the number of the initial population. More
generation is given to scenarios where the initial surviving population is low to give it
more time to mutate. In comparison, less generation is provided to the scenario with an
already diverse initial population. The variation detector and max generation are the logical
terminator for the genetic algorithm.

Technical Assessment

At the end of the genetic algorithm iteration, the approach will provide several candidates
for analysis. The technical assessment mainly analyzes the solutions’ variations and identifies
solutions for further analysis. In the case of the study, the extreme cases (leaning towards
ranker 1 or ranker 2) and the mixed cases (those that represents the balance between the
two) were selected for further analysis.

The selected solutions were visualized into a radar chart to provide an intuitive or tangible
way to compare the combinations. Other parameters, such as the energy balance, local

50 1

30 1 ‘|

Ranker 1

104 ( Tl

0 10 20 30 40 50
Ranker 2

Figure 7.5: A sample visualization of the Rank and Sort Pareto Optimal Front. The blue dots and orange dots
represents the surviving population after step 1. The orange dots were selected as the Pareto optimal
front. The axis annotation was added to provide an easier comparison between the dominant and
non-dominant solutions. Note: since the goal is to minimize the additional infrastructure, lower rank
is better, which is why the Pareto optimal front is on the bottom-left side of the figure.
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hydrogen production, optimized LNG capacity, and solar curtailment, were also extracted
and then tabulated or visualized.

Results

Table 7.3 summarizes the relevant variable for the scenario analysis. Scenarios A, B, C,
and D are the reference scenarios that were previously explored. These scenarios were
added to serve as a comparison to the scenarios with hydrogen technology. The other results
are clustered further based on the hydrogen import limitations such as local production
only (L1-L3), seasonal imports (S1-S6), and yearly imports (Y1-Y12). Since the yearly
import presents various combinations, the no-LNG import scenarios (Y7-Y12) were further
clustered. As anticipated, the infrastructure necessary to maintain the balance in the grid is
dependent on the import availability of hydrogen. Figure 7.6 highlights various scenarios
that represents each cluster.

From Scenario A in Figure 7.6, which represents the business as usual in 2020, an equivalent
of around 46% of fossil fuel-based energy generation must be replaced with a carbon-neutral
energy source to decarbonize the grid. This share roughly translates to 46 TWh since Kyushu
consumes around 100 TWh per year.
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Figure 7.6: Overview of the Energy Balance for the Scenario Analysis

No Import

Based on the optimization results, the variations in local hydrogen production scenarios
were limited and could be represented by three Pareto optimal solutions. The variations
among these parameters is visualized in Figure 7.7 and the corresponding energy balance
is shown in Figure 7.8. From these figures, 1.1 shows that a larger amount of PV capacity
is necessary to provide enough energy for the electrolyzers to produce enough hydrogen

7.3 Results
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Table 7.3: Hydrogen Technology Adaption Scenarios

Name LF PV DS EL N HP HL HF LC CR
units TWh GW GWh GW GWh GW TWh TWh GW %
A 10 10 13.5 0.0 0.0 0 0.0 0.0 5.25 14
B 10 16 13.5 0.0 0.0 0 0.0 0.0 5.25 31
C 28 16 13.5 0.0 0.0 0 0.0 0.0 5.25 12
D 28 16 33.0 0.0 0.0 0 0.0 0.0 5.25 2
L1 28 40 33.0 2.5 2.0 2.8 1.8 0.0 5.21 20
L2 28 36 33.0 5.0 2.0 2.8 2.9 0.0 5.21 8
L3 28 40 13.5 9.0 2.0 5.6 6.0 0.0 5.24 11
S1 28 40 33.0 2.5 1.5 2.8 1.2 1.4 4.77 21
S2 24 40 33.0 3.5 1.5 2.8 1.9 2.8 4.77 17
S3 20 40 33.0 10.0 0.5 5.6 4.3 4.2 4.19 4
S4 18 40 33.0 7.0 0.5 5.6 3.5 7.0 4.19 9
S5 12 40 33.0 8.0 1.0 5.6 4.0 12.6 3.09 6
S6 12 40 13.5 13.0 1.5 6.2 6.5 14.0 3.32 3
Y1 28 40 33.0 2.5 1.5 2.8 1.2 1.4 4.77 21
Y2 22 40 33.0 4.5 1.5 2.8 2.5 4.2 4.77 15
Y3 18 40 33.0 7.0 0.5 5.6 3.5 7.0 4.19 9
Y4 12 40 33.0 9.0 0.5 3.4 4.0 12.6 4.25 5
Y5 10 40 13.5 13.0 1.0 5.6 6.6 15.4 3.37 4
Y6 4 40 13.5 13.5 1.1 8.4 6.5 21.0 1.88 3
Y7 0 20 13.5 0.0 2.0 10.1 0.0 37.8 0 10
Y8 0 22 13.5 1.0 2.0 11.2 0.3 36.4 0 10
Y9 0 24 33.0 2.0 2.0 8.4 0.3 33.6 0 3
Y10 0 30 33.0 5.0 2.0 8.4 1.3 29.4 0 3
Y11 0 34 33.0 8.0 1.6 8.4 2.4 26.6 0 2

Y12 0 40 33.0 7.5 1.5 8.4 3.4 23.8 0 7

LF: LNG Budget; PV: PV Capacity; DS: Diurnal Capacity; EL: H2 Electrolyzer Capacity; TN: H2 Tank
Capacity; HP: H2 Power Plant Capacity; HL: H2 Fuel Local Production; HF: H2 Fuel Imports; LC:
LNG Capacity; CR: Curtailment Rate

fuel to support the Hydrogen Power Plant. L2 shows that higher EL capacity would require
less solar capacity. L3 shows the dynamics between the hydrogen infrastructure and diurnal
storage. In all cases, a significant storage capacity is needed. Although these scenarios were
able to decommission coal capacity totally, a substantial amount of LNG is still necessary to
maintain the energy balance. However, this shows that with the help of LNG, a combination
of PV and hydrogen technology could already decommission coal capacity. Since H2 is also
a flexible energy source, it provided additional flexibility in the grid that allowed more solar
penetration, as seen in the increase in the solar penetration rate between scenario D and
L1.

Figure 7.7: Normalized Radar Chart of the No Import Scenario
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Figure 7.8: Energy Balance of the selected No Hydrogen Import Scenario

The energy balances for the (A) business-as-usual, (B) increased solar, (C) minimized coal,

and (D) increased diurnal storage were added as references. These were ordered based on
the theoretical progression towards the local hydrogen production scenario. The figure also
shows the composition of the grid for the three scenarios identified in Figure 7.8.

Seasonal Import

Providing the option to import hydrogen during the winter season provided more options.

Compared to the L2, it can be seen in Figure 7.10 that there is an increase in direct solar
utilization despite having the same solar capacity since the system can now start reducing
the generation capacity of LNG. The seasonal import managed to supply enough hydrogen
during the winter, reducing the necessary LNG capacity. As the available hydrogen imports
increase, the system gradually decreases LNG capacity since hydrogen plants could already
handle the winter peak. As a result, the total annual LNG fuel demand also decreased. The
electrolyzers were also able to absorb much of the excess solar curtailment, as shown in the
progressively decreasing curtailment rate shown in Table 7.3.

In the best-case scenario, the LNG fuel budget goes down to 12 TWh in S5 and S6. In terms
of import fuel, these two scenarios are the same. They are compromises between diurnal
storage and electrolyzer capacity. Higher electrolyzer leads to less curtailment, but this could
be attributed to the lower efficiency of electrolyzers relative to the diurnal storage.

Yearlong Import

The configuration of Y1 is identical to S1 since there is an abundant LNG budget. Y2-Y6
shows the gradual increase in electrolyzer and H2 import due to the decreasing LNG budget.
The LNG capacity also decreases. As previously observed, the curtailment decreases as EL
capacity increases since the electrolyzer essentially absorbs that excess energy. The shift in

7.3 Results
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Figure 7.9: Normalized Radar Chart of the Seasonal Import Scenario
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Figure 7.10: Energy Balance of the selected Seasonal Import Scenario

the transition can be seen in the exchange of the position in Figure 7.11 for LF and HF. In
all cases, maximum solar capacity should be allocated. Similar to previous scenarios, the
curtailment rate reduces as EL increases. Y6 represents the combination of technology that
almost removed LNG as seen in Figure 7.12. However, this was achieved by maximizing the
hydrogen technology and PV capacity.

Y7-Y12 was grouped differently since it shows various combinations that could eliminate
both LNG and coal capacity in the grid. This group, which is compared in Figure 7.13,
already begins with a relatively low curtailment compared to the other scenarios because
it also begins with lower solar PV capacity. However, this is only achievable if around 38
TWh of equivalent H2 energy generation is imported. It essentially replaced the share
of coal in the grid when compared with Scenario A. This scenario heavily depends on
import infrastructure, hydrogen tanks, and H2 power plants, which might be considered as
extremely on the side of the hydrogen technology as depicted in Figure 7.13. The rest of the
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Figure 7.11: Normalized Radar Chart of the Yearly Import Scenario (with LNG)
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Figure 7.12: Energy Balance of the selected Yearly Import Scenario (with LNG)

scenario in this cluster represents the gradual decrease in the hydrogen dependence towards
more direct solar consumption, diurnal storage, and local hydrogen fuel production.

In Y9, both PV and DS were introduced, producing enough excess energy to merit the
installation of electrolyzers. Y10-Y12 progressively increased PV capacity which reduced the
necesssary H2 power plant capacity since PV could hanlde more peak demand. The resulting
capacity is equivalent to the current power generation of both LNG and coal under a high
PV penetration scenario. Although Y12 seems to be the best scenario, Y10 or Y11 provides
more balance between the available technology.

7.3 Results
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Figure 7.13: Normalized Radar Chart of the Yearly Import Scenario (without LNG)
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Figure 7.14: Energy Balance of the selected Yearly Import Scenario (without LNG)

7.4 Discussion

7.4.1 Hydrogen Import Scenarios

The results showed that producing local hydrogen could help eliminate the coal capacity,
but this will come at the cost of investing more solar energy. Since the results shows that the
solar PV capacity in the region must be quadrupled to support the local hydrogen production,
this might not be a viable solution due to the speed at which solar PV could be deployed
(maximum of 2 GW per year) and the current saturation rate of the PV market in Kyushu.
However, it might be feasible if the new installations are directly connected to electrolyzers.
Nonetheless, further calculations regarding the business model of individual electrolyzers
must be done to assess this viability. Despite the financial cost, the results shows that
with the additional flexibility of hydrogen, more solar PV capacity could directly penetrate
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the grid, which could be seen as another potential benefit of investing in local hydrogen
electrolyzers.

As shown in Chapter 4, the difficulty in eliminating coal is due to the relatively higher
demand in winter and the lower solar PV production during this period. However, by
focusing mainly on importing hydrogen fuel during this season, the results show that
dependence on LNG could already be reduced. Again, this assumes the same condition in
the no import scenario where more solar capacity will be necessary to produce the necessary
hydrogen capacity for the rest of the year.

The yearly import scenario showed the dynamics between LNG and hydrogen mainly since
these energy sources are both flexible sources. With the proper infrastructure, LNG could
be directly replaced by hydrogen. However, the results showed that there could be a
balance between these two. Therefore, during the transition period, where the hydrogen
infrastructure is not yet entirely dependable, it might be best to aim for a balance between
these two.

Although it was not the direct objective, the proposed approach also revealed that LNG
could be eliminated. However, this could also be seen as merely shifting the dependence
on LNG towards hydrogen. This scenario might benefit the decarbonization efforts if the
imported hydrogen is produced under a carbon neutral scenario. In the near future, most of
the production are centered around blue hydrogen, which still produces carbon emissions.

Investment on Hydrogen Technology

The study primarily aimed at understanding the combination of hydrogen technology that
could reduce the carbon dioxide emission in the grid. The results showed that the approach
could achieve this, but it also shows that significant investment will be necessary to realize
this green future. With the difficulty in even reducing the power generation from coal, if
hydrogen remains expensive, both the fuel and the necessary infrastructure, this will be the
major roadblock in this transition. At this point, it will now depend on the government’s
commitment to this energy transition. Based on the capacity requirements seen in this study,
this might not be achievable in the next decade. However, hopefully, this could be the target
by 2050.

Complexity of the Problem

The problem of hydrogen technology adaption has numerous parameters that must be
considered. The priority in these parameters could even influence the analysis. The proposed
rank and select Pareto optimal approach provided a systematic exploration that considers
the balance between the hydrogen technology and other technology that could support its
adaption. The concept of mutation through the genetic algorithm was useful in modifying
the initial solutions from the selective grid sampling. By going through several generations

7.4 Discussion
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of mutations, the Pareto optimal solutions were improved to identify the Pareto optimal
solutions.

However, after the whole process, it is still necessary to manually evaluate the variations
among the proposed solutions to maximize the variations between them. Therefore, the
approach could be improved by adding an algorithm that would maximize the variations
between the provided solution.

Conclusion

Believing on the potential of chemical storage to complete the process of the energy transition
towards zero carbon, this study sought to understand the infrastructure demands of the
hydrogen-dependent transition pathways. The import scenarios highlighted the limitation
of the local production of hydrogen even at higher PV penetration. It also highlighted the
importance of more grid flexibility to increase PV penetration further. This might be the main
argument in the total decommissioning of coal power plants — it is not flexible enough and
thus is not compatible with high PV penetration. Despite the limitation, the study showed
that coal could be decommissioned completely with the combined effort of LNG, PV, and
hydrogen, but it will come at a huge financial cost.

The results showed that the rank and select Pareto optimal approach coupled with genetic
algorithm’s mutation could be used to systematically explore the combination of technology
that could minimize the use of fossil-fuel-based energy generation while maintaining the
energy balance. Although this study mainly focused on seven variables, which were further
clustered into two rankers, it could also be used for a higher number of variables, but the
two clusters must be counter to each other. The current approach works as long as the two
ranking clusters result in a reversed ranking (e.g., lower LNG fuel leads to a higher rank in
ranker 1, but it will also require higher hydrogen fuel, leading to a lower rank in ranker 2
and vice versa). For instance, this approach will be challenging to evaluate the infrastructure
between hydrogen and ammonia. In such a case, another fitness function will most likely be
needed to provide a more precise answer.
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Conclusion

Summary

This dissertation investigated scenarios such as decommissioning coal capacity, adding com-
plementary diurnal storage, utilizing electric vehicles as mobile storage, and incorporating
hydrogen technology to understand the potential, limitations, and implications of these
scenarios to support solar PV in leading the energy transition towards zero carbon. Using the
model built for Kyushu’s case, these scenarios’ viability was scrutinized using mathematical,
machine learning, and heuristic tools. In all scenarios, the simulation ensured that the
hourly balance was satisfied.

As a summary, the primary outcomes from the conducted research in this dissertation
include:

1. Solar curtailment is unavoidable once the PV penetration rate reaches around 8%
due to the flexibility of other energy sources and the mismatch between supply and
demand.

a) As a baseload generator, coal is incapable of supporting the variability of solar
PV. On the other hand, since LNG is flexible, it could support solar PV. However,
dependence on LNG must be minimized since additional demand for LNG will
lead to higher global prices.

b) The mismatch of supply and demand is observed during spring and autumn.
Within the week, curtailment will most likely happen on the weekends and within
the day, between 9:00 to 15:00.

2. Solar PV could reduce the existing coal capacity with LNG support, but it is insufficient
to decommission coal due to its variability. Winter is a vital issue in considering solar
PV as an energy transition driver due to the significant mismatch between PV supply
and energy demand during this season. PV is still insufficient during extreme summer
temperatures despite the relatively larger PV power generation.

3. Diurnal storage can help reduce solar curtailment, but the storage’s capacity factor
must also be considered. For stationary storage, proper assessment is necessary
since these infrastructures will only serve this single purpose. On the other hand,
additional incentives must be provided for temporary storage like electric vehicles.
People generally purchase this equipment for transportation, and grid storage is only a
secondary consideration or even a mere afterthought.
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4. The dissertation clarified the impact of weather in reducing the capacity of coal power
plants due to the dispatchable generation capacity of these plants, which solar could
not consistently replace. Stand-by power plants are necessary to ensure the reliability
of the electricity grid. These plants must be operated when significant solar generation
reduction or demand increase is predicted.

5. The dissertation shed some light on the time component of the energy transition,
where the proper timing of additional infrastructure influences the operational cost of
the system. The changes in the installed capacity and cost of the infrastructure must
be considered during the planning stage to maximize the synergy of the additional
infrastructure.

6. The dissertation demonstrated the complexity of planning multiple infrastructures,
which makes the energy transition a multi-objective problem given the various factors
that influence the final design. As a result, there might not be a single best solution,
but a set of potential solutions since the objective function might contradict each other.

7. Finally, the dissertation raised the issue of merely shifting the dependence on one
technology to another to decarbonize the grid. It is necessary to ensure that new tech-
nology like hydrogen is produced under the concept of carbon neutrality. Otherwise,
the net carbon emission will remain a problem.

Prospects and Future Outlook

From the viewpoint of the global discussion on energy transition, this dissertation used
the case of Kyushu as a representative case of Japan’s future energy scenario. Kyushu
encapsulates Japan’s characteristics: an isolated electricity grid, temperate climate, and
highly industrialized sectors. Although each region in Japan currently has different energy
mixes, the diversity of the energy sources in Kyushu could be achieved by other regions in the
country. Most of these regions also have nuclear power plants (currently under retrofitting)
and have the potential to increase the penetration rate of solar PV. Therefore, the results
in this study could apply to other regions in Japan and represent the country in global
discourse.

Kyushu’s isolated electricity grid case could be comparable to South Korea, Taiwan, the
Philippines, and Hawaii since the connection to other electricity grids is limited. Therefore,
the insights gained in this study could be used in these electricity grids, especially in regions
with similar climates. For instance, the difficulty in decommissioning coal power plants
should serve as a warning for islanded grids that hopes to pursue high PV penetration.
Locally, the results could be a model for the Chugoku and Shikoku region since they might
soon face the same issues based on the PV penetration in FY 2020. Likewise, the rest of
the country will most likely follow soon except for highly dense regions like the Kanto and
Kansai region, where the land area for PV installation is expensive and scarce.
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From the modeling perspective, the mathematical, machine learning, and heuristic tools
used in this dissertation could easily be adapted to countries with hourly data. For instance,
although the demand pattern will most likely be different, the weather-driven demand
synthesis could be used to generate demand profiles based on historical weather and energy
data, and these synthetic data could be used to explore various weather conditions. In
addition, the heuristics used in this dissertation is crucial in discussing various changes in
the grid if different priorities must be explored prior to the final decision.

Overall, the dissertation aimed at understanding the potential, limitations, and implications
of various energy transition paths that are compatible with solar PV. The dissertation showed
that PV could be a driver for the energy transition, but it will need the support of other
technology to accomplish the decarbonization goals that will meet the Paris Agreement and
UN Sustainable Development Goals.

Future Work

This study treated the Kyushu region as one geographical unit and, in effect, disregarded
the variations within the region. For future work, the transmission lines and location of
the power plants must be explored to understand the internal dynamics in the region. The
distribution of the additional solar PV might cause an additional burden to the transmission
lines and land availability in the region. At the same time, the weather also varies within the
region, and as shown in Chapter 4, the weather influences the actual generation of solar PV.
This was considered in the study’s initial design but was omitted due to the lack of accessible
data to model the region’s demand-side. The demand-side information is necessary to
perform the hourly energy balance simulation. With the proper data, performing an intra-
region analysis could provide additional insights into the internal dynamics of the power
plants in the region.

Aside from the electric vehicles discussed in this study, fuel cell vehicles (FCVs) are also
emerging as another decarbonization effort for the transport sector. Although the future of
small-scale grid-connected electrolyzer-equipped refilling stations is still contested, since the
grid might tap into hydrogen as a fuel source for electricity, FCVs might become a double-
edged sword. On the one hand, it could support the growth of the hydrogen market, reducing
the cost of hydrogen when bought in bulk. However, on the other hand, it might also cause
an increase in demand and compete with the grid in terms of fuel supply, increasing the cost
of hydrogen fuel. This macroeconomics is beyond the scope of this research.

This research heavily focused on the supply side of the energy balance, and with efforts
such as virtual power plants and time-of-use services, the demand side could also help in
reducing the necessary infrastructure in the grid. As highlighted in the scenarios involving
coal decommissioning (Chapter 4) and Hydrogen Adaption (Chapter 7), peak demand is
one problem. Suppose these peak demands could be rescheduled or prevented, then more
coal capacity could be decommissioned already in the short-term, and less hydrogen power
plant capacity would be necessary for the long term. Such research work would require

8.3 Future Work
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insights into the behavioral information regarding the users, which is beyond the scope of
the available data in this study.
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