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Chapter 1

Introduction

In this thesis, we study the (ultra)discretization of integrable systems and
their application. We develop a theory of spectral transformations of the
biorthogonal Laurent polynomials, and use it to derive and analyze nonau-
tonomous discrete integrable systems. Using the obtained discrete integrable
systems, we derive a family of box-ball systems (BBS) by ultradiscretiza-
tion, and give their time evolution rules and conserved quantities. As an
application of the obtained BBS, we formulate an algorithm for comput-
ing invariant factors of a certain tridiagonal matrix over a principal ideal
domain.

In the following sections, we briefly review the theory of integrable sys-
tems.

1.1 Integrable systems

1.1.1 Infinite-dimensional integrable systems

The definition of the integrable system for the finite-dimensional Hamilto-
nian system is the following:

Definition 1.1.1. The 2n-dimensional Hamiltonian system is Liouville in-
tegrable if there are n constants of the motion H1,H2, ..., Hn that are func-
tionally independent and Poisson-commute each other.

If a Hamiltonian system is Liouville integrable, then the system can be,
in principle, solved by quadratures. Many examples of Liouville integrable
systems has been discovered, such as the harmonic oscillator, the Kepler
problem, spinning tops (the Euler, the Lagrange and the Kovalevskaya top),
and so on. Since the 1960’s, a research on dynamical systems which are
nowadays called infinite-dimensional integrable systems has been conducted
actively. These dynamical systems, including the famous KdV equations
[43], Toda lattice [71], etc., are no longer integrable in the sense of Definition
1.1.1, but have the following remarkable properties in common:
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• Existence of infinitely many conserved quantities.

• Existence of explicit solutions with arbitrary number of parameters.

• Existence of the Lax formalism [46], which enable us to analyze the
structure of the system, e.g., derivation of the conserved quantities,
solving the initial value problems through inverse scattering method
[18], etc.

• We can use the bilinearization method [24] (also known as Hirota’s
method) to obtain the N -soliton solution. This leads to Sato’s the-
ory of the KP-hierarchy [61, 62], which state that the bilinear form
of the KP equation is nothing but a Plücker relation of the infinite-
dimensional Grassmannian.

It is a difficult problem to characterize integrability for general dynami-
cal systems, and there is no rigorous definition that is widely accepted by
researchers. In this thesis, we do not go deeply into the definition of inte-
grability, but discuss the various properties and applications of integrable
systems. The theory of integrable systems has developed rapidly since the
late twentieth century. In the following sections, we will introduce three top-
ics among these developments: discrete integrable systems, relations with
orthogonal polynomials, and integrable cellular automata.

1.1.2 Discrete integrable systems

Discrete integrable systems are integrable systems in which all independent
variables are discrete. As in the case of continuous systems, there is no
rigorous definition of discrete integrable systems. The systematic study of
the discrete integrable systems began with the pioneering works by Hirota
[25, 26, 27, 28, 29], where the important method to obtain discrete integrable
systems called the integrable discretization is introduced. Difference schemes
used in numerical integration could destroy structures of the system (e.g.,
conserved quantities, particular solutions, etc.). However, for integrable sys-
tems, it is possible to discretize the system without destroying the properties
of integrable systems mentioned in Section 1.1.1. Hirota used this method
to obtain the discrete analogues of important integrable systems, including
the KdV equation and the Toda lattice. Discrete integrable systems are
not only interesting as dynamical systems but also have connections with
various fields. One of the most remarkable connections to informatics is the
application to numerical algorithms.

Let us explain the relationship between discrete integrable systems and
numerical algorithms in the case of the discrete Toda lattice [31]:

q
(t+1)
n+1 + e(t+1)

n = q
(t)
n+1 + e

(t)
n+1, (1.1)

q(t+1)
n e(t+1)

n = q
(t)
n+1e

(t)
n , (1.2)
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with the finite lattice boundary condition e
(t)
−1 = e

(t)
N−1 ≡ 0. The system

(1.1)–(1.2) has the following matrix form:

L(t+1)R(t+1) = R(t)L(t) (1.3)

where

L(t) =



1

e
(t)
0 1

. . .
. . .

e
(t)
N−3 1

e
(t)
N−2 1

 , R(t) =



q
(t)
0 1

q
(t)
1 1

. . .
. . .

q
(t)
N−2 1

q
(t)
N−1


.

The equation (1.3) is called the Lax form of the discrete Toda lattice. It is
easily shown that the matrixX(t) := L(t)R(t) satisfiesX(t+1) = (L(t))−1X(t)L(t),
thus the eigenvalues of the matrix X(t) is conserved by the system (1.1)–

(1.2). Therefore, if limits q
(t)
n → λn < +∞, e(t)n → 0 as t → ∞ hold, the

system (1.1)–(1.2) can be used to compute eigenvalues of the matrix X(t). In
fact, the system (1.1)–(1.2) coincide with recurrences of the qd-algorithm by
Rutishauser [59, 60]. This is one of the earliest examples of the connection
between integrable systems and numerical algorithms.

The above observation leads to the following general strategy for devel-
oping numerical algorithms from discrete integrable systems:

• Identify conserved quantities of a discrete integrable system with some
characteristics that are important in numerical computations (eigen-
values of a tridiagonal matrix in the above example).

• Prove the convergence of dependent variables in order to extract these
characteristics.

From the viewpoint of the integrable systems, various numerical algorithms
have been developed [14, 34, 53, 57]. By taking this strategy, we give a
method to compute invariant factors of a matrix over a principal ideal do-
main in Chapter 4.

1.1.3 Relation with the orthogonal polynomials

In this section, we explain the relationship between integrable systems and
orthogonal polynomials. The orthogonal polynomial sequence is a family
of polynomials which form an orthogonal basis with respect to some linear
functional. Let us give the precise definition. Let L : C[x] → C be a linear
functional, where C[x] is a vector space consisting of all polynomials in one
variable x with complex coefficients.
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Definition 1.1.2. Let N be a positive integer or +∞. A sequence of poly-
nomials p0(x), p1(x), ..., pN (x) ∈ C[x] is called the (monic) orthogonal poly-
nomial sequence (OPS) with respect to the functional L if

• the polynomial pn(x) is monic and of degree n for all 0 ≤ n ≤ N , and

• the sequence p0(x), p1(x), ..., pN (x) satisfies

L[pi(x)pj(x)] = hiδij , 0 ≤ i, j < N,

for some non-zero constant hi ∈ C. If N is finite, we impose the
additional condition that

L[pN (x)π(x)] = 0

for all polynomials π(x) ∈ C[x].

The classical examples are the Hermite polynomials, the Laguerre poly-
nomials and the Jacobi polynomials, which arise in a variety of situations
in mathematics, physics, and engineering. We will see below that the defor-
mation of the functional yields the Toda equation.

Let us first consider the linear functional L(t) of the form

L(t)[p(x)] =
N−1∑
i=0

wie
xitp(xi),

where w0, w1, ..., wN−1 are positive real numbers and x0, x1, ..., xN−1 are
distinct positive real numbers. Then, there exists the OPS {pi(x; t)}Ni=0 with
respect to the functional L(t). Note that the variable x does not depend on t.
We can see that the pN (x; t) depends only on the support {x0, x1, ..., xN−1}
of the functional L(t), thus dpN (x; t)/dt = 0. In what follows, we omit the
t-dependence of the OPS as pi(x) := pi(x; t). The OPS {pi(x)}Ni=0 satisfies
relations

xpn(x) = pn+1(x) + (qn + en−1)pn(x) + en−1qn−1pn−1(x), (1.4)

dpn(x)

dt
= −en−1qn−1pn−1(x), (1.5)

where ei = ei(t), qi = qi(t) are some constants depending only on t and i.
Let us write (1.4) and (1.5) in matrix-vector form. We introduce matrices
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R(t) and L(t) as

L(t) =


1

e0(t) 1
. . .

. . .

eN−3(t) 1
eN−2(t) 1

 ,

R(t) =


q0(t) 1

q1(t) 1
. . .

. . .

qN−2(t) 1
qN−1(t)

 .

Let X(t) := L(t)R(t) and define X(t)<0, X(t)≥0 as

((X(t))<0)ij =

{
X(t)ij (i > j)

0 (i ≤ j)
, X(t)≥0 = X − (X(t))<0.

Then relations (1.4) and (1.5) can be written as

xp = X(t)p+ pN , (1.6)

dp

dt
= −X(t)<0p, (1.7)

where p = (p0(x), p1(x), ..., pN−1(x))
T and pN = (0, 0, ..., 0, pN (x))T . From

the compatibility condition of (1.6) and (1.7), we obtain

dX(t)

dt
= [X(t), X(t)<0] = [X(t)≥0, X(t)], (1.8)

where [A,B] := AB − BA for matrices A,B. The equation (1.8) is the
Lax form of the Toda lattice. In summary, we see that the (continuous)
Toda equation is naturally derived from the continuous deformation of the
functional.

To derive discrete Toda lattice, we introduce a discrete parameter t into
the functional as

L(t)[p(x)] =
N−1∑
i=0

wix
t
ip(xi).

Suppose that there exists the OPS {p(t)n (x)}Nn=0 with respect to the func-
tional L(t) for all t ≥ 0. Then, the following contiguous relations for the

OPS {p(t)n (x)}Nn=0 hold.
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Proposition 1.1.1. There exist constants q
(t)
n , e

(t)
n ∈ C such that

xp(t+1)
n (x) = p

(t)
n+1(x) + q(t)n p(t)n (x), (1.9)

p
(t)
n+1(x) = p

(t+1)
n+1 (x) + e(t)n p(t+1)

n (x). (1.10)

Transformations (1.9) and (1.10) are called the Christoffel transforma-
tion and the Geronimus transformation, respectively. The both (1.9) and
(1.10) are also called the spectral transformations. From (1.9) and (1.10),

we obtain the following relations for q
(t)
n ’s and e

(t)
n ’s:

q
(t+1)
n+1 + e(t+1)

n = q
(t)
n+1 + e

(t)
n+1, (1.11)

q(t+1)
n e(t+1)

n = q
(t)
n+1e

(t)
n , (1.12)

where e
(t)
−1, e

(t)
N−1 = 0 for all t ≥ 0. The relations (1.11) and (1.12) co-

incide with the system (1.1)–(1.2). The connection between the discrete
Toda lattice and the spectral transformation of orthogonal polynomials is
investigated in [63]. This method provide a powerful tool to derive and
analyze discrete integrable systems. There are many relationships between
various (bi)orthogonal functions and integrable systems, such as orthogonal
polynomials on the unit circle (OPUC) and Schur flows [20, 54], Laurent
biorthogonal polynomials (LBP) and the relativistic Toda lattice [67, 75],
skew orthogonal polynomials (SOP) and the Pfaff lattice [1, 2], and so on.

1.2 Box-ball systems

The study of integrable cellular automata has been continued since the dis-
covery of Takahashi-Satsuma’s box-ball system [68] (BBS) in 1990. Let us
first review the BBS and then give a brief summary of the further develop-
ments.

The BBS is a cellular automaton on a one-dimensional lattice. The state
of the BBS is represented by a semi-infinite 01-sequence u(t) = (u

(t)
n )∞n=0, un ∈

{0, 1}. Integers ‘0’ and ‘1’ are called an empty box and a ball, respectively.
We define the time evolution T : u(t) 7→ u(t+1) by the following rule:

1. Move the leftmost ball to the nearest empty box on the right.

2. Repeat Step 1 until all the balls have been moved exactly once.

An example of time evolutions of the BBS is as follows:

u : 011110001110010000000000000000 · · ·
T 1u : 000001110001101110000000000000 · · ·
T 2u : 000000001110010001111000000000 · · ·
T 3u : 000000000001101100000111100000 · · ·
T 4u : 000000000000010011100000011110 · · ·
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In this thesis, we assume that the number of balls is always finite. When the
number of balls is finite, the dynamics is always well-defined and reversible,
that is, the inverse of the time evolution is uniquely determined. A state with
an infinite number of balls can be studied through the method of probability
theory (cf. [7]). The BBS exhibits soliton property analogous to the KdV
equation, which is explained below. If there are sufficiently many empty
boxes before and after a block of consecutive balls, then the block of balls
propagates to the right at the same speed as the block length. We call such
a block of consecutive balls a soliton. As seen in the example above the
larger soliton overtakes the smaller soliton, and the soliton amplitudes do
not change after collisions. The length of solitons remains unchanged over
time (see proof in [73]).

There are several ways to understand the integrability of the BBS. One
way is the ultradiscretization. It is a limiting procedure to obtain a piecewise-
linear equation from discrete equation which does not contain subtractions.
Let us explain by an example. Suppose we have positive variables a1, a2, a3, a4
and a5 and the relation

a1 =
a2(a3 + a4)

a5
. (1.13)

We substitute ai = e−Ai/ε into the relation (1.13), and take the limit as
ε→ +0. Then we obtain

A1 = A2 +min(A3, A4)−A5. (1.14)

We see that the transition from equation (1.13) to (1.14) is the same as
replacing (×, /,+) with (+,−,min), respectively. The BBS is obtained by
the ultradiscretization of an integrable system. The time evolution of the
BBS can be described by the following piecewise-linear equation:

(Tu)n = min

{
1− un,

n−1∑
m=−∞

(um − (Tu)m)

}
. (1.15)

The equation (1.15) is called the ultradiscrete KdV equation. The ultradis-
crete KdV equation, as the name suggests, can be derived from the KdV
equation by the ultradiscretization (see [72]). The N -soliton solution to
the equation (1.15) is given in [47]. Thus, we see that the integrability of
the KdV equation is preserved by the ultradiscretization. Interestingly, the
BBS can also be obtained by the ultradiscretization of the Toda lattice (see
[55]). Not only Takahashi-Satsuma’s BBS, various extensions of the BBS
can be obtained from the ultradiscretization of discrete integrable systems
[34, 49, 50, 73].

The formulation of the BBS by the crystal basis theory provides another
way to understand its integrability. The crystal basis, introduced by Kashi-
wara [38, 39], is a notion from the representation theory of quantum groups.
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It is a combinatorial object obtained from a basis of representation of a
quantum group by specializing deformation parameter q = 0. Originally,
the introduction of the concept of crystal bases was motivated by the rep-
resentation theory, but it turned out that the BBS can be formulated using
the theory of the crystal basis [16, 21, 22]. As an application of the crystal
formulation, it is shown in [44] that Takahashi-Satsuma’s BBS and its mul-
ticolor extension [69, 73] can be linearized by using combinatorial bijection
called the Kerov-Kirillov-Rheshetikhin bijection (also called the rigged con-
figuration bijection) in [40, 41]. Though this topic is not directly related to
the thesis, this is one of the important developments of the BBS. See [32]
for detailed exposition on this topic.

1.3 Outline of the thesis

In this thesis, we study an (ultra)discretization of an integrable system
called the elementary Toda orbits, which was introduced by Faybusovich
and Gekhtman in [9]. The elementary Toda orbits is not a single integrable
system, but a family of integrable systems. Let us give the definition of
the elementary Toda orbits. Define ϵ = (ϵ0, ϵ1, ..., ϵN−1) ∈ {0, 1}N . Let
L1(t), L2(t), R(t) be N ×N matrices of the forms

(L1(t))
−1 = IN +

N−1∑
i=1

−ϵi−1ei−1(t)Ei+1,i,

L2(t) = IN +
N−1∑
i=1

(1− ϵi−1)ei−1(t)Ei+1,i,

R(t) =
N∑
i=1

qi−1(t)Ei,i +
N−1∑
i=1

Ei,i+1,

where IN is an N ×N identity matrix, and Ei,j = (δikδjl)
N
k,l=1. Let X(t) =

L1(t)L2(t)R(t). The following equation is called the elementary Toda orbits:

dX

dt
= [(X)≥0, X], (1.16)

where (X)≥0 denotes the upper-triangular part of the matrix X, namely,

((X)≥0)ij =

{
Xij i ≤ j,
0 i > j.

When ϵ = (0, 0, ..., 0) and ϵ = (1, 1, ..., 1), the equation (1.16) coincide with
the Lax form of the Toda equation and the relativistic Toda equation, respec-
tively. Let us state several motivations to work on this integrable systems:
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• It contains the Toda lattice and the relativistic Toda lattice as special
cases, both of which are important and well investigated in mathemat-
ical physics.

• The ultradiscretization of the Toda lattice and the relativistic Toda
lattice are related to important combinatorial operations [13, 35, 56].
Therefore, it is expected that one can find an interesting combinatorial
structure in the elementary Toda orbits.

• The invariant factor computation algorithm by the BBS (see Chapter
4) is naturally extended to the elementary Toda orbits.

The purpose of this thesis is to derive the nonautonomous discrete ana-
logue of the elementary Toda orbits, and give its applications. First, we
derive the nonautonomous discrete elementary Toda orbits using the theory
of spectral transformations of the biorthogonal Laurent polynomials which
is developed in this thesis. Then we derive a new family of the BBS, which
we call the ϵ-BBS, by ultradiscretizing the nonautonomous discrete elemen-
tary Toda orbits. Furthermore, we introduce a multicolor extension of the
ϵ-BBS and show that its conserved quantities are given by the combina-
torial algorithm called the Schensted insertion. Finally, we show that the
BBS computes the matrix characteristic called the invariant factor. Any
matrix over a principal ideal domain R can be transformed into a par-
ticular form of diagonal matrix by unimodular transformations. That is,
for any matrix A ∈ Rm×n, there exist invertible matrices P ∈ Rm×m and
Q ∈ Rn×n such that the matrix S = PAQ vanishes off the main diagonal,
(e1, e2, ..., er, 0, ..., 0), where ei divides ei+1 for 1 ≤ i ≤ r − 1. The matrix S
is called the Smith normal form of A and the quantities e1, e2, ..., er are the
invariant factors of A. The Smith normal form has applications in many
areas, including integer programming [19], combinatorics [65] and compu-
tations of homology groups [8]. There are many algorithms for computing
the Smith normal form [37, 67]. The method introduced in this thesis is the
first instance of the usage of ultradiscrete integrable systems in the compu-
tation of invariant factors. We also show that the ϵ-BBS can also compute
invariant factors of a certain tridiagonal matrix.

This thesis is organized as follows.
In Chapter 2, we derive the nonautonomous discrete analogue of the

elementary Toda orbits and construct its particular solutions and conserved
quantities. To this end, we develop a theory of spectral transformations of
the biorthogonal Laurent polynomials introduced in [11]. We also show that
the obtained system can be transformed into a subtraction-free form. As an
application, we derive a family of integrable cellular automata that we call
the ϵ-BBS, which unifies the BBS with a carrier capacity [70] and the BBS
associated with the discrete relativistic Toda lattice [34].
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In Chapter 3, we show that the P-symbol of the RSK correspondence is
a conserved quantity of a generalization of the ϵ-BBS. We consider what is
known as the “hungry” extension of the discrete elementary Toda orbits, by
which we can obtain a BBS with several kind of balls. In order to prove the
conservation of the P-symbol, we use birational transformations among the
elementary Toda orbits [9]. It was shown in [9] that transformations com-
mute with the time evolution of the (continuous) elementary Toda orbits. In
this thesis, we show that same transformations even commute with the time
evolution of the discrete hungry elementary Toda orbits, which generalizes
the result of [9]. We also show that Noumi-Yamada’s geometric Schensted
insertion [56] is invariant under this transformation.

In Chapter 4, we show that the ultradiscrete Toda lattice can compute
invariant factors of bidiagonal matrices with elements of a principal ideal
domain as entries. The key observation is that the greatest common divi-
sor (gcd) operation in principal ideal domain is equivalent to applying min
operation for each irreducible factors, which allows us to run multiple ultra-
discrete Toda lattices simultaneously. Using the main result of Chapter 4,
we present a new method for computing the Smith normal form of a given
matrix. We also show that the main theorem of Chapter 4 (Theorem 4.2.1)
naturally extends to the ultradiscrete elementary Toda orbits.

In Chapter 5, we give concluding remarks.
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Chapter 2

Nonautonomous discrete
elementary Toda orbits and
their ultradiscretization

In this chapter, we derive the nonautonomous discrete elementary Toda
orbits and ultradiscretize it to define the ϵ-BBS. Particular solutions and
conserved quantities of the nonautonomous discrete elementary Toda orbits
are also given. To this end, we develop the theory of spectral transformation
of a certain biorthogonal Laurent polynomials.

2.1 Biorthogonal Laurent polynomials and inte-
grable systems

In this section, we review the class of biorthogonal Laurent polynomials
introduced in [11] and derive a nonautonomous discrete analogue of the
elementary Toda orbits from their spectral transformations.

2.1.1 Basic definitions

We start from the class of biorthogonal Laurent polynomials introduced in
[11]. Let N be a positive integer and define ϵ = (ϵ0, ..., ϵN−1) ∈ {0, 1}N and
ν = (ν0, ..., νN−1) as

νi =

{
i−
∑i

j=1 ϵj ϵi = 0,

−
∑i

j=1 ϵj ϵi = 1.

For any i, the set {ν0, ν1, ..., vi} consists of (i+1) consecutive integers. For ex-
ample, if we choose N = 6 and ϵ = (1, 0, 0, 1, 0, 0), then ν = (0, 1, 2,−1, 3, 4).
Note that the value of ϵN−1 does not affect results of Chapter 2 (in partic-
ular Proposition 2.1.4 and the nde-Toda orbits). Let L : C[x, x−1] → C be
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a linear functional. Let us consider polynomials {pi(x)}Ni=0 and Laurent
polynomials {ri(x)}N−1

i=0 satisfying the followings:

1. deg pi(x) = i and

2. ri(x) has the form

ri(x) = xνi +
i−1∑
β=0

riβx
νβ , riβ ∈ C.

Definition 2.1.1. We call the (Laurent) polynomial sequences {pi(x)}Ni=0

and {ri(x)}N−1
i=0 the pair of (finite) monic ϵ-biorthogonal Laurent polynomial

sequences (ϵ-BLP) with respect to L if

L[pi(x)rj(x)] = hiδij , hi ̸= 0, i, j = 0, 1, ..., N − 1, (2.1)

L[pN (x)π(x)] = 0, ∀π(x) ∈ C[x, x−1],

holds.

Remark 2.1.1. Special cases of the orthogonal relations (2.1) are the rela-
tions for the orthogonal polynomials [6] and the Laurent biorthogonal poly-
nomials (LBP) [75] when ϵ = (0, 0, ..., 0) and ϵ = (1, 1, ..., 1, 1), respectively.
The ϵ-BLP is a special case of the classes of orthogonal polynomials called
the type RI polynomials and the type RII polynomials which are introduced
by Ismail and Masson [33]. One can specialize the type RII polynomials
to obtain the type RI polynomials (see [76]). From the spectral transfor-
mations of the RII polynomials, a discrete integrable system called the RII

chain was derived [64], and further investigated in [51, 52].

Let us give several basic properties of the ϵ-BLP.

Lemma 2.1.1. If {pi(x)}Ni=0 and {ri(x)}N−1
i=0 are a pair of monic ϵ-BLP

sequences, then

L[pi(x)xνj ] = L[xjri(x)] = hiδij , i = 0, 1, ..., N − 1, j = 0, 1, ..., i.

(2.2)

The proof of Lemma 2.1.1 goes the same as OPS (see proof in [6]). Using
Lemma 2.1.1, we can prove the following three-term recurrence relation for
ϵ-BLP.

Proposition 2.1.1 ([11]). There exist constants ai, bi and ci such that

pi+1(x) + bipi(x) + (1− ϵi−1)ai−1pi−1(x) = x(pi(x)− ϵi−1cipi−1(x)),

(2.3)

for i = 0, 1, ..., N − 1, where p−1(x) = 0.
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A determinant expression of the ϵ-BLP can be obtained in the same way
as the OPS, which is used for the determinant expression of the dependent
variable of the nd-eToda orbits.

Proposition 2.1.2. The pair of monic ϵ-biorthogonal Laurent polynomial
sequences {pi(x)}Ni=0 and {ri(x)}N−1

i=0 have the determinant expressions

pi(x) =
1

∆i

∣∣∣∣∣∣∣∣∣∣∣

µν0 µν0+1 · · · µν0+i

µν1 µν1+1 · · · µν1+i

...
...

...
µνi−1 µνi−1+1 · · · µνi−1+i

1 x · · · xi

∣∣∣∣∣∣∣∣∣∣∣
, (2.4)

ri(x) =
1

∆i

∣∣∣∣∣∣∣∣∣
µν0 µν0+1 · · · µν0+i−1 xν0

µν1 µν1+1 · · · µν1+i−1 xν1

...
...

...
µνi µνi+1 · · · µνi+i−1 xνi

∣∣∣∣∣∣∣∣∣ , (2.5)

where µl is the moment of L defined by

µl := L[xl], l ∈ Z

and ∆l is

∆0 := 1, ∆l := |µνi+j |l−1
i,j=0, l = 0, 1, ..., N,

and hi in (2.1) is given by

hi =
∆i+1

∆i
.

Proof. Let us express pi(x) as

pi(x) = xi +
i−1∑
l=0

ci,lx
l, ci,l ∈ C.

Then the biorthogonal relation (2.2) gives


µν0 µν0+1 · · · µν0+i

µν1 µν1+1 · · · µν1+i

...
...

...
...

µνi µνi+1 · · · µνi+i




ci,0
ci,1
...

ci,i−1

1

 =


0
0
...
0
hi

 .

Using Cramer’s rule, we have 1 = ∆ihi/∆i+1 and (2.4). The same argument
applies to (2.5). 2
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For later discussion, we rewrite the determinantal expression of pk(x) in

terms of Hankel determinants τ
(l)
k := |µi+j+l|k−1

i,j=0. Let ηk := min0≤l≤k νl.
Then we have

∆i = (−1)Jiτ (ηi−1)
i ,

where Jk :=
∑k−1

l=0 lϵl. Then, we can rewrite the determinantal expression
of pk as

pk(x) =
1

τ
(ηk−1)
k

∣∣∣∣∣∣∣∣∣∣∣

µηk−1
µηk−1+1 · · · µηk−1+k

µηk−1+1 µηk−1+2 · · · µηk−1+k+1

...
...

...
µηk−1+k−1 µηk−1+k · · · µηk−1+2k−1

1 x · · · xk

∣∣∣∣∣∣∣∣∣∣∣
. (2.6)

We use the expression (2.6) instead of (2.4) to discuss the positivity of
solutions of the nd-eToda orbits, which we derive later. Next, we give an
analogue of the Gauss quadrature formula for finite ϵ-BLP.

Proposition 2.1.3. Suppose {pi(x)}Ni=0 and {ri(x)}N−1
i=0 are a pair of finite

monic ϵ-biorthogonal Laurent polynomial sequences with respect to a func-
tional L, and pN (x) has N distinct zeros x0, x1, ..., xN−1, all of which are
nonzero. Then, L has the expression

L[π(x)] =
N−1∑
r=0

wrπ(xr), ∀π(x) ∈ C[x, x−1] (2.7)

for some w0, w1, ..., wN−1 ∈ C. Conversely, if a functional L is of the form
(2.7), the polynomial pN (x) of corresponding ϵ-BLP sequences has N dis-
tinct zeros x0, x1, ..., xN−1.

Proof. The converse statement can be directly proved by substituting the
expression of moments

µl = L[xl] =
N−1∑
r=0

wrx
l
r, l ∈ Z

into (2.6). Let L(x) be a polynomial of the form

L(x) =
N−1∑
r=0

π(xr)pN (x)

p′N (x)
∣∣
x=xr

(x− xr)
.

We see that π(x) − L(x) = ψ(x)pN (x) for some Laurent polynomial ψ(x).
Then, we obtain

L[π(x)] = L[L(x) + ψ(x)pN (z)]

= L[L(x)]

=
N−1∑
r=0

L

[
pN (x)

p′N (x)
∣∣
x=xr

(x− xr)

]
π(xr).
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Therefore, we set wr := L[ pN (x)

p′N (x)|
x=xr

(x−xr)
] to conclude the proof. 2

2.1.2 Spectral transformations

Let L(0,0) : C[x, x−1]→ C be a functional. We introduce discrete parameters
t, k ∈ Z≥0 into L(0,0) as

L(k+1,t)[·] = L(k,t)[x·], (2.8)

L(k,t+1)[·] = L(k,t)[(x+ s(t))·], (2.9)

for a given s(t) ∈ C. A similar argument can be found in [49], which enables
us to derive a BBS with a carrier capacity [48, 70] by ultradiscretization.
Let us define the moment of L(k,t) as

µ
(k,t)
l := L(k,t)[xl], l ∈ Z.

From (2.8) and (2.9), the moment satisfies the following linear relations:

µ
(k+1,t)
l = µ

(k,t)
l+1 ,

µ
(k,t+1)
l = µ

(k,t)
l+1 + s(t)µ

(k,t)
l .

Assume there exists a pair of monic ϵ-biorthogonal Laurent polynomial

sequences {p(k,t)i (x)}Ni=0 and {r(k,t)i (x)}N−1
i=0 for all k, t ∈ Z≥0. We define

∆
(k,t)
l := |µ(k,t)νi+j |

l−1
i,j=0 and τ

(k,t)
l = |µ(k,t)i+j |

l−1
i,j=0. Then h

(k,t)
i can be written as

h
(k,t)
i = ∆

(k,t)
i+1 /∆

(k,t)
i = (−1)iϵiτ (k+ηi,t)

i+1 /τ
(k+ηi−1,t)
i . (2.10)

By Jacobi’s determinant identity (see [30] for a detailed illustration), we find

that τ
(k,t)
i satisfy the following bilinear equations:

τ
(k+2,t)
i+1 τ

(k,t)
i+1 − (τ

(k+1,t)
i+1 )2 = τ

(k+2,t)
i τ

(k,t)
i+2 , (2.11)

τ
(k+1,t+1)
i τ

(k,t)
i − τ (k+1,t)

i τ
(k,t+1)
i = τ

(k+1,t+1)
i−1 τ

(k,t)
i+1 . (2.12)

Using (2.11), (2.12), and biorthogonal relation (2.2), we obtain the following
contiguous relations of ϵ-biorthogonal Laurent polynomials.

Proposition 2.1.4. There exist constants q̃
(k,t)
i , ẽ

(k,t)
i , q

(k,t)
i , e

(k,t)
i ∈ C such

that

(x+ s(t))p
(k,t+1)
i (x) = p

(k,t)
i+1 (x) + q̃

(k,t)
i p

(k,t)
i (x), (2.13)

p
(k,t+1)
i+1 (x) + (1− ϵi)ẽ(k,t)i p

(k,t+1)
i (x) = p

(k,t)
i+1 (x)− ϵiẽ

(k,t)
i p

(k−1,t+1)
i (x),

(2.14)

xp
(k+1,t)
i (x) = p

(k,t)
i+1 (x) + q

(k,t)
i p

(k,t)
i (x), (2.15)

p
(k+1,t)
i+1 (x) + (1− ϵi)e(k,t)i p

(k+1,t)
i (x) = p

(k,t)
i+1 (x)− ϵie

(k,t)
i p

(k,t)
i (x), (2.16)
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hold. Furthermore, the constants have the following determinantal expres-
sions:

q̃
(k,t)
i =

τ
(k+ηi,t+1)
i+1 τ

(k+ηi−1,t)
i

τ
(k+ηi−1,t+1)
i τ

(k+ηi,t)
i+1

, ẽ
(k,t)
i =

τ
(k+ηi,t)
i+2 τ

(k+ηi,t+1)
i

τ
(k+ηi,t)
i+1 τ

(k+ηi,t+1)
i+1

, (2.17)

q
(k,t)
i =

τ
(k+ηi−1,t)
i τ

(k+ηi+1,t)
i+1

τ
(k+ηi−1+1,t)
i τ

(k+ηi,t)
i+1

, e
(k,t)
i =

τ
(k+ηi,t)
i+2 τ

(k+ηi+1,t)
i

τ
(k+ηi+1,t)
i+1 τ

(k+ηi,t)
i+1

. (2.18)

Proof. First, we will prove (2.13). The assertion is clear when i = 0; thus,

we assume i > 0. We can write the polynomial (x+ s(t))p
(k,t+1)
i (x) using a

linear combination of polynomials p
(k,t)
0 (x), p

(k,t)
1 (x), ..., p

(k,t)
i+1 (x) as

(x+ s(t))p
(k,t+1)
i (x) =

i+1∑
l=0

clp
(k,t)
l (x), cl ∈ C. (2.19)

Multiplying both sides of (2.19) by r
(k,t)
j (x) and using (2.9), we obtain

L(k,t+1)[p
(k,t+1)
i (x)r

(k,t)
j (x)] =

i+1∑
l=0

clL(k,t)[p
(k,t)
l (x)r

(k,t)
j (x)]. (2.20)

When j = 0, the only remaining term on the right-hand side of (2.20) is
c0, while the left-hand side is 0. Thus, c0 = 0. Continuing the argument
successively for j = 1, 2, ..., i − 1, we obtain c0 = c1 = · · · = ci−1 = 0. We

define q̃
(k,t)
i = ci and conclude the proof of (2.13). The proof of (2.15) is

performed similarly (2.13).

Next, we will prove (2.16). Suppose ϵi = 0. We write p
(k,t)
i+1 as

p
(k,t)
i+1 (x) =

i+1∑
l=0

dlp
(k+1,t)
l (x), dl ∈ C. (2.21)

Multiplying both sides of (2.21) by r
(k,t)
j (x) and using (2.8), we obtain

L(k,t)[xp(k,t)i+1 (x)r
(k,t)
j (x)] =

i+1∑
l=0

dlL(k+1,t)[p
(k+1,t)
l (x)r

(k,t)
j (x)].

For j = 0, ..., i − 1, we can write xr
(k,t)
j (x) as a linear combination of

xν0 , xν1 , ..., xνj+1 since ϵi = 0. Therefore, from the same argument as be-
fore, it follows that d0 = d1 = · · · = di−1 = 0. The case of ϵi = 1 can be
shown in the same way.
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Finally, we will prove (2.14). When ϵi = 0, we apply the same proof as

before. Thus we suppose ϵi = 1. We can write p
(k,t+1)
i+1 (x) as

p
(k,t+1)
i+1 (x) = p

(k,t)
i+1 (x) +

i∑
l=0

γlp
(k−1,t+1)
l (x), γl ∈ C. (2.22)

Multiplying both side of (2.22) by r
(k−1,t+1)
j (x) and taking functional L(k−1,t+1),

we have

L(k,t+1)[x−1p
(k,t+1)
i+1 (x)r

(k−1,t+1)
j (x)] = L(k,t)[(1 + s(t)x−1)p

(k,t)
i+1 (x)r

(k−1,t+1)
j ]

+

i∑
l=0

γlL(k−1,t+1)[p
(k−1,t+1)
l (x)r

(k−1,t+1)
j (x)].

Here we used relations (2.8) and (2.9). Since ϵi = 1, the polynomial

x−1r
(k−1,t+1)
j (x) can be written as a linear combination of xν0 , xν1 , ..., xνj+1

when j = 0, 1, ..., i− 1. Therefore we have γ0 = γ1 = · · · = γi−1 = 0.

For the determinantal expression of q̃
(k,t)
i , we first set j = i in (2.20).

Then, we have h
(k,t+1)
i = q̃

(k,t)
i h

(k,t)
i , and we obtain the determinantal ex-

pression for q̃
(k,t)
i using (2.10). Determinantal expressions for other variables

can be obtained similarly way using bilinear relations (2.11) and (2.12). This
concludes the proof. 2

Proposition 2.1.4 is a key result of Chapter 2 as it enables us to derive
nd-eToda orbits in the suitable form for an application to box-ball systems.
Combining (2.15) and (2.16), we can express the coefficients of the three-

term recurrence relation (2.3) in terms of the variables q
(k,t)
i and e

(k,t)
i .

Let us rewrite (2.13)–(2.16) in matrix-vector form. We introduce matri-
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ces

R(k,t) :=
N∑
i=1

q
(k,t)
i−1 Ei,i +

N−1∑
i=1

Ei,i+1,

R̃(k,t) :=
N∑
i=1

q̃
(k,t)
i−1 Ei,i +

N−1∑
i=1

Ei,i+1,

(L
(k,t)
1 )−1 := IN +

N−1∑
i=1

−ϵi−1e
(k,t)
i−1 Ei+1,i,

L
(k,t)
2 := IN +

N−1∑
i=1

(1− ϵi−1)e
(k,t)
i−1 Ei+1,i,

(L̃
(k,t)
1 )−1 := IN +

N−1∑
i=1

−ϵi−1ẽ
(k,t)
i−1 Ei+1,i,

L̃
(k,t)
2 := IN +

N−1∑
i=1

(1− ϵi−1)ẽ
(k,t)
i−1 Ei+1,i,

where Ei,j = (δikδjl)
N
k,l=1 denotes a matrix element and IN is an N × N

identity matrix. Then the relations (2.13)–(2.16) can be written in matrix
form as

(x+ s(t))p(k,t+1) = R̃(k,t)p(k,t) + p
(k,t)
N , (2.23)

L̃
(k,t)
2 p(k,t+1) = p(k,t) + ((L̃

(k,t)
1 )−1 − IN )p(k−1,t+1), (2.24)

xp(k+1,t) = R(k,t)p(k,t) + p
(k,t)
N , (2.25)

L
(k,t)
2 p(k+1,t) = (L

(k,t)
1 )−1p(k,t), (2.26)

where p(k,t) = (p
(k,t)
0 , p

(k,t)
1 , ..., p

(k,t)
N−1)

T and p
(k,t)
N = (0, ..., 0, p

(k,t)
N )T . Let

L̃(k,t) = L̃
(k,t)
1 L̃

(k,t)
2 , L(k,t) = L

(k,t)
1 L

(k,t)
2 and L

(k,t)
= L̃

(k,t)
2 +(IN−(L̃(k,t)

1 )−1)L(k−1,t+1).
Then, we have

(x+ s(t))p(k,t+1) = (L
(k,t+1)

R̃(k,t+1) + (s(t) − s(t+1))IN )p(k,t+1) + L
(k,t+1)

p
(k,t+1)
N ,

(2.27)

(x+ s(t))p(k,t+1) = R̃(k,t)L
(k,t)

p(k,t+1) + p
(k,t)
N , (2.28)

xp(k+1,t) = R(k,t)L(k,t)p(k+1,t) + p
(k,t)
N , (2.29)

xp(k+1,t) = L(k+1,t)R(k+1,t)p(k+1,t) + L(k+1,t)p
(k+1,t)
N . (2.30)

By Proposition 2.1.3, the polynomial p
(k,t)
N (x) does not depend on pa-

rameters k and t as it only depends on the support of a linear functional

L(k,t). Thus, we see that L(k,t+1)
p
(k,t+1)
N = p

(k,t)
N and L(k+1,t)p

(k+1,t)
N = p

(k,t)
N .
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Therefore, the compatibility conditions of (2.27)–(2.30) are written in the
form

R(k,t)L(k,t) = L
(k+1,t)

R̃(k+1,t) − s(t)IN , (2.31)

R̃(k+1,t)L
(k+1,t)

= R(k,t+1)L(k,t+1) + s(t)IN . (2.32)

From (2.31) and (2.32), we have

R(k,t)L(k,t)L
(k+1,t)

= L
(k+1,t)

(R̃(k+1,t)L
(k+1,t) − s(t)IN )

= L
(k+1,t)

R(k,t+1)L(k,t+1).

Since L
(k+1,t)

is a regular matrix, the two matricesR(k,t)L(k,t) andR(k,t+1)L(k,t+1)

are similar. From (2.31) and (2.32), we have

q̃
(k+1,t)
i = q

(k,t)
i + e

(k,t)
i − ẽ(k+1,t)

i−1 + s(t), (2.33)

ẽ
(k+1,t)
i (q̃

(k+1,t)
i + ϵie

(k,t+1)
i−1 ) = e

(k,t)
i (q

(k,t)
i+1 + ϵi+1e

(k,t)
i+1 ) (2.34)

q
(k,t+1)
i = q̃

(k+1,t)
i + ẽ

(k+1,t)
i − e(k,t+1)

i − s(t), (2.35)

e
(k,t+1)
i−1 (ϵi(e

(k,t+1)
i − ẽ(k+1,t)

i ) + q
(k,t+1)
i ) = q̃

(k+1,t)
i ẽ

(k+1,t)
i−1 . (2.36)

We set

q
(t)
i := q

(0,t+1)
i , e

(t)
i := e

(0,t+1)
i ,

q̃
(t)
i := q̃

(1,t)
i , ẽ

(t)
i := ẽ

(1,t)
i .

Then, from (2.33)–(2.36), these variables satisfy the following equations:

q̃
(t+1)
i + ẽ

(t+1)
i−1 = q

(t)
i + e

(t)
i + s(t+1) (2.37)

ẽ
(t+1)
i (q̃

(t+1)
i + ϵie

(t+1)
i−1 ) = e

(t)
i (q

(t)
i+1 + ϵi+1e

(t)
i+1) (2.38)

q
(t+1)
i + e

(t+1)
i = q̃

(t+1)
i + ẽ

(t+1)
i − s(t+1), (2.39)

e
(t+1)
i−1 (ϵi(e

(t+1)
i − ẽ(t+1)

i ) + q
(t+1)
i ) = q̃

(t+1)
i ẽ

(t+1)
i−1 (2.40)

We call the system (2.37)–(2.40) the nonautonomous discrete elementary
Toda orbits (nd-eToda orbits). Note that recurrences (2.37)–(2.40) cannot
be written in explicit form without restricting parameters ϵi to 0 or 1.

In order to write the evolutions of (2.37)–(2.40) in subtraction-free form,

we introduce auxiliary variables d
(t)
i and f

(t)
i . First, we set d

(t+1)
0 and f

(t)
i

as

d
(t+1)
0 = q

(t)
0 + s(t+1),

f
(t)
i = q

(t)
i + e

(t)
i .
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Then, we compute d
(t+1)
1 , d

(t+1)
2 , ..., d

(t+1)
N−1 and the rest of dependent variables

as

q̃
(t+1)
i =


d
(t+1)
i + e

(t)
i ϵi = 0,

f
(t)
i d

(t+1)
i−1

q̃
(t+1)
i−1

+ s(t+1) ϵi = 1,
(2.41)

d
(t+1)
i =

q
(t)
i

q̃
(t+1)
i−1

d
(t+1)
i−1 + s(t+1), (2.42)

ẽ
(t+1)
i =

(
d
(t+1)
i−1

q̃
(t+1)
i−1

)ϵi
(q

(t)
i+1 + ϵi+1e

(t)
i+1)

q̃
(t+1)
i

e
(t)
i , (2.43)

q
(t+1)
i =

d
(t+1)
i−1 q̃

(t+1)
i

q̃
(t+1)
i−1 d

(t+1)
i

q
(t)
i , (2.44)

e
(t+1)
i =



q̃
(t+1)
i d

(t+1)
i+1

d
(t+1)
i q

(t)
i+1

ẽ
(t+1)
i ϵi+1 = 0,

q̃
(t+1)
i q̃

(t+1)
i+1

d
(t+1)
i f

(t)
i+1

ẽ
(t+1)
i ϵi+1 = 1,

(2.45)

for i = 0, 1, ..., N − 1, where d
(t)
−1, q̃

(t)
−1 ≡ 1 and e

(t)
N−1 ≡ 0. We see that equa-

tions (2.41)–(2.45) are in subtraction-free form, so we can perform ultradis-
cretization. Various integrable systems can be obtained as a special case
from the system (2.41)–(2.45) by restricting parameters ϵ or s(t). For exam-
ple, when ϵ = (0, 0, ..., 0), the system reduces to themodified nonautonomous
discrete Toda lattice introduced in [48], whose ultradiscretization is a time
evolution equation of the BBS with a carrier capacity [70]. In this case, the
nonautonomous parameter in the ultradiscretized system is interpreted as
the capacity of the carrier. One can also obtain the discrete relativistic Toda
lattice [67, 75] from (2.41)–(2.45) by restricting ϵ = (1, 1, ..., 1, 1). In Section
3, we give the rule of a BBS obtained from ultradiscretization of equations
(2.41)–(2.45) for general ϵ ∈ {0, 1}N .

2.1.3 Solutions of nonautonomous discrete elementary Toda
orbits

Assume there exists a pair of monic ϵ-BLP sequences {p(k,t)i (x)}Ni=0 and

{r(k,t)i (x)}N−1
i=0 for all k, t ∈ Z≥0 and p

(0,0)
N (x) hasN distinct zeros x0, x1, ..., xN−1 ∈

R. Suppose 0 < |x0| < |x1| < · · · < |xN−1| and 0 < |x0+ s(t)| < |x1+ s(t)| <
· · · < |xN−1 + s(t)| for all t ∈ Z≥0. Then from Proposition 2.1.3, L(0,0) has
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the form

L(0,0)[π(x)] =
N−1∑
i=0

wiπ(xi)

for some constants wi ∈ C. Then the moments µ
(k,t)
n can be expressed in

terms of xi and wi as

µ(k,t)n =
N−1∑
i=0

wix
k+n
i

t−1∏
l=0

(xi + s(l)). (2.46)

We use the expression (2.46) to write moment determinants τ
(k,t)
i in terms

of parameters wi, xi, s
(t). We set α

(t)
i = wi

∏t−1
l=0(xi + s(l)) and, by using the
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Cauchy-Binet formula, we expand τ
(k,t)
i as

τ
(k,t)
i =

∣∣∣∣∣∣∣∣∣∣


α
(t)
0 α

(t)
1 · · · α

(t)
N−1

x0α
(t)
0 x1α

(t)
1 · · · xN−1α

(t)
N−1

...
...

...

xi−1
0 α

(t)
0 xi−1

1 α
(t)
1 · · · xi−1

N−1α
(t)
N−1




xk0 xk+1
0 · · · xk+i−1

0

xk1 xk+1
1 · · · xk+i−1

1
...

...
...

xkN−1 xk+1
N−1 · · · xk+i−1

N−1


∣∣∣∣∣∣∣∣∣∣

=
∑

0≤r0<r1<···<ri−1≤N−1

∣∣∣∣∣∣∣∣∣∣
α
(t)
r0 α

(t)
r1 · · · α

(t)
ri−1

xr0α
(t)
r0 xr1α

(t)
r1 · · · xri−1α

(t)
ri−1

...
...

...

xi−1
r0 α

(t)
r0 xi−1

r1 α
(t)
r1 · · · xi−1

ri−1
α
(t)
ri−1

∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣
xkr0 xk+1

r0 · · · xk+i−1
r0

xkr1 xk+1
r1 · · · xk+i−1

r1
...

...
...

xkri−1
xk+1
ri−1

· · · xk+i−1
ri−1

∣∣∣∣∣∣∣∣∣
=

∑
0≤r0<r1<···<ri−1≤N−1

(xr0xr1 · · ·xri−1)
k

∣∣∣∣∣∣∣∣∣∣
α
(t)
r0 α

(t)
r1 · · · α

(t)
ri−1

xr0α
(t)
r0 xr1α

(t)
r1 · · · xri−1α

(t)
ri−1

...
...

...

xi−1
r0 α

(t)
r0 xi−1

r1 α
(t)
r1 · · · xi−1

ri−1
α
(t)
ri−1

∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣
1 xr0 · · · xi−1

r0
1 xr1 · · · xi−1

r1
...

...
...

1 xri−1 · · · xi−1
ri−1

∣∣∣∣∣∣∣∣∣
=

∑
0≤r0<r1<···<ri−1≤N−1

(xr0xr1 · · ·xri−1)
k

∣∣∣∣∣∣∣∣∣
1 1 · · · 1
xr0 xr1 · · · xrn−1

...
...

...
xi−1
r0 xi−1

r1 xi−1
ri−1

∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣
α
(t)
r0

α
(t)
r1

. . .

α
(t)
ri−1

∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣
1 xr0 · · · xi−1

r0
1 xr1 · · · xi−1

r1
...

...
...

1 xri−1 · · · xi−1
ri−1

∣∣∣∣∣∣∣∣∣
=

∑
0≤r0<r1<···<ri−1≤N−1

i−1∏
j=0

(
xkrjwrj

t−1∏
l=0

(xrj + s(l))

) ∏
0≤j1<j2≤i−1

(xrj1 − xrj2 )
2.

(2.47)

By substituting (2.47) into (2.17) and (2.18), we obtain a family of particular
solutions to the system (2.37)–(2.40). From (2.47) and the assumption 0 <
|x0| < |x1| < · · · < |xN−1| and 0 < |x0 + s(t)| < |x1 + s(t)| < · · · < |xN−1 +

s(t)|, we can compute the limits of dependent variables q
(k,t)
i , e

(k,t)
i , q̃

(k,t)
i , ẽ

(k,t)
i

at t→ +∞ as

lim
t→+∞

q
(k,t)
i = xN−1−i, lim

t→+∞
e
(k,t)
i = 0, (2.48)

lim
t→+∞

(q̃
(k,t)
i − s(t+1)) = xN−1−i, lim

t→+∞
ẽ
(k,t)
i = 0. (2.49)
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This enables us to compute the eigenvalues of the matrix R(k,t)L(k,t) by the
nd-eToda orbits since each step of a time evolutionR(k,t)L(k,t) → R(k,t+1)L(k,t+1)

of the nd-eToda orbits is a similar transformation and R(k,t)L(k,t) tends to
an upper triangular matrix as t→ +∞ by (2.48).

2.1.4 Conserved quantities of nonautonomous discrete ele-
mentary Toda orbits

Proposition 2.1.3 implies that the polynomial p
(k,t)
N (x) does not depend on

parameters k and t since p
(k,t)
N (x) only depends on the support of a linear

functional L(k,t). Therefore, coefficients of the polynomial p
(k,t)
N (x) give con-

served quantities of the nd-eToda orbits. We write coefficients of p
(k,t)
N (x)

as

p
(k,t)
N (x) = xN − CN,1x

N−1 + · · ·+ (−1)N−1CN,N−1x+ (−1)NCN,N .

We can express conserved quantities CN,1, ..., CN,N in terms of dependent

variables q
(k,t)
i and e

(k,t)
i of the nd-eToda orbits.

Proposition 2.1.5. Suppose ϵ = (ϵ0, ϵ1, ..., ϵN−1). Then CN,i are con-

structed as follows: First, arrange q
(k,t)
n , e

(k,t)
n as

q0 e0 q1 · · · qN−2 eN−2 qN−1. (2.50)

Here, we omit the superscripts of q
(k,t)
i , e

(k,t)
i . We consider a collection V of

dependent variables qn, en satisfying the following conditions:

• |V| = i and variables in a collection V are not adjacent in the sequence
(2.50), and

• For any i for which ϵi = 1, a collection V does not include both ei and
ei−1.

Then, CN,i =
∑

V
∏

v∈V v, where the sum is taken over all V’s satisfying the
above conditions.

Proposition 2.1.5 can be proved by induction on the size of the system
N using a three-term recurrence formula of Proposition 2.1.1.

2.2 Ultradiscrete elementary Toda orbits and ϵ-
BBS

In this section, we ultradiscretize the nd-eToda orbits (2.41)–(2.45) and
propose a family of BBSs that we call ϵ-BBS.
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2.2.1 Ultradiscretization

Let ε > 0. We consider the transformations of variables q
(t)
i = e−Q

(t)
n /ε, q̃

(t)
i =

e−Q̃
(t)
n /ε, e

(t)
i = e−Ẽ

(t)
n /ε, f

(t)
i = e−F

(t)
n /ε, d

(t)
i = e−D

(t)
n /ε, s(t) = e−S(t)/ε. By

applying these to (2.41)–(2.45) and using

lim
ε→+0

−ε log(e−A/ε + e−B/ε) = min(A,B),

we obtain the following piecewise-linear system:

F
(t)
i = min(Q

(t)
i , E

(t)
i ), (2.51)

D
(t+1)
i = min(D

(t+1)
i−1 +Q

(t)
i − Q̃

(t+1)
i−1 , S(t+1)), (2.52)

Q̃
(t+1)
i =

min(D
(t+1)
i , E

(t)
i ) ϵi = 0,

min(F
(t)
i +D

(t+1)
i−1 − Q̃

(t+1)
i−1 , S(t+1)) ϵi = 1,

(2.53)

Ẽ
(t+1)
i = E

(t)
i +min(Q

(t)
i+1, Ei+1 + E

(t)
i+1) + ϵi(D

(t+1)
i−1 − Q̃

(t+1)
i−1 )− Q̃(t+1)

i

(2.54)

Q
(t+1)
i = Q

(t)
i +D

(t+1)
i−1 + Q̃

(t+1)
i −D(t+1)

i − Q̃(t+1)
i−1 , (2.55)

E
(t+1)
i =

Ẽ
(t+1)
i + Q̃

(t+1)
i −D(t+1)

i +D
(t+1)
i+1 −Q

(t)
i+1 ϵi+1 = 0,

Ẽ
(t+1)
i + Q̃

(t+1)
i −D(t+1)

i + Q̃
(t+1)
i+1 − F

(t)
i+1 ϵi+1 = 1

(2.56)

for i = 0, 1, ..., N − 1, where Ei is defined as

Ei =

{
+∞ ϵi = 0,

0 ϵi = 1

and Q̃
(t+1)
−1 , D

(t+1)
−1 ≡ 0 and E

(t+1)
N−1 ≡ +∞. We call (2.51)–(2.56) the nonau-

tonomous ultradiscrete elementary Toda orbits (nu-eToda orbits). To in-
terpret the nu-eToda orbits as a cellular automaton, we need the following
proposition.

Proposition 2.2.1. Suppose S(t+1) > 0. Then, the nu-eToda orbits (2.51)–
(2.56) define the map

(Z>0)
2N−1 −→ (Z>0)

2N−1

∈ ∈

(Q
(t)
0 , ..., Q

(t)
N−1, E

(t)
0 , ..., E

(t)
N−2) 7−→ (Q

(t+1)
0 , ..., Q

(t+1)
N−1 , E

(t+1)
0 , ..., E

(t+1)
N−2 )

where Z>0 denotes the set of positive integers.

Proof. Let A
(t+1)
i = D

(t+1)
i − Q̃

(t+1)
i for i = 0, 1, ..., N − 1. First, we

prove A
(t+1)
i ≥ 0 for i = 0, 1, ..., N − 1 by induction on the index i. We
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immediately see that A
(t+1)
0 = D

(t+1)
0 − Q̃

(t+1)
0 ≥ 0. Suppose we have

proved A
(t+1)
i−1 ≥ 0. When ϵi = 0, we have A

(t+1)
i = D

(t+1)
i − Q̃

(t+1)
i =

D
(t+1)
i −min(D

(t+1)
i , E

(t)
i ) ≥ 0. When ϵi = 1, we have

D
(t+1)
i − Q̃(t+1)

i = min(A
(t+1)
i−1 +Q

(t)
i , S(t+1))−min(A

(t+1)
i−1 + F

(t)
i , S(t+1)).

Thus, we obtain A
(t+1)
i ≥ 0, because Q

(t)
i −F

(t)
i = Q

(t)
i −min(Q

(t)
i , E

(t)
i ) ≥ 0.

Combining A
(t+1)
i−1 ≥ 0 and S(t+1) > 0, we also see that D

(t+1)
i > 0 and

Q̃
(t+1)
i > 0.

Next, we prove Q
(t+1)
i > 0. From (2.55), we have

Q
(t+1)
i = Q

(t)
i +A

(t+1)
i−1 −min(Q

(t)
i +A

(t+1)
i−1 , S(t+1)) + Q̃

(t+1)
i .

Thus Q
(t+1)
i > 0.

Finally, we prove E
(t+1)
i−1 > 0. When ϵi = 0, we have

E
(t+1)
i−1 = E

(t)
i−1 + ϵi−1A

(t+1)
i−2 +D

(t+1)
i −min(A

(t+1)
i−2 +Q

(t)
i−1, S

(t+1)).

If D
(t+1)
i−1 + Q

(t)
i − Q̃

(t+1)
i−1 ≥ S(t+1), then D

(t+1)
i = S(t+1). Hence, we have

E
(t+1)
i−1 > 0. If D

(t+1)
i−1 +Q

(t)
i − Q̃

(t+1)
i−1 ≤ S(t+1), then

E
(t+1)
i−1 = E

(t)
i−1 + ϵi−1A

(t+1)
i−2 +Q

(t)
i − Q̃

(t+1)
i−1 ,

=

{
E

(t)
i−1 −min(D

(t+1)
i−1 , E

(t)
i−1) +Q

(t)
i ϵi−1 = 0,

E
(t)
i−1 +A

(t+1)
i−2 −min(F

(t)
i−1 +A

(t+1)
i−2 , S(t+1)) +Q

(t)
i ϵi−1 = 1.

As E
(t)
i−1 + A

(t+1)
i−2 ≥ F

(t)
i−1 + A

(t+1)
i−2 ≥ min(F

(t)
i−1 + A

(t+1)
i−2 , S(t+1)), we obtain

E
(t+1)
i−1 > 0. The case ϵi = 1 can be shown in the same way. 2

2.2.2 ϵ-BBS

We can interpret the nu-eToda orbits (2.51)–(2.56) as a time evolution of a

cellular automaton, which we call the ϵ-BBS. We define E
(t)
−1 as

E
(t+1)
−1 = E

(t)
−1 +min(Q

(t)
0 , E0 + E

(t)
0 , S(t)), E

(0)
−1 = 0.

Let us associate the dependent variables of the nu-eToda orbits Q
(t)
i >

0, E
(t)
i > 0 with a 01-sequence u(t) = (u

(t)
0 , u

(t)
1 , ...) ∈ {0, 1}N. We call ‘0’ an

empty box and ‘1’ a ball. Let k
(t)
i , i = −1, 0, ..., 2N , be

k
(t)
2i =

i−1∑
l=−1

E
(t)
l +

i−1∑
l=0

Q
(t)
l , i = 0, ..., N − 1,

k
(t)
2i−1 =

i−2∑
l=−1

E
(t)
l +

i−1∑
l=0

Q
(t)
l , i = 1, ..., N,
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k
(t)
−1 = 0 and k

(t)
2N = +∞. Then we define u

(t)
n as

u(t)n =

{
0 n ∈ [k

(t)
2i−1, k

(t)
2i ) for some i = 0, 1, ..., N,

1 otherwise.

The integers k
(t)
i can be rephrased as follows:

• k(t)2i : the position of the first ball in the (i+ 1)-st block of consecutive
balls at time t and

• k(t)2i+1: the position of the first empty box in the (i + 1)-st block of
empty boxes at time t.

The above identification is the same as the following:

• Q(t)
i : the length of the (i + 1)-st block of consecutive balls at time t

and

• E(t)
i : the number of empty boxes between the (i+1)-st and the (i+2)-

nd blocks of consecutive balls at time t.

Example 2.2.1. For ϵ = (1, 0, 1, 0, 1, 0), S(t) ≡ 3 and initial values

Q
(0)
0 = 3, Q

(0)
1 = 2, Q

(0)
2 = 2, Q

(0)
3 = 3, Q

(0)
4 = 3, Q

(0)
5 = 2,

E
(0)
−1 = 1, E

(0)
0 = 1, E

(0)
1 = 2, E

(0)
2 = 2, E

(0)
3 = 2, E

(0)
4 = 1,

the corresponding sequence u(0) and the first few time evolutions of u(0) by
the ϵ-BBS can be written:

u(0) : 0111011001100111001110110000000000000 · · ·
u(1) : 0010111001110001101110011100000000000 · · ·
u(2) : 0001000110011110001001111000111000000 · · ·
u(3) : 0000100001100011110100001111000111000 · · ·
u(4) : 0000010000011001101110000111100011100 · · ·

2

Before explaining the rule of the time evolution T : u(0) → u(1) of the
ϵ-BBS, we prepare some notations. In what follows, we omit the super-

script indicating a time variable as u := u(0), S := S(0), Qi := Q
(0)
i and

Ei := E
(0)
i . Let I = {i ∈ {0, ..., N − 1} | ϵi = 1} and denote elements of I as

I = {i0, i1, ..., iK−1 | i0 < i1 < · · · < iK−1}, where K = |I|. We set i−1 = 0.
Let mj = k2ij for j = 0, 1, ...,K − 1. We decompose the sequence u into

subsequences v(j) = (umj−1 , umj−1+1, ..., umj−1) for j = 0, 1, ...,K, where
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m−1 = 0 and mK = +∞. In the 01-sequence u(0) of Example 2.2.1, we have
i0 = 0, i1 = 2 and i2 = 4. Hence, m0 = 1,m1 = 9 and m2 = 18 and the de-
composition of a sequence u(0) is v(0) = (0), v(1) = (1, 1, 1, 0, 1, 1, 0, 0), v(2) =
(1, 1, 0, 0, 1, 1, 1, 0, 0), and v(3) = (1, 1, 1, 0, 1, 1, 0, 0, 0, 0, ...).

We explain the rule of the ϵ-BBS in terms of a carrier that moves from
left to right. Let c(−1) = 0. We construct a map that takes v(j) and c(j−1)

as inputs and outputs a 01-sequence ṽ(j) and a nonnegative integer c(j) for
j = 0, 1, ...,K.

First, starting with a carrier containing c(j−1) balls, move the carrier
from left to right until it reaches the right end of v(j). As the carrier passes
each position, perform one of the following:

• When the carrier comes across a ball, load it onto the carrier as long
as the number of the balls on the carrier does not exceed S(0).

• When the carrier comes across an empty box and contains no ball, do
nothing.

• When the carrier comes across an empty box and contains at least
one ball, unload a ball. However, when unloading a ball for the first
time in step j, remove c(j−1) balls from the carrier (This procedure is
indicated by the double-lined arrow in diagrams (2.57) and (2.58) in
Example 2.2.2 below).

Then, we obtain the finite 10-sequence (v′)(j) and the carrier contents c(j).
Next, we add c(j−1) balls into the first (leftmost) block of balls of (v′)(j) and,
if j > 0, delete max(min(Qij−1 , S − c(j−1)) − Eij−1 , 0) boxes from the first

(leftmost) block of empty boxes of (v′)(j). We define ṽ(j) to be the resulting
sequence.

After executing the above procedures for j = 0, 1, ...,K, we concatenate
sequences ṽ(0), ṽ(1), ..., ṽ(K) to obtain u(1) = ṽ(0)ṽ(1) · · · ṽ(K).

Example 2.2.2. Let us give an example of the above rule for the 01-
sequence u(0) in Example 2.2.1. First, we explain the above procedure for
j = 1 (in the case of j = 0, we trivially obtain ṽ(0) = (0)). Let c = (cj)

S
j=1

and c̃ = (c̃j)
S
j=1 be respectively the states of the carrier before and after it

passes through position v
(1)
l . The following diagram illustrates the changes

in the state of the carrier and v
(1)
l of the 01-sequence before and after the

carrier passes:

v
(1)
l

��
(c0, c1, · · · , cS) // (c̃0, c̃1, · · · , c̃S)

v
′(1)
l
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The diagram below shows how the state of the carrier changes as it moves
from um0 to um1−1:

1

��

1

��

1

��

0

��

1

��

1

��

0

��

0

��
000 // 001 // 011 // 111 // 011 // 111 // 111 // 011 // 001

0 0 0 1 0 1 1 1

Here, we abbreviate the notation of the state of the carrier (c0, c1, ..., cS(0))
as c0c1 · · · cS(0) . After the carrier passes um1−1, we obtain the sequence
v′(1) = (0, 0, 0, 1, 0, 1, 1, 1) and the carrier contents c(1) = 1. Then we delete
max(min(3, 3) − 1, 0) = 2 empty boxes from v′(1) and obtain the resulting
sequence ṽ(1) = (0, 1, 0, 1, 1, 1).

Next, let us consider the cases j = 2 and j = 3. When j = 2, we have
following diagram:

1

��

1

��

0

��

0

��

1

��

1

��

1

��

0

��

0

��
001 // 011 // 111 +3 001 // 000 // 001 // 011 // 111 // 011 // 001

0 0 1 1 0 0 0 1 1

(2.57)

Therefore we obtain (v′)(2) = (0, 0, 1, 1, 0, 0, 0, 1, 1) and c(2) = 1. Because
c(1) = 1 and max(min(2, 3−1)−2, 0) = 0, we have ṽ(2) = (0, 0, 1, 1, 1, 0, 0, 0, 1, 1).
When j = 3, we have the following diagram:

1

��

1

��

1

��

0

��

1

��

1

��

0

��

0

��

0

��
001 // 011 // 111 // 111 +3 001 // 011 // 111 // 011 // 001 // 000

0 0 1 1 0 0 1 1 1

(2.58)

Therefore we obtain (v′)(3) = (0, 0, 1, 1, 0, 0, 1, 1, 1, 0, ...) and c(3) = 0. Be-
cause c(2) = 1 and max(min(3, 3−1)−1, 0) = 1, we have ṽ(3) = (0, 1, 1, 1, 0, 0, 1, 1, 1, 0, ...).
Finally, concatenating sequences

ṽ(0) = (0), ṽ(1) = (0, 1, 0, 1, 1, 1), ṽ(2) = (0, 0, 1, 1, 1, 0, 0, 0, 1, 1),

ṽ(3) = (0, 1, 1, 1, 0, 0, 1, 1, 1, 0, ...),

we obtain u(1) = “0010111001110001101110011100..”. 2

When ϵ = (1, 1, ..., 1, 0) and S(t) = +∞ for all t, we obtain a BBS
associated with the ultradiscrete relativistic Toda lattice as a special case
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of the ϵ-BBS. The ultradiscretization of the discrete relativistic Toda lattice
and its interpretation in terms of cellular automata is also given in [34], but
here we give an alternative interpretation using balls and boxes.

Let us explain a rule of the ϵ-BBS T : u(0) → u(1) with an example when
ϵ = (1, 1, ..., 1, 0) and S(t) = +∞ for all t. Let Qi, Ei−1, i = 0, 1, ..., N − 1
be positive integers and u be a 01-sequence constructed from Qi and Ei

by the above identification. We set EN−1 = +∞. We use the sequence
u(0) = “01111000111001110000..” for illustration.

First, move min(Qi, Ei) balls in the (i+1)-st block of balls to the nearest
empty boxes on the right for i = 0, 1, ..., N − 1:

01111000111001110000...→ 00001111001110001110...

Here, the overlines indicate the balls that were moved in this step. Then,
insert the remaining balls in the (i + 1)-st block of balls in front of the
(i+2)-nd block of balls, and delete the empty boxes created by moving the
balls in this step.

00001111001110001110...→ 00001110011100011110...

We underline the balls that were inserted in this step. The resulting sequence
“00001110011100011110...” is u(1).

Example 2.2.3. We give an example of the first few time evolution of the
01-sequence u(0) = “01110110011001110011100000000000000000...”.

u(0) : 01110110011001110011100000000000000000 · · ·
u(1) : 00100111100110011000111100000000000000 · · ·
u(2) : 00010001100111100110000011110000000000 · · ·
u(3) : 00001000011001100111100000001111000000 · · ·
u(4) : 00000100000110011000011110000000111100 · · ·

2

31



Chapter 3

Generalization of the ϵ-BBS
and the Schensted insertion
algorithm

In the previous chapter, we define the ϵ-BBS which generalizes Takahashi-
Satsuma’s BBS and the BBS associated with the relativistic Toda lattice.
In this chapter, we consider a multi-color extension of the ϵ-BBS, i.e., an
extension of the ϵ-BBS to many kinds of balls (we call it the hungry ϵ-BBS).
Then, we show that some of the conserved quantities of the hungry ϵ-BBS
can be obtained by a combinatorial algorithm called the Schensted insertion.

3.1 Preliminaries

3.1.1 Notations and basic properties of Young tableaux

In this section, we provide some basic facts about Young tableaux and no-
tations used throughout the paper. Let [m] = {1, 2, ...,m} be a set of m
letters equipped with the usual ordering on integers. A finite sequence
v = v1v2 · · · vl using the letters [m] is called a word. A word v is non-
decreasing if vk ≤ vk+1 for each 1 ≤ k < l. Let λ = (λ1, λ2, ..., λk), where
λ1 ≥ λ2 ≥ · · · ≥ λk ≥ 0, (k ≤ m) be a Young diagram. A semi-standard
tableau (SST) of shape λ is obtained by assigning a letter in [m] to each box
of λ so as to satisfy the followings:

• In each row, the letters are non-decreasing from left to right, and

• In each column, the letters are strictly increasing from top to bottom.

The Schensted insertion of a letter i ∈ [m] into an SST T is defined as
follows:

1. Set k := 1 and x := i.
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2. Find the leftmost letter in the k-th row of T that is greater than x. If
no such letter is found, then append x to the right end of the k-th row
of T , and then terminate. If such a letter j is found, then replace it
with x and set x := j, k := k+ 1, then go back to the start of Step 2.

The SST obtained by inserting a letter i into an SST T is denoted by T ← i.
The following is an example of the Schensted insertion:

1 1 2 3

2 3 3 4

3 4 6

←− 1 =

1 1 1 3

2 2 3 4

3 3 6

4

.

Let w = w1w2 · · ·wl be a word. We define T ← w as an SST obtained by
((((T ← x1) ← x2) ← · · · ) ← xl). Let T be an SST. Denote each row
of T by r1, r2, ..., rk. The row word wrow(T ) of T is defined as wrow(T ) =
rkrk−1 · · · r2r1. A product of two SSTs T and T ′ is defined as T ·T ′ := T ←
wrow(T

′). We will use the following property of this product later.

Proposition 3.1.1. The product defined above is associative, that is, for
any SST T1, T2 and T3, we have (T1 · T2) · T3 = T1 · (T2 · T3).

See for example [17] for a proof of Proposition 3.1.1. Two different words
can give rise to the same SST by the Schensted insertion:

∅← 132 = 1 2

3
, ∅← 312 = 1 2

3
.

Definition 3.1.1. The following two transformations (and their inverse) for
three consecutive letters in a word are called elementary Knuth transforma-
tion:

yzx 7→ yxz, x < y ≤ z, (3.1)

xzy 7→ zxy, x ≤ y < z. (3.2)

When two words w and w′ are transformed into each other by a finite se-
quence of elementary Knuth transformations, we say that w and w′ are
Knuth equivalent.

Proposition 3.1.2. The two words w and w′ are Knuth equivalent if and
only if ∅← w and ∅← w′ give the same SST.

Let u1, u2, ..., ul ∈ [m] and v1, v2, ..., vl ∈ [n]. An array consisting of two
rows

ω =

(
u1 u2 · · · ul
v1 v2 · · · vl

)
is called a biword if the following conditions are satisfied:
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• u1 ≤ u2 ≤ · · · ≤ ul, and

• For all 1 ≤ i < l, vi ≤ vi+1 if ui = ui+1.

We write the first row of ω as u and the second row of ω as v. The P-symbol
P (ω) is the SST obtained by ∅← v. The Q-symbol Q(ω) is the SST of the
same shape as P (ω) constructed as follows: The tableau Q(ω) is obtained
by adding the box with letter uk to the place where vk is inserted in P (ω).
The correspondence ω 7→ (P (ω), Q(ω)) is called the RSK correspondence.

Proposition 3.1.3. The RSK correspondence

ω 7→ (P (ω), Q(ω))

gives a bijection between biwords and tuples of SSTs of the same shape.

In this paper we consider only the P-symbol.

3.1.2 Piecewise-linear formula for Schensted insertion

The Schensted insertion can be written in the form of a piecewise-linear
equation. It first appeared in [42] and further investigated in [56] where its
relation to the discrete Toda lattice was pointed out. Let v and w be non-
decreasing words consisting of letters in [m]. Let x = (x1, x2, ..., xm) and
a = (a1, a2, ..., am) be coordinate representations of v and w, respectively,
i.e., xi (resp. ai) is the number of i’s in the word v (resp. w). The SST
obtained by a Schensted insertion w ← v consists of two rows, with its first
row denoted by w′ and the second row by v′. Let y = (y1, y2, ..., ym) and
b = (b1, b2, ..., bm) be coordinate representations of w′ and v′, respectively.
There exists a piecewise-linear formula to compute y and b from x and a.
First, we define ηi, i = 1, 2, ...,m, as

η1 = y1, ηj = ηj−1 + yj , j = 2, 3, ...,m.

Then, ηj , j = 1, 2, ...,m, is expressed in terms of x and a as

ηj = max
1≤k≤j

{x1 + x2 + · · ·+ xk + ak + ak+1 + · · ·+ aj}, (3.3)

by which we can recover yi’s and xi’s because xi + ai = yi + bi holds for all
i = 1, 2, ...,m. The proof of formula (3.3) is given in [56].

3.1.3 Box-ball system

In this section, we review the work by Fukuda [15], in which the P-symbol
of the RSK correspondence was shown to be a conserved quantity of the
generalized BBS. First, we present the definition of the generalized BBS.
Let u = (ui)

∞
i=0 be a semi-infinite sequence of letters in [m]∪{e} and ui = e
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for all but finitely many i ∈ Z≥0. We regard the letter e to be greater than
any element of [m]. Let Ω be the set of all such sequences. The letter i ∈ [m]
represents a ‘ball of color i’ and e represents an ‘empty box’. We define the
map T : Ω→ Ω as follows:

1. Set i := 1.

2. Move the leftmost ball of color i to the nearest empty box on the right.
Repeat this procedure for the other balls of color i until all of them
have been moved once.

3. If i = m, then terminate. Otherwise, set i := i+ 1 and go to Step 2.

For an initial sequence u(0) ∈ Ω, the time evolution of the generalized BBS
is defined as u(t+1) = T (u(t)). The figure below shows an example of the
time evolutions of the generalized BBS (here, the letter e is replaced by an
underscore symbol ‘ ’. ).

t = 0 : 132 12 413

t = 1 : 312 1 2413

t = 2 : 3 12 1 2413

t = 3 : 3 121 2413

t = 4 : 3 211 2413

t = 5 : 3 2 11 2413

t = 6 : 3 2 11 2413

For u ∈ Ω, let f(u) denote a finite subsequence of u obtained by removing
all e’s. For u(0) in the above example, we have f(u(0)) = 13212413.

Proposition 3.1.4 ([15]). For any u ∈ Ω, the following two SST coincide:

∅← f(u), ∅← f(T (u)).

That is, the P-symbol of the RSK correspondence gives a conserved quantity
of the generalized BBS.

Although the proof of Proposition 3.1.4 can be found in [15], to make
this paper self-contained, we write the proof here. The idea is to realize the
time evolution of the generalized BBS by successive applications of Knuth
transformations. First, let us rewrite the above time evolution rule into a
carrier rule. We use above sequences u(0) = e132ee12e413ee · · · and u(1) =
T (u(0)) = eee312ee1e2413ee · · · as examples. First, let N be the number
of indices i such that ui ≠ 0. Let C(0) = ee · · · e︸ ︷︷ ︸

N

be a finite sequence

consisting ofN copies of e’s, which is called a carrier. We consider a sequence
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v(0) = (v
(0)
i )∞i=0 obtained by concatenating the carrier C(0) to the left end of

u(0):

v(0) = eeeeeeeee132ee12e413ee · · ·

Here, the part of the sequence v(0) corresponding to the carrier is under-
lined. We also use the notation v(0) = C(0)e132ee12e413ee · · · for the same
sequence. We define C(1) and the sequence v(1) = v

(1)
0 C(1)v

(1)
N+1v

(1)
N+2 · · ·

from v(0) as follows: Let x be the letter v
(0)
N . In other words, x is the letter

to the right of the carrier C(0). Then, we perform procedure (A) or (B)
depending on whether there is a letter in C(0) greater than x.

(A) If there is a letter in C(0) that is greater than x, we name the leftmost
one y. Then, we

(i) replace y with x, then

(ii) remove y from the carrier and concatenate it to the left of the
carrier.

(B) If there is no letter in C(0) that is greater than x, we first append x
to the rightmost position of the carrier. Then, we remove the leftmost
letter y of the carrier and concatenate it to the left of the carrier.

This results in a new carrier C(1) and a sequence v(1) = v
(1)
0 C(1)v

(1)
N+1v

(1)
N+2 · · · .

We continue the above procedure until there are no balls to the right of the
carrier and the carrier consists of N copies of e. An example is given below.

v(0) = eeeeeeee e132ee12e413eeeeeee · · · v(8) = eee312ee 12eeeeee e413eeeeeee · · ·

v(1) =e eeeeeeee 132ee12e413eeeeeee · · · v(9) = eee312ee1 2eeeeeee 413eeeeeee · · ·

v(2) =ee 1eeeeeee 32ee12e413eeeeeee · · · v(10) = eee312ee1e 24eeeeee 13eeeeeee · · ·

v(3) =eee 13eeeeee 2ee12e413eeeeeee · · · v(11) = eee312ee1e2 14eeeeee 3eeeeeee · · ·

v(4) =eee3 12eeeeee ee12e413eeeeeee · · · v(12) = eee312ee1e24 13eeeeee eeeeeee · · ·

v(5) =eee31 2eeeeeee e12e413eeeeeee · · · v(13) = eee312ee1e241 3eeeeeee eeeeee · · ·

v(6) =eee312 eeeeeeee 12e413eeeeeee · · · v(14) = eee312ee1e2413 eeeeeeee eeeee · · ·

v(7) =eee312e 1eeeeeee 2e413eeeeeee · · ·

Finally, we delete the carrier eeeeeeee from v(0) and v(14) to obtain u(0) 7→
u(1). The equivalence between this procedure and the time evolution rule
defined above is shown in [15]. Procedures (A) and (B) above can be realized
by a sequence of elementary Knuth transformations. For (B) the assertion
is obvious as it does not change sequence itself. Let us consider the case
of (A). Let x1x2 · · ·xlyz1z2...zk−1zk be the state of the carrier. Step (i)
of the procedure (A) can be achieved via a sequence of elementary Knuth

36



transformations (3.1) (bca 7→ bac for a < b ≤ c) as follows:

x1 x2 · · · xl−1 xl y z1 z2 · · · zk−2 zk−1 zk x

x1 x2 · · · xl−1 xl y z1 z2 · · · zk−2 zk−1 x zk

...

x1 x2 · · · xl−1 xl y z1 x z2 · · · zk−2 zk−1 zk

x1 x2 · · · xl−1 xl y x z1 z2 · · · zk−2 zk−1 zk

Here, the letters whose positions are to be exchanged are marked as a b.
Next, we evacuate y from the carrier (Step (ii) of the procedure (A)) by a
sequence of elementary Knuth transformations (3.2) (acb 7→ cab for a ≤ b <
c) as follows:

x1 x2 · · · xl−1 xl y x z1 z2 · · · zk−1 zk

x1 x2 · · · xl−1 y xl x z1 z2 · · · zk−1 zk

...

x1 y x2 · · · xl−1 xl x z1 z2 · · · zk−1 zk

y x1 x2 · · · xl−1 xl x z1 z2 · · · zk−1 zk

Thus, two words w = “eeeeeeeee132ee12e413′′ and w′ = “eee312ee1e2413eeeeeeee′′

result in the same SST according to Proposition 3.1.2. Since removing the
letter e from a word does not affect the position of letters in [m] after the
Schensted insertion, we have ∅ ← f(w) = ∅ ← f(w′). This concludes the
proof.

3.2 Hungry ϵ-BBS

In Chapter 2, a family of box-ball systems called the ϵ-BBS was introduced.
The ϵ-BBS contains Takahashi-Satsuma’s BBS [68] as a special case. In this
section, we first derive the discrete hungry elementary Toda orbits (d-heToda
orbits) and then obtain the hungry ϵ-BBS by ultradiscretizing them. The
d-heToda orbits contains a positive integer parameter M . When M is set
to 1, then the d-heToda orbits specializes to the discrete elementary Toda
orbits. Thus, the hungry ϵ-BBS is a multi-color extension of the ϵ-BBS in
the sense that the parameterM corresponds to the number of colors of balls.
Furthermore, we present birational transformations between different orbits
of the discrete hungry elementary Toda orbits.

3.2.1 (ϵ,M)-biorthogonal Laurent polynomials and discrete
hungry elementary Toda orbits

Let us first generalize the ϵ-BLP defined in Section 2.1. Let N and M be
positive integers and define ϵ = (ϵ0, ϵ1, ..., ϵN−1) ∈ {0, 1}N . Define {pi(x)}Ni=0
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and {ri(x)}N−1
i=0 as in Section 2.1.1. Then we define a biorthogonal relation

as follows:

Definition 3.2.1. We call the (Laurent) polynomial sequences {pi(x)}Ni=0

and {ri(x)}N−1
i=0 the pair of (finite) monic (ϵ,M)-biorthogonal Laurent poly-

nomial sequences ((ϵ,M)-BLP) with respect to L if

L[pi(x)rj(xM )] = hiδij , hi ̸= 0, i, j = 0, 1, ..., N − 1,

L[pN (x)π(xM )] = 0, ∀π(x) ∈ C[x, x−1]

holds.

We introduce a discrete parameter t ∈ Z≥0 to the functional L(0) := L
as

L(t+1)[·] = L(t)[x·].

Assume there exists a pair of monic (ϵ,M)-BPL {p(t)i (x)}Ni=0 and {r
(t)
i (x)}N−1

i=0

for all t ∈ Z≥0. Then we obtain the following contiguous relations of the
(ϵ,M)-BLPs.

Proposition 3.2.1. There exist constants q
(t)
i , e

(t)
i ∈ C such that

xp
(t+1)
i (x) = p

(t)
i+1(x) + q

(t)
i p

(t)
i (x), (3.4)

p
(t)
i+1(x)− ϵie

(t)
i p

(t)
i (x) = p

(t+M)
i+1 (x) + (1− ϵi)e(t)i p

(t+M)
i (x). (3.5)

The proof of Proposition 3.2.1 goes the same as Proposition 2.1.4, thus
we omit it.

3.2.2 Discrete hungry elementary Toda orbits

Let N be a positive integer and ϵ = (ϵ0, ϵ1, ..., ϵN−1) ∈ {0, 1}N . We define

R(t), L
(t)
1 and L

(t)
2 as

R(t) =

N∑
i=1

q
(t)
i−1Ei,i +

N−1∑
i=1

Ei,i+1,

(L
(t)
1 )−1 = IN +

N−1∑
i=1

−ϵi−1e
(t)
i−1Ei+1,i,

L
(t)
2 = IN +

N−1∑
i=1

(1− ϵi−1)e
(t)
i−1Ei+1,i.

Then the relations (3.4) and (3.5) can be written in the matrix form as

xp(t+1) = R(t)p(t) + p
(t)
N ,

L
(t)
2 p(t+M) = (L

(t)
1 )−1p(t)
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where p(t) = (p
(t)
0 , p

(t)
1 , ..., p

(t)
N−1)

T and p
(t)
N = (0, ..., 0, p

(t)
N )T . We can prove

an assertion similar to Proposition 2.1.3, by which we can see that P
(t)
N only

depends on the support of the functional L(t). Therefore, the compatibility
conditions of relations (3.4) and (3.5) are written as

L
(t+1)
1 L

(t+1)
2 R(t+M) = R(t)L

(t)
1 L

(t)
2 . (3.6)

Equation (3.6) is equivalent to the following system of equations:

q
(t+M)
i = q

(t)
i + e

(t)
i − e

(t+1)
i−1 , i = 0, 1, ..., N − 1, (3.7)

e
(t+1)
i =

q
(t)
i+1 + ϵi+1e

(t)
i+1

q
(t+M)
i + ϵie

(t+1)
i−1

e
(t)
i , i = 0, 1, ..., N − 2, (3.8)

where e
(t)
−1 = 0 for all t. We regard the system of equations (3.7), (3.8) as a

time evolution

(q
(t)
i , q

(t+1)
i , ...,q

(t+M−1)
i )N−1

i=0 , (e
(t)
i )N−2

i=0

7→ (q
(t+M)
i , q

(t+M+1)
i , ..., q

(t+2M−1)
i )N−1

i=0 , (e
(t+M)
i )N−2

i=0 .

(3.9)

We call an orbit of (3.9) through any given initial value an ϵ-orbit. Define
X(t) as

X(t) = L
(t)
1 L

(t)
2 R(t+M−1)R(t+M−2) · · ·R(t).

Then we have

X(t+M) = (L
(t)
1 L

(t)
2 )−1X(t)L

(t)
1 L

(t)
2 .

Thus the characteristic polynomial ϕ(x) = det(X(t) − xIN ) is a conserved
quantity of the d-heToda orbits. The system (3.7) and (3.8) can be rewritten
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in the following subtraction-free form:
d
(t+1)
i =

q
(t)
i

q
(t+M)
i−1

d
(t+1)
i−1

q
(t+M)
i = d

(t+1)
i + e

(t)
i

, (ϵi−1, ϵi) = (0, 0) (3.10)


d
(t+1)
i = q

(t)
i + e

(t)
i

q
(t+M)
i =

d
(t+1)
i

d
(t+1)
i−1

q
(t)
i−1

, (ϵi−1, ϵi) = (1, 1) (3.11)


d
(t+1)
i = q

(t)
i + e

(t)
i

q
(t+M)
i =

d
(t+1)
i

q
(t+M)
i−1

d
(t+1)
i−1

, (ϵi−1, ϵi) = (0, 1) (3.12)


d
(t+1)
i =

q
(t)
i

d
(t+1)
i−1

q
(t)
i−1

q
(t+M)
i = d

(t+1)
i + e

(t)
i

, (ϵi−1, ϵi) = (1, 0). (3.13)

e
(t+1)
i =

q
(t)
i+1 + ϵi+1e

(t)
i+1

q
(t+M)
i + ϵie

(t+1)
i−1

e
(t)
i , (3.14)

where q
(t)
−1, d

(t)
−1 ≡ 1 and e

(t)
N−1 ≡ 0. We note that, since the right-hand

sides of equations (3.10)–(3.14) do not contain any subtraction, they can be
ultradiscretized. The BBS obtained from the ultradiscretization of (3.10)–
(3.14) will be discussed later.

3.2.3 Conserved quantities of discrete hungry elementary
Toda orbits

We give an explicit formula of coefficients Cl of the characteristic polyno-
mial ϕ(x) = xN − C1x

N−1 + · · · + (−1)lClx
N−l + · · · + (−1)NCN , which

are conserved quantities of the d-heToda orbits. For the remainder of this

subsection, we omit superscript of e
(0)
i as ei for i = 0, 1, ..., N − 2. First, we

define

q̃i := q
(0)
i q

(1)
i · · · q

(M−1)
i ,

for i = 0, 1, ..., N − 1. Let I be the set of all non-empty subsets I of
{0, 1, ..., N − 2} satisfying the following two conditions:

• The set I consists of consecutive integers as I = {i, i + 1, ..., j} and
satisfies |I| ≤M .

• ϵk = 1 for i+ 1 ≤ k ≤ j.

40



Let n = M − |I|. Denote by Jn,i a set of all n-tuple of integers J =
(j1, j2, ..., jn) satisfying i ≤ j1 ≤ j2 ≤ · · · ≤ jn ≤M − n+ i. For each I ∈ I
and J ∈ Jn,i, we define ẽ

(J)
I to be

ẽ
(J)
I := eiei+1 · · · ejq(M−1−j1+i)

j1
q
(M−2−j2+i)
j2

· · · q(M−n−jn+i)
jn

.

where I = {i, i+ 1, ..., j}. Let k and l be integers satisfying 0 ≤ k ≤ l ≤ N .
We say that an l-tuple (i1, ..., ik, I1, ..., Il−k) for 0 ≤ ij ≤ N − 1, Ij ∈ I is
admissible if it satisfies the followings:

• If i < j, then x < y for all x ∈ Ii and y ∈ Ij .

• For all 1 ≤ i < l − k, there exists an integer a such that max Ii < a ≤
min Ii+1 and ϵa = 0.

•
∪

1≤i≤l−k{min Ii,min Ii + 1, ...,max Ii + 1} ∩ {i1, i2, ..., ik} = ∅.

Denote by Tk,l the set of all admissible l-tuples with k integers. Suppose that
an admissible l-tuples (i1, ..., ik, I1, ..., Il−k) ∈ Tk,l is given. Let ni = |Ii| and
mi = min Ii for 1 ≤ i ≤ l− k and define Jm1,m2,...,ml−k

n1,n2,...,nl−k = Jn1,m1 ×Jn2,m2 ×
· · · × Jnl−k,ml−k

. We denote the following condition on (J1, J2, ..., Jl−k) ∈
Jm1,m2,...,ml−k
n1,n2,...,nl−k by (∗):

• For all 1 ≤ i < l−k, if max Ii = min Ii+1−1, then the integer min Ii+1

does not appear in (J1, J2, ..., Jl−k) more than or equal to M times —
(∗).

We conjecture that the coefficients Cl of the characteristic polynomial ϕ(x)
is expressed by the following formula:

Cl =

l∑
k=0

∑
(i1,...,ik,I1,...,Il−k)∈Tk,l

∑
(J1,J2,...,Jl−k)

q̃i1 · · · q̃ike
(J1)
I1
· · · e(Jl−k)

Il−k
,

where the sum
∑

(J1,J2,...,Jl−k)
is taken over all (J1, J2, ..., Jl−k) ∈ J

m1,m2,...,ml−k
n1,n2,...,nl−k

with ni = |Ii| and mi = min Ii satisfying the condition (∗).

3.2.4 Birational transformations of discrete hungry elemen-
tary Toda orbits

There is a birational transformation from the ϵ-orbit for given ϵ ∈ {0, 1}N
to the ϵ′-orbit for another parameter ϵ′ ∈ {0, 1}N . Such a birational trans-
formation is considered in [9] for the continuous case. In this section, we

extend it to the discrete and hungry case. We define E
(t)
i = IN +e

(t)
i Ei+2,i+1

for i = 0, 1, ..., N − 2. Let I = {i0 < i1 < · · · < ik−1 | ϵij+1 = 0}. We denote

E
(t)
il
E

(t)
il−1 · · ·E

(t)
il−1+1 by E

(t)
[il,il−1+1] where i−1 = −1. Then,

L
(t)
1 L

(t)
2 = E

(t)
[i0,0]

E
(t)
[i1,i0+1] · · ·E

(t)
[ik−1,ik−2+1].
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Example 3.2.1. When N = 6, ϵ = (0, 1, 1, 0, 1, 0), we have i0 = 2, i1 = 4
and

L
(t)
1 L

(t)
2 = E

(t)
2 E

(t)
1 E

(t)
0 E

(t)
4 E

(t)
3 .

Suppose there is an index i such that ϵi = 0, ϵi+1 = 1. Define ϵ′ =
(ϵ′0, ϵ

′
1, ..., ϵ

′
N−1) as

ϵ′j =


1 j = i,

0 j = i+ 1,

ϵj otherwise.

Then consider the following transformations of matrices:

E
(t)
i R(t+M−1)R(t+M−2) · · ·R(t) = R̃(t+M−1)E

(t,1)
i R(t+M−2) · · ·R(t)

= R̃(t+M−1)R̃(t+M−2)E
(t,2)
i · · ·R(t)

...

= R̃(t+M−1)R̃(t+M−2) · · · R̃(t)E
(t,M)
i ,

where R̃(t+M−j) and E
(t,j)
i are matrices of the form

R̃(t+M−j) =
N∑
l=1

q̃
(t+M−j)
l−1 El,l +

N−1∑
l=1

El,l+1,

E
(t,j)
i = IN + e

(t,j)
i Ei+2,i+1, j = 1, 2, ...,M.

We denote Ẽ
(t)
j = E

(t,M)
j and ẽ

(t)
j = e

(t,M)
j . Let us express q̃

(t+M−j)
i , q̃

(t+M−j)
i+1

and ẽ
(t)
i by q

(t+M−j)
i , q

(t+M−j)
i+1 and e

(t)
i . Let e

(t,0)
i := e

(t)
i . Then

e
(t,j)
i =

e
(t,j−1)
i q

(t+M−j)
i

e
(t,j−1)
i + q

(t+M−j)
i+1

, (3.15)

q̃
(t+M−j)
i =

q
(t+M−j)
i+1 q

(t+M−j)
i

e
(t,j−1)
i + q

(t+M−j)
i+1

, (3.16)

q̃
(t+M−j)
i+1 = e

(t,j−1)
i + q

(t+M−j)
i+1 , (3.17)

q̃
(t)
l = q

(t)
l , l ̸= i, i+ 1, (3.18)

ẽ
(t)
l = e

(t)
l , l ̸= i. (3.19)

We denote the rational transformation (3.15)–(3.19) by φi, i = 0, 1, ..., N−2.

Proposition 3.2.2. The transformation φi commutes with the time evolu-
tion of the d-hetoda orbits.
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Proof. Suppose ϵ0 = 0 and I = {i0 < i1 < · · · < ik−1 | ϵij+1 = 0}. Then

L
(t)
1 L

(t)
2 has the form

L
(t)
1 L

(t)
2 = E[i0,0]E[i1,i0+1] · · ·E[ik−1,ik−2+1].

We consider the case i = 0 and ϵ1 = 1. In this case, E[i0,0] is the product
of two or more matrices since i0 ≥ 1. The general case can be shown in the
same way. From the definition of the ϵ-orbits (3.6), we have

R(t+l)E
(t+l)
[i0,0]

E
(t+l)
[i1,i0+1] · · ·E

(t+l)
[ik−1,ik−2+1]

= E
(t+l+1)
[i0,0]

E
(t+l+1)
[i1,i0+1] · · ·E

(t+l+1)
[ik−1,ik−2+1]R

(t+l+M), (3.20)

for l = 0, 1, ...,M − 1. From the definition of the birational transformation
(3.15)–(3.19), we also have

E
(t,l)
0 R(t+M−1−l) = R̃(t+M−1−l)E

(t,l+1)
0 , l = 0, 1, ...,M − 1, (3.21)

where E
(t,0)
0 := E

(t)
0 . We define Ẽ

(t)
0 := E

(t,M)
0 and Ẽ

(t)
l := E

(t)
l for l =

1, 2, ..., N−2. The time evolution of the ϵ′-orbits for ϵ′ = (1, 0, ϵ2, ϵ3, ..., ϵN−1)
is

R̃(t+l)Ẽ
(t+l)
0 Ẽ

(t+l)
[i0,1]

Ẽ
(t+l)
[i1,i0+1] · · · Ẽ

(t+l)
[ik−1,ik−2+1]

= Ẽ
(t+l+1)
0 Ẽ

(t+l+1)
[i0,1]

Ẽ
(t+l+1)
[i1,i0+1] · · · Ẽ

(t+l+1)
[ik−1,ik−2+1]R̃

(t+l+M), (3.22)

for l = 0, 1, ...,M − 1. We define matrices R
(t+M+l)

for l = 0, 1, ...,M − 1

and E
(t+M)
0 by

E
(t+M,l)
0 R(t+2M−1−l) = R

(t+2M−1−l)
E

(t+M,l+1)
0 , l = 0, 1, ...,M − 1

(3.23)

where E
(t+M,0)
0 := E

(t+M)
0 and E

(t+M)
0 = E

(t+M,M)
0 . We also define E

(t+M)
l =

E
(t+M)
l for l = 1, 2, ..., N − 2. We must show that R̃(t+M+l) = R

(t+M+l)
for

l = 0, 1, ...,M − 1 and Ẽ
(t+M)
l = E

(t+M)
l for l = 0, 1, ..., N − 2. From (3.21)

and (3.22), we have

R̃(t)Ẽ
(t)
0 E

(t)
[i0,1]

E
(t)
[i1,i0+1] · · ·E

(t)
[ik−1,ik−2+1]

= R̃(t)Ẽ
(t)
0 Ẽ

(t)
[i0,1]

Ẽ
(t)
[i1,i0+1] · · · Ẽ

(t)
[ik−1,ik−2+1]

= E
(t,M−1)
0 R(t)Ẽ

(t)
[i0,1]

Ẽ
(t)
[i1,i0+1] · · · Ẽ

(t)
[ik−1,ik−2+1]

= E
(t,M−1)
0 Ẽ

(t+1)
[i0,1]

Ẽ
(t+1)
[i1,i0+1] · · · Ẽ

(t+1)
[ik−1,ik−2+1]R̃

(t+M).

(3.24)
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Comparing (3.24) with (3.22), we obtain Ẽ
(t+1)
0 = E

(t,M−1)
0 . From (3.20),

we have

R(t)E
(t)
[i0,0]

E
(t)
[i1,i0+1] · · ·E

(t)
[ik−1,ik−2+1] = R(t)E

(t)
[i0,1]

E
(t)
[i1,i0+1] · · ·E

(t)
[ik−1,ik−2+1]E

(t)
0

= E
(t+1)
[i0,1]

E
(t+1)
[i1,i0+1] · · ·E

(t+1)
[ik−1,ik−2+1]R

′(t+M)E
(t)
0

= E
(t+1)
[i0,1]

E
(t+1)
[i1,i0+1] · · ·E

(t+1)
[ik−1,ik−2+1]E

(t+1)
0 R(t+M),

for an upper bidiagonal matrix R′(t+M), owing to the relation E
(t)
α E

(t)
β =

E
(t)
β E

(t)
α for |α− β| > 1 and i0 ≥ 1. Thus we obtain

Ẽ
(t+1)
l = E

(t+1)
l , l = 1, 2, ..., N − 2,

R′(t+M) = R̃(t+M),

R̃(t+M)E
(t)
0 = E

(t+1)
0 R(t+M),

owing to the uniqueness of the LU-decomposition. By repeating this argu-
ment inductively, we obtain

Ẽ
(t+k+1)
0 = E

(t,M−k−1)
0 , (3.25)

Ẽ
(t+k+1)
l = E

(t+k+1)
l , l = 1, 2, ..., N − 2,

R̃(t+M+k)E
(t+k)
0 = E

(t+k+1)
0 R(t+M+k), (3.26)

for k = 0, 1, ...,M − 1. From (3.23) and (3.26), we have

R
(t+2M−1)

E
(t+M,1)
0 = R̃(t+2M−1)E

(t+M−1)
0 .

Thus, we have R
(t+2M−1)

= R̃(t+2M−1) and E
(t+M,1)
0 = E

(t+M−1)
0 . By re-

peating this argument inductively, we obtain

R
(t+2M−l)

= R̃(t+2M−l),

E
(t+M,l)
0 = E

(t+M−l)
0 , (3.27)

for l = 1, 2, ...,M . From (3.25) and (3.27), we have

E
(t+M)
0 = E

(t+M,M)
0 = E

(t)
0 = E

(t,0)
0 = Ẽ

(t+M)
0 .

This concludes the proof. 2

44



The inverse of the transformation (3.15)–(3.19) is also rational:

e
(t,j−1)
i =

e
(t,j)
i q̃

(t+M−j)
i+1

e
(t,j)
i + q̃

(t+M−j)
i

, (3.28)

q
(t+M−j)
i = e

(t,j)
i + q̃

(t+M−j)
i , (3.29)

q
(t+M−j)
i+1 =

q̃
(t+M−j)
i q̃

(t+M−j)
i+1

e
(t,j)
i + q̃

(t+M−j)
i

. (3.30)

Note that the right-hand sides of the rational transformation (3.15)–(3.19)
and (3.28)–(3.30) have no subtractions; this is important in the proof of the
main result. We also remark that successive applications of the transforma-
tions (3.28)–(3.30) yield a time evolution of the discrete hungry elementary
Toda orbits (3.6).

3.2.5 Hungry ϵ-BBS

Let ε > 0. We consider the transformations of variables q
(t)
i = e−Q

(t)
i /ε, e

(t)
i =

e−E
(t)
i /ε, d

(t)
i = e−D

(t)
i /ε. By applying them to (3.10)–(3.14) and using

lim
ε→+0

−ε log(e−A/ε + e−B/ε) = min(A,B),

we obtain the following piecewise-linear system:{
D

(t+1)
i = Q

(t)
i +D

(t+1)
i−1 −Q

(t+M)
i−1

Q
(t+M)
i = min(D

(t+1)
i , E

(t)
i )

, (ϵi−1, ϵi) = (0, 0) (3.31){
D

(t+1)
i = min(Q

(t)
i , E

(t)
i )

Q
(t+M)
i = D

(t+1)
i +Q

(t)
i−1 −D

(t+1)
i−1

, (ϵi−1, ϵi) = (1, 1) (3.32){
D

(t+1)
i = min(Q

(t)
i , E

(t)
i )

Q
(t+M)
i = D

(t+1)
i +D

(t+1)
i−1 −Q

(t+M)
i−1

, (ϵi−1, ϵi) = (0, 1) (3.33){
D

(t+1)
i = Q

(t)
i +Q

(t)
i−1 −D

(t+1)
i−1

Q
(t+M)
i = min(D

(t+1)
i , E

(t)
i )

, (ϵi−1, ϵi) = (1, 0) (3.34)

E
(t+1)
i = min(Q

(t)
i+1, Ei+1 + E

(t)
i+1)−min(Q

(t+M)
i , Ei + E

(t+1)
i−1 ) + E

(t)
i ,

(3.35)

for i = 0, 1, ..., N − 1. Here, Ei is defined as

Ei =

{
+∞ ϵi = 0,

0 ϵi = 1,
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and D
(t+1)
−1 ≡ 0 and E

(t+1)
N−1 ≡ +∞. We call the system (3.31)–(3.35) the

ultradiscrete hungry elementary Toda orbits (u-hToda). We consider an

auxiliary variable E
(t)
−1 and its time evolution

E
(t+1)
−1 = min(Q

(t)
0 , E0 + E

(t)
0 ) + E

(t)
−1.

From Q = (Q
(0)
i , Q

(1)
i , ..., Q

(M−1)
i )N−1

i=0 ∈ ZMN
>0 and E = (E

(0)
i )N−2

i=−1 ∈ ZN
≥0,

we construct a sequence u := ΦN (Q,E) ∈ Ω by the following rule:

• Q(j)
i denotes the number of balls of color j + 1 in the (i+ 1)-st block

of balls (the balls in each block are arranged in increasing order), and

• E(0)
i denotes the number of empty boxes between the (i + 1)-st and

the (i+ 2)-nd blocks of balls.

The map ΦN is a bijection between ZNM
>0 × ZN

≥0 and the set ΩN (⊂ Ω) of
sequences satisfying {

des(u) = N − 1 u0 ̸= e

des(u) = N u0 = e

where des(u) is the number of descents in u, i.e., the number of indexes i
such that ui > ui+1. The time evolution of the u-hToda orbits

Q
(j)
i 7→ Q

(j+M)
i , 0 ≤ i ≤ N − 1, 0 ≤ j ≤M − 1,

E
(0)
i 7→ E

(M)
i , 0 ≤ i ≤ N − 2,

together with

E
(t+1)
−1 = E

(t)
−1 +min(Q

(t)
0 , E0 + E

(t)
0 ),

coincides with the rule of the hungry ϵ-BBS which will be explained below.
When M = 1 it coincides with the ϵ-BBS introduced in Chapter 2 with the
nonautonomous parameter S(t) set to +∞ for all t ∈ Z≥0. The hungry ϵ-
BBS is a discrete dynamical system on Ω with the time evolution Tϵ : Ω→ Ω
defined by the following:

1. Set i := 1.

2. For balls of color i, compute a time evolution of the ϵ-BBS as if there
are no balls other than the balls of color i.

3. If i =M , then terminate. Otherwise set i := i+1 and go back to Step
2.
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Example 3.2.2. The following is an example of time evolutions of the
hungry ϵ-BBS for ϵ = (0, 1, 0, 0):

t = 0 : 1111222 112233 133 11223

t = 1 : 11122 1112223 1333 11223

t = 2 : 11122 112 11223333 11223

t = 3 : 122 11112 1122333 112233

t = 4 : 122 11112 12233 11122333

t = 5 : 122 11112 12233 11122333

The following is an example of time evolutions of the same initial sequence,
but for ϵ = (0, 1, 1, 0).

t = 0 : 1111222 112233 133 11223

t = 1 : 11122 1112223 1333 11223

t = 2 : 11122 112 11223333 11223

t = 3 : 122 11112 11223333 11223

t = 4 : 122 11112 11223333 11223

t = 5 : 122 11112 112233 1122333

3.3 P-symbol as a conserved quantity of the hun-
gry ϵ-BBS

For u ∈ Ω, let f(u) denotes a finite subsequence of u obtained by removing all
e’s. For u(0) in the above example, we have f(u(0)) = 111122211223313311223.
The purpose of this section is to prove the following proposition.

Proposition 3.3.1. For any u ∈ Ω and ϵ ∈ {0, 1}N , two SSTs, ∅ ← f(u)
and ∅ ← f(Tϵ(u)), coincide.

Proposition 3.3.1 gives conserved quantities of the hungry ϵ-BBS. To
prove Proposition 3.3.1, we use the birational transformation described in
Section 3.2.4 We ultradiscretize (3.15)–(3.17) to obtain

E
(t,j)
i = E

(t,j−1)
i +Q

(t+M−j)
i −min(E

(t,j−1)
i , Q

(t+M−j)
i+1 ), (3.36)

Q̃
(t+M−j)
i = Q

(t+M−j)
i+1 +Q

(t+M−j)
i −min(E

(t,j−1)
i , Q

(t+M−j)
i+1 ), (3.37)

Q̃
(t+M−j)
i+1 = min(E

(t,j−1)
i , Q

(t+M−j)
i+1 ). (3.38)

We also consider transformation from (1, ϵ1, ϵ2, ...)-orbit to (0, ϵ1, ϵ2, ...)-
orbit as

E
(t,j)
−1 = E

(t,j−1)
−1 −Q(t+M−j)

0 , j = 1, 2, ...,M, (3.39)
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where E
(t,0)
−1 := E

(t)
−1 and define Ẽ

(t)
−1 = E

(t,M)
−1 . The transformation (3.39)

also commute with the h-uToda orbits. We denote the (tropical) birational
transformation (3.36)–(3.38) act on a pair (ϵi, ϵi+1) by the same symbol φi

for i = 0, ..., N − 2, and define φ−1 as (3.39). The transformation φi acting
on u ∈ ΩN is given by φ̃i(u) := ΦN ◦ φi ◦ Φ−1

N (u). To prove Proposition
3.3.1, it is sufficient to show the following:

Proposition 3.3.2. For all u ∈ Ω and i = −1, 0, ..., N − 2, two SSTs
∅ ← f(u) and ∅ ← f(φ̃i(u)) coincide.

It is easy to see that for any ϵ ∈ {0, 1}N , there is a sequence i1, i2, ..., ik ∈
{−1, 0, ..., N − 2} such that φ̃ := φ̃ik ◦ · · · ◦ φ̃i2 ◦ φ̃i1 is the transformation
from the ϵ-orbit to the ϵ0-orbit where ϵ0 = (0, 0, ..., 0). Thus, by combining
Proposition 3.2.1 with Proposition 3.3.2, we obtain Proposition 3.3.1. Let us
prove Proposition 3.3.2. As the product for SSTs is associative (Proposition
3.1.1), it is sufficient to show that Proposition 3.3.2 holds for a sequence of
the following form:

u = 11...1︸ ︷︷ ︸
Q

(0)
0

22...2︸ ︷︷ ︸
Q

(1)
0

... MM...M︸ ︷︷ ︸
Q

(M−1)
0

ee...e︸ ︷︷ ︸
E0

11...1︸ ︷︷ ︸
Q

(0)
1

22...2︸ ︷︷ ︸
Q

(1)
1

... MM...M︸ ︷︷ ︸
Q

(M−1)
1

ee ...

Let (Q,E) = Φ−1
2 (u). We will prove that

ηn = max
1≤k≤n

{
Q

(0)
0 +Q

(1)
0 + · · ·+Q

(k−1)
0 +Q

(k−1)
1 + · · ·+Q

(n−1)
1

}
(3.40)

for n = 1, 2, ...,M , are conserved under φ̃0. First, we introduce a notion of
the inverse-ultradiscretization. The inverse-ultradiscretization is an opera-
tion of replacing (min,+) into (+,×) as

min(A,B) 7→ a+ b, (3.41)

A+B 7→ ab. (3.42)

New variables obtained by this operation are called the geometric liftings of
the original variables. For example, in (3.41) and (3.42), variables a and b are
geometric liftings of A and B, respectively. We denote by trop−1(A) the ge-
ometric lifting of the variable A. We perform the inverse-ultradiscretization
of (3.40) to obtain

trop−1(ηn) =

∏n
i=1 ai∑n

j=1

∏n
i=1,i ̸=j ai

, (3.43)

where ak is

ak =
k−1∏
i=0

q
(i)
0

n−1∏
j=k−1

q
(j)
1 ,
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and q
(j)
i and e0 denote geometric liftings of Q

(j)
i and E0, respectively. We call

(3.43) the geometric Schensted insertion. We define βk, k = 0, 1, ...,M − 1
as

βi = βi−1q
(i)
0 +

i−1∏
j=0

q
(j)
1 , (3.44)

β0 = 1.

Then (3.43) is written as

trop−1(ηn) =
q
(0)
0 q

(1)
0 · · · q

(n−1)
0 q

(0)
1 q

(1)
1 · · · q

(n−1)
1

βn−1
.

As q
(j)
0 q

(j)
1 , j = 0, 1, ..., N − 1, are conserved by the transformation φ0, it

suffice to show that βn is unchanged by the transformation φ0. We also
define αi, i = 0, 1, ...,M − 1, by

αi = αi−1q
(M−i−1)
1 + e0

i−1∏
j=0

q
(M−j−1)
0 , (3.45)

α0 = e0 + q
(M−1)
1 .

With αi, i = 0, 1, ...,M−1, variables q̃(i)0 , q̃
(i)
1 , i = 0, 1, ...,M−1, are written

as

q̃
(i)
0 =

q
(i)
1 q

(i)
0 αM−2−i

αM−1−i
, q̃

(i)
1 =

αM−1−i

αM−2−i
. (3.46)

We use the following relation between αi’s and βi’s.

Lemma 3.3.1. For i = 0, 1, ...,M − 1, we have

αM−1 = αM−1−i

i−1∏
j=0

q
(j)
1 + βi−1e0

M−1∏
j=i

q
(j)
0 , (3.47)

where β−1 = 0.

Proof. We prove (3.47) by induction on i. For i = 0, (3.47) trivially holds.
Suppose (3.47) holds for some i ≥ 0. From (3.45), we have αM−1−i =

αM−2−iq
(i)
1 + e0

∏M−1
j=i+1 q

(j)
0 , thus

αM−1 = αM−1−i

i−1∏
j=0

q
(j)
1 + βi−1e0

M−1∏
j=i

q
(j)
0

= αM−2−i

i∏
j=0

q
(j)
1 + (βi−1q

(i)
0 +

i−1∏
j=0

q
(j)
1 )e0

M−1∏
j=i+1

q
(j)
0

= αM−2−i

i∏
j=0

q
(j)
1 + βie0

M−1∏
j=i+1

q
(j)
0 .
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Therefore (3.47) holds for i+ 1. 2

Proposition 3.3.3. βi, i = 0, 1, 2, ...,M −1, are conserved by the transfor-
mation φ̃0.

Proof. We prove the assertion by induction on i. For i = 0 it is trivial.
Suppose the assertion holds for i− 1 (that is, we have β̃i−1 = βi−1.). From
(3.44) and (3.46), we have

β̃i = βi−1q̃
(i)
0 +

i−1∏
j=0

q̃
(j)
1

=
βi−1q

(i)
0 q

(i)
1 αM−2−i + αM−1

αM−i−1
. (3.48)

We have αM−1 = αM−1−i
∏i−1

j=0 q
(j)
1 + βi−1e0

∏M−1
j=i q

(j)
0 and αM−2−iq

(i)
1 =

αM−1−i − e0
∏M−1

j=i+1 q
(j)
0 because of Lemma 3.3.1 and (3.45), respectively.

Thus, the numerator of the right-hand side of (3.48) is transformed as

βi−1q
(i)
0 q

(i)
1 αM−2−i + αM−1 = βi−1q

(i)
0 (αM−1−i − e0

M−1∏
j=i+1

q
(j)
0 ) + αM−1−i

i−1∏
j=0

q
(j)
1

+ βi−1e0

M−1∏
j=i

q
(j)
0

= αM−1−i(βi−1q
(i)
0 +

i−1∏
j=0

q
(j)
1 )

= αM−1−iβi.

Therefore we have β̃i = βi. 2

Obviously, the inverses of transformations (3.36)–(3.38) also preserve
the P-symbol. Thus, together with the remark stated in the last sentence
of Section 3.2.3, we also see that Proposition 3.3.1 follows without going
through Proposition 3.1.4.
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Chapter 4

The ultradiscrete Toda
lattice and the Smith normal
form of bidiagonal matrices

In this chapter, we give a method to compute invariant factors of a certain
matrix over a principal ideal domain as an application of the ϵ-BBS. First,
we explain how to compute invariant factors of a bidiagonal matrix by the
ultradiscrete Toda lattice. Next, we show that this method can be naturally
extended to the ϵ-BBS.

4.1 Preliminaries

First, we derive the ultradiscrete Toda lattice from the discrete Toda lattice.
This is a special case of the discussion in Chapter 2, but we give the deriva-
tion for the convenience of the reader. First, we start with the discrete Toda
lattice: 

q
(t+1)
n = q

(t)
n + e

(t)
n − e(t+1)

n−1 ,

e
(t+1)
n = q

(t)
n+1e

(t)
n /q

(t+1)
n ,

e
(t)
−1 = e

(t)
N−1 = 0.

(4.1)

We rewrite (4.1) as 
q
(t+1)
n = e

(t)
n +

∏n
j=0 q

(t)
j∏n−1

j=0 q
(t+1)
j

,

e
(t+1)
n = e

(t)
n q

(t)
n+1/q

(t+1)
n ,

e
(t)
−1 = e

(t)
N−1 = 0,

(4.2)
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by which we can compute the discrete Toda lattice without subtractions.
Then we ultradiscretize (4.2) to yield

Q
(t+1)
n = min

(
E

(t)
n ,

∑n
j=0Q

(t)
j −

∑n−1
j=0 Q

(t+1)
j

)
,

E
(t+1)
n = E

(t)
n +Q

(t)
n+1 −Q

(t+1)
n ,

E
(t)
−1 = E

(t)
N−1 = +∞.

(4.3)

System (4.3) is known as the ultradiscrete Toda lattice (ud-Toda lattice).
The following property is easy to prove, but important in our study.

Proposition 4.1.1. The ud-Toda lattice (4.3) defines the map

(R≥0)
2N−1 −→ (R≥0)

2N−1

∈ ∈

(Q
(t)
0 , ..., Q

(t)
N−1, E

(t)
0 , ..., E

(t)
N−2) 7−→ (Q

(t+1)
0 , ..., Q

(t+1)
N−1 , E

(t+1)
0 , ..., E

(t+1)
N−2 )

where R≥0 denotes the set of nonnegative real numbers.

Proof. Clearly, Q
(t+1)
0 = min(E

(t)
0 , Q

(t)
0 ) ≥ 0. Suppose we have proved that

Q
(t+1)
0 , Q

(t+1)
1 , ..., Q

(t+1)
n ≥ 0 and E

(t+1)
0 , Q

(t+1)
1 , ..., E

(t+1)
n−1 ≥ 0 for some n ≥

1. We will show that E
(t+1)
n , Q

(t+1)
n+1 ≥ 0. From (4.3), it follows that

E(t+1)
n = E(t)

n +Q
(t)
n+1 −Q

(t+1)
n

= E(t)
n −min

E(t)
n ,

n∑
j=0

Q
(t)
j −

n−1∑
j=0

Q
(t+1)
j

+Q
(t)
n+1 ≥ 0.

Similarly, E
(t)
n ≥ 0 and

n+1∑
j=0

Q
(t)
j −

n∑
j=0

Q
(t+1)
j = Q

(t)
n+1 +

n∑
j=0

Q
(t)
j −

n−1∑
j=0

Q
(t+1)
j −Q(t+1)

n

= Q
(t)
n+1 +

n∑
j=0

Q
(t)
j −

n−1∑
j=0

Q
(t+1)
j −min

E(t)
n ,

n∑
j=0

Q
(t)
j −

n−1∑
j=0

Q
(t+1)
j


≥ 0.

Hence, Q
(t+1)
n+1 ≥ 0. 2

In what follows, we assume Q
(0)
n , E

(0)
n ∈ Z≥0 for all n. In this case, we

have Q
(t)
n , E

(t)
n ∈ Z≥0 for all t by Proposition 4.1.1. Let us consider the BBS

with N solitons. System (4.3) is regarded as the time evolution of the BBS
by the identification [55],
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• Q(t)
n : the length of the (n + 1)-st block of consecutive balls at time t

and

• E(t)
n : the number of empty boxes between the (n+1)-st and the (n+2)-

nd blocks of consecutive balls at time t.

The conserved quantities of the BBS can be expressed in terms of the de-
pendent variables of the ud-Toda lattice as follows. First, we define

W
(t)
2i+1 = Q

(t)
i , i = 0, ..., N − 1,

W
(t)
2i = E

(t)
i , i = 0, ..., N − 2,

and

uC1 = min
1≤j1≤2N−1

W
(t)
j1
,

uC2 = min
1≤j1<j2−1≤2N−1

(W
(t)
j1

+W
(t)
j2

),

...

uCl−1 = min
1≤j1<j2−1<···<jl−l+1≤2N−1

(W
(t)
j1

+W
(t)
j2

+ · · ·+W
(t)
jl

),

...

uCN = min
1≤j1<j2−1<···<jN−N+1≤2N−1

(W
(t)
j1

+W
(t)
j2

+ · · ·+W
(t)
jN

).

Then the following proposition holds.

Proposition 4.1.2 ([73]). The N independent conserved quantities for the
ud-Toda lattice (4.3) are given by uC1, uC2, ..., uCN .

The dependent variables Q
(t)
0 , · · ·Q(t)

N−1, E
(t)
0 , ..., E

(t)
N−2 of the ud-Toda

lattice satisfy the following lemma.

Lemma 4.1.1 ([73]). There exists a positive integer T such that for all
t > T ,

Q
(t)
0 ≤ Q

(t)
1 ≤ · · · ≤ Q

(t)
N−1.

Lemma 4.1.1 is often called the sorting property. We also need the fol-
lowing lemma, which follows from the Lemma 4.1.1.

Lemma 4.1.2. There exists a positive integer T such that for all t > T ,

the dependent variables E
(t)
0 , E

(t)
1 , · · · , E(t)

N−2 satisfy

Q
(t)
i ≤ E

(t)
i , i = 0, 1, ..., N − 2.
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4.2 Ultradiscrete Toda lattice and invariant fac-
tors

In this section, we give the main theorem (Theorem 4.2.1) of Chapter 4 and
present an algorithm for computing the Smith normal form of a bidiagonal
matrix. Our main result holds not only on the ring of rational integers Z
but also on general principal ideal domains. Thus, for the convenience of
the reader, we review the definition and some basic facts about principal
ideal domains in Section 4.2.1.

4.2.1 Basic definitions

All rings we consider are commutative and having a multiplicative identity.
An element u in a ring R is called a unit if u has a multiplicative inverse. A
ring R is called an integral domain if for all non-zero a, b ∈ R, their product
ab is non-zero. A non-zero and non-unit element a in an integral domain R
is called irreducible if a is not a product of two non-unit elements. Given
elements a, b of an integral domain R, we say that a divides b and write a | b
if there exists an element c ∈ R such that ac = b. Two elements a, b ∈ R
are said to be associates if a | b and b | a.

Definition 4.2.1. An integral domain R is called a unique factorization
domain if any non-zero element x ∈ R can be written as

x = up1p2 · · · pn,

where u is a unit and p1, p2, ..., pn are irreducible elements of R, and the
decomposition is unique in the following sense: For another decomposition

x = vq1q2 · · · qm,

where v is a unit and q1, q2, ..., qm are irreducible elements of R, we have
m = n and there exists a permutation σ ∈ Sn such that pi and qσ(i) are
associates.

For two elements a, b ∈ R, an element d ∈ R is called a common divisor
of a and b if d divides both a and b. A common divisor d of a and b is called
a greatest common divisor if it is divided by any common divisor of a and b.
In a general integral domain, a greatest common divisor does not necessarily
exist. However, in a unique factorization domain, any two elements have a
greatest common divisor.

A non-empty subset I of the ring R is called an ideal of R if for all
a ∈ R and for all x ∈ I, we have ax ∈ I. An integral domain R is called a
principal ideal domain if any ideal I of R is generated by a single element
of R, that is, there exists an element x ∈ I such that I = {ax | a ∈ R}. For
example, the ring of rational integers Z and the ring K[x] of polynomials of
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one variable x over a field K are principal ideal domains. In this thesis, we
will use the following properties of principal ideal domains:

• Any principal ideal domain is a unique factorization domain.

• The Bézout identity holds for any pair of elements of a principal ideal
domain R, namely, for any pair of elements a, b ∈ R, there exist ele-
ments x, y ∈ R such that

ax+ by = d,

where d is a greatest common divisor of a and b.

See, for example, Chapter 2 of [45] for proof.
Any matrix over a principal ideal domain R can be transformed into a

particular form of diagonal matrix by unimodular transformations. That is,
for any matrix A ∈ Rm×n, there exist invertible matrices P ∈ Rm×m and
Q ∈ Rn×n such that the matrix S = PAQ vanishes off the main diagonal,
and whose main diagonal has the form (e1, e2, ..., er, 0, ..., 0), where ei divides
ei+1 for 1 ≤ i ≤ r − 1. The matrix S is called the Smith normal form of
A and the quantities e1, e2, ..., er are the invariant factors of A. Invariant
factors are unique up to unit factors.

4.2.2 Ultradiscrete Toda lattice and invariant factors

Let R be a principal ideal domain. If a | b, then we define b/a to be the
element c ∈ R such that b = ac. The set of all units of R is denoted by R∗.
Instead of using the ud-Toda lattice (4.3) directly, we replace (+,−,min) in
(4.3) with (×, /, gcd), where gcd denotes the greatest common divisor. That
is: 

q
(t+1)
n = gcd

(
e
(t)
n ,

∏n
j=0 q

(t)
j /

∏n−1
j=0 q

(t+1)
j

)
e
(t+1)
n = e

(t)
n q

(t)
n+1/q

(t+1)
n

e
(t)
−1 = e

(t)
N−1 = 0

, (4.4)

where e
(t)
n , q

(t)
n ∈ R. We call the system (4.4) the gcd-Toda lattice. Sys-

tem (4.4) is considered as an extended expression of the ud-Toda lattice
(4.3). When the dependent variables in (4.4) have only one irreducible fac-

tor p ∈ R, i.e., q
(t)
n = pQ

(t)
n , e

(t)
n = pE

(t)
n for a single irreducible element

p ∈ R and Q
(t)
n , E

(t)
n ∈ Z≥0, then the exponents Q

(t)
n , E

(t)
n satisfy the ud-

Toda lattice (4.3), since gcd(qa, qb) = qmin(a,b) for a, b ∈ Z≥0. Thus, when
the dependent variables have more than one irreducible factors, the equa-
tions (4.4) is equivalent to running the ud-Toda lattice simultaneously on
each irreducible factors without performing prime factorization. This also
proves that the divisions in (4.4) can always be performed. The above ob-
servation is important for connecting ultradiscrete systems and computation
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of invariant factors. Let X(0) ∈ M(n,R) be a lower bidiagonal matrix, and
denote elements of X(0) as

X(0) =



q
(0)
0

e
(0)
0 q

(0)
1
. . .

. . .

e
(0)
N−3 q

(0)
N−2

e
(0)
N−2 q

(0)
N−1


. (4.5)

Suppose q
(0)
0 , q

(0)
1 , · · · , q(0)N−1 and e

(0)
0 , e

(0)
1 , · · · , e(0)N−2 are nonzero. We com-

pute q
(t)
n , e

(t)
n for t = 1, 2, ... by (4.4). Then we obtain

X(t) =



q
(t)
0

e
(t)
0 q

(t)
1
. . .

. . .

e
(t)
N−3 q

(t)
N−2

e
(t)
N−2 q

(t)
N−1


.

The following theorem is the main result of Chapter 4.

Theorem 4.2.1. For sufficiently large t > 0, the diagonal part of the ma-
trix X(t) coincides with the Smith normal form of the initial matrix X(0).
In other words, the dependent variables q

(t)
0 , q

(t)
1 , ..., q

(t)
N−1 of the gcd-Toda

lattice (4.4) converge to the invariant factors of X(0) in a finite time.

Before giving a proof of Theorem 4.2.1, we introduce determinantal di-
visors. The i-th determinantal divisor di(A) of a matrix A is the gcd of
all i × i minors of A. The i-th invariant factor si(A) of A is expressed as
si(A) = di(A)/di−1(A), where d0(A) = 1. The determinantal divisors of
the bidiagonal matrix X(t) are expressed in a simpler form by means of the
elements of the matrix X(t).

Lemma 4.2.1. Define the variables

w
(t)
2i+1 = q

(t)
i , i = 0, ..., N − 1,

w
(t)
2i = e

(t)
i , i = 0, ..., N − 2.
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Then, the determinantal divisors of the matrix X(t) are given by

d
(t)
0 = gcd

1≤j1≤2N−1
w

(t)
j1
,

d
(t)
1 = gcd

1≤j1<j2−1≤2N−1
w

(t)
j1
w

(t)
j2
,

...

d
(t)
l−1 = gcd

1≤j1<j2−1<···<jl−l+1≤2N−1
w

(t)
j1
w

(t)
j2
· · ·w(t)

jl
,

...

d
(t)
N−1 = gcd

1≤j1<j2−1<···<jN−N+1≤2N−1
w

(t)
j1
w

(t)
j2
· · ·w(t)

jN
,

where gcd1≤i≤n ai denotes the gcd of all a1, a2, ..., an.

The above lemma can be proved easily through direct calculation. We
now return to the proof of Theorem 4.2.1.

Proof of Theorem 4.2.1. First, we show that the invariant factors of X(t)

do not depend on the variable t. Let p1, p2, ..., pm be all irreducible el-

ements that appear in the irreducible decomposition of q
(0)
0 , ..., q

(0)
N−1 and

e
(0)
0 , ..., e

(0)
N−2, and suppose that none of them are associate to any of others.

Then, no irreducible elements other than p1, p2, ..., pm appear in the decom-

position of q
(t)
i and e

(t)
i for t ≥ 1, because system (4.4) contains only multipli-

cations, divisions, and gcd operations. The dependent variables q
(t)
0 , ..., e

(t)
N−2

are expressed as

q
(t)
0 = u

(t)
0 p

Q
(t)
0,0

0 p
Q

(t)
1,0

1 · · · p
Q

(t)
m,0

m , · · · , q
(t)
N−1 = u

(t)
N−1p

Q
(t)
0,N−1

0 p
Q

(t)
1,N−1

1 · · · p
Q

(t)
m,N−1

m ,

e
(t)
0 = v

(t)
0 p

E
(t)
0,0

0 p
E

(t)
1,0

1 · · · p
E

(t)
m,0

m , · · · , e
(t)
N−2 = v

(t)
N−2p

E
(t)
0,N−2

0 p
E

(t)
1,N−2

1 · · · p
E

(t)
m,N−2

m ,

where Q
(t)
i,j , E

(t)
i,j ∈ Z≥0, u

(t)
i , v

(t)
i ∈ R∗. Because q

(t)
0 , ..., e

(t)
N−2 satisfy the

gcd-Toda lattice (4.4), exponents Q
(t)
i,0, ...Q

(t)
i,N−1, E

(t)
i,0 , ..., E

(t)
i,N−2 of a single

irreducible factor qi satisfy the ud-Toda lattice (4.3). By Proposition 4.1.2,
we have conserved quantities of the ud-Toda lattice uCi,1, ..., uCi,N for each
i = 1, ...,m. Therefore, we obtain conserved quantities C1, ..., CN of the
system (4.4) :

Ck = ukp
uC0,k

0 p
uC1,k

1 · · · puCm,k
m , k = 1, 2, ..., N,

where uk ∈ R∗. By Lemma 4.2.1, we see that Ck and d
(t)
k differ by a

multiplicative factor of a unit; thus, invariant factors do not depend on
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the variable t. Next, we prove that the dependent variables q
(t)
0 , ..., q

(t)
N−1

converge to the invariant factors. By Lemmas 4.1.1 and 4.1.2, there exists
positive integer T such that for all t > T , we have

Q
(t)
i,0 ≤ Q

(t)
i,1 ≤ · · · ≤ Q

(t)
i,N−1

for i = 0, ...,m and

Q
(t)
i,j ≤ E

(t)
i,j

for i = 0, ...,m and j = 0, ..., N −2. This means that q
(t)
i | q

(t)
i+1 and q

(t)
i | e

(t)
i

for all i = 0, ..., N − 2 when t > T . Therefore, X(t) can be transformed into
the Smith normal form by elementary row operations. This concludes the
proof. 2

Based on Theorem 4.2.1, we present a new method for computing invari-
ant factors of matrices over a principal ideal domain. Let A = (aij)

n
i,j=1 be

an non-zero n×n matrix over a principal ideal domain R. We can transform
A by unimodular transformations to a bidiagonal matrix B = (bij)

n
i,j=1 with

b11, b22, ..., bkk ̸= 0, b21, b32, ..., bk,k−1 ̸= 0 for some k and bjj = bj+1,j = 0
for j > k. The element bk+1,k may or may not be zero. Suppose that the
elements in the first row of matrix A are not all zero. Then we can set
a11 ̸= 0 by exchanging columns if necessary. If the elements in the first row
of matrix A are all zero, then add a non-zero row to the first row of matrix
A and exchange the columns so that a11 ̸= 0.

Let d = gcd(a11, a12). Then there exist p, q, s, t ∈ R such that

a11p+ a12q = d,

a11 = sd, a12 = −td.

Let the matrix G(1, 2) to be

G(1, 2) =


p t
q s

1
. . .

1

 .

Then detG(1, 2) = 1 and the (1, 2)-entry of the matrixAG(1, 2) is zero. Con-
tinuing this procedure, we can transform A by unimodular transformations
to the matrix A′ = (a′ij)

n
i,j=1 with a′11 ̸= 0 and a′12 = a′13 = · · · = a′1n = 0.

If the elements in the second row or below of the matrix A′ are not all
zero, we can set a′21 ̸= 0 by elementary operations on A′ as before with the
first row of A unchanged. By applying the above procedure to the rows,
we can transform A′ by unimodular transformations to the matrix A′′ with
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a′′31 = a′′41 = · · · = a′′n1 = 0 and a′′12 = a′′13 = · · · = a′′1n = 0. Denote A′′ again

as A. If the submatrix Ã = (aij)
n
i,j=2 of A is non-zero, we apply the above

transformations inductively to A to obtain the bidiagonal matrix B satis-
fying the conditions stated in the beginning. Once the bidiagonalization is
done, we can use the following algorithm by setting

X(0) =


b11
b21 b22

b32
. . .

bk−1,k−1

bk,k−1 bkk


if bk+1,k = 0 or

X(0) =


b11
b21 b22

b32
. . .

bk,k
bk+1,k 0


if bk+1,k ̸= 0. Note that the zero element at the bottom right of the latter
matrix does not affect the correctness of the algorithm.

Algorithm 4.2.1.

(i) For a given lower bidiagonal matrix X(0), set the initial values of de-
pendent variables of (4.4) as (4.5). Set t = 0.

(ii) Calculate X(t+1) using (4.4).

(iii) If terminating conditions q
(t+1)
i | q(t+1)

i+1 and q
(t+1)
i | e(t+1)

i hold for all
i = 0, 1, ..., N − 2, then go to (iv), otherwise set t := t + 1 and go to
(ii).

(iv) Output q
(t+1)
0 , q

(t+1)
1 , ..., q

(t+1)
k−1 .

Example 4.2.1. Let the initial matrix X(0) be

X(0) =

 2
4 6

3 9

 .

Then, Algorithm 4.2.1 proceeds as

X(0) =

 2
4 6

3 9

 , X(1) =

 2
12 3

9 18

 , X(2) =

 2
18 3

54 18

 ,

X(3) =

 2
27 3

324 18

 , X(4) =

 1
81 6

972 18

 .
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We see that the matrixX(4) satisfies the terminating conditions of Algorithm
4.2.1. Hence, the Smith normal form of the matrix X(0) is 1

6
18

 .

4.3 Ultradiscrete elementary Toda orbits and in-
variant factors

In this section, we extend Theorem 4.2.1 to the ϵ-BBS. As in the previous
section, we consider the gcd-version of the system (3.31)–(3.35) for M = 1:{

d
(t+1)
i = q

(t)
i d

(t+1)
i−1 /q

(t+1)
i−1

q
(t+1)
i = gcd(d

(t+1)
i , e

(t)
i )

, (ϵi−1, ϵi) = (0, 0) (4.6){
d
(t+1)
i = gcd(q

(t)
i , e

(t)
i )

q
(t+1)
i = d

(t+1)
i q

(t)
i−1/d

(t+1)
i−1

, (ϵi−1, ϵi) = (1, 1) (4.7){
d
(t+1)
i = gcd(q

(t)
i , e

(t)
i )

q
(t+1)
i = d

(t+1)
i d

(t+1)
i−1 /q

(t+1)
i−1

, (ϵi−1, ϵi) = (0, 1) (4.8){
d
(t+1)
i = q

(t)
i q

(t)
i−1/d

(t+1)
i−1

q
(t+1)
i = gcd(d

(t+1)
i , e

(t)
i )

, (ϵi−1, ϵi) = (1, 0). (4.9)

e
(t+1)
i = gcd(q

(t)
i+1, ϵi+1e

(t)
i+1)e

(t)
i / gcd(q

(t+1)
i , ϵie

(t+1)
i−1 ), (4.10)

for i = 0, 1, ..., N − 1, where q
(t+1)
−1 , d

(t+1)
−1 ≡ 1 and e

(t+1)
−1 , e

(t+1)
N−1 ≡ 0. We

call (4.6)–(4.10) the gcd-elementary Toda orbits. We define ϵ̃i =
∑i−1

j=0 ϵj

mod 2. Let X
(t)
ϵ be a matrix

X(t)
ϵ =

N∑
i=1

q
(t)
i−1Ei,i +

N−1∑
i=1

(
ϵ̃i−1e

(t)
i−1Ei,i+1 + (1− ϵ̃i−1)e

(t)
i−1Ei+1,i

)
.

Example 4.3.1. If ϵ = (0, 0, 1, 0, 0), then ϵ̃ = (0, 0, 1, 1, 1). Thus X
(t)
ϵ is the

form

X(t)
ϵ =


q
(t)
0

e
(t)
0 q

(t)
1

e
(t)
1 q

(t)
2 e

(t)
2

q
(t)
3 e

(t)
3

q
(t)
4


From Proposition 2.1.5 and the argument of the previous section, we

have the following theorem:
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Theorem 4.3.1. For sufficiently large t > 0, the diagonal part of the matrix

X
(t)
ϵ coincides with the Smith normal form of the initial matrix X

(0)
ϵ . In

other words, the dependent variables q
(t)
0 , q

(t)
1 , ..., q

(t)
N−1 of the gcd-elementary

Toda orbits (4.6)–(4.10) for a parameter ϵ converge to the invariant factors

of X
(0)
ϵ in a finite time.
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Chapter 5

Concluding remarks

In Chapter 2, we first introduced spectral transformations of the ϵ-BLP and
obtained contiguous relations between them (Proposition 2.1.4). This is the
key result of Chapter 2, because it allows us to derive the nonautonomous
discrete elementary Toda orbit which agrees in a special case with the suit-
able form of the discrete Toda lattice for describing the BBS. We also gave
its particular solutions and conserved quantities. Second, we obtained a
subtraction-free form of the nd-eToda orbits which exhibits the positivity
of the system. This property may also be useful in terms of numerical
algorithms (see [12] for the usefulness of the positivity in numerical compu-
tations). As an application of the nd-eToda orbits, we proposed the ϵ-BBS.
The ϵ-BBS is a generalization of Takahashi-Satsuma’s BBS with a carrier
capacity, and includes a box-ball system (BBS) associated with the ultradis-
crete relativistic Toda lattice [34] as a special case. In the earlier work [34]
on the cellular automaton associated with the ultradiscrete relativistic Toda
lattice, authors realized ultradiscrete equations as a cellular automaton us-
ing “balls” and “kickers”, which is rather different from the conventional
“balls” and “boxes” description of the BBS. Our interpretation of nu-eToda
orbits as the ϵ-BBS is consistent with box-ball description of the original
BBS, thus it is considered to be useful in the unified study of the ϵ-BBS.

In Chapter 3, we first introduced the discrete hungry elementary Toda
orbits and gave the hungry ϵ-BBS. The hungry ϵ-BBS contains Takahashi-
Satsuma’s BBS with several kind of balls as a special case. Next, we prove
that the birational transformation of the elementary Toda orbits introduced
in [9] commutes with the discrete hungry elementary Toda orbits. We re-
mark that this transformation and its inverse is written without subtraction,
which is important in the proof of the main theorem of Chapter 3. Finally,
we show that the P-symbol of the RSK correspondence is a conserved quan-
tity of the hungry ϵ-BBS, which generalizes the earlier work by Fukuda [15].
This follows from the fact that the birational transformation (3.15)–(3.19)
preserves the image of geometric Schensted insertion by Noumi and Ya-
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mada [56]. The linearization of the hungry ϵ-BBS is possible in principle by
combining the birational transformation (3.15)–(3.19) and the rigged con-

figuration bijection of type A
(1)
n (see [44] for the linearization of the A

(1)
n

automata). However we have not yet written the composition of those maps
explicitly in combinatorial terms. We also have not yet investigated the
crystal-theoretic interpretation of the transformation (3.15)–(3.19).

In Chapter 4, we introduced the gcd-Toda lattice and showed that its
dependent variables converge to the invariant factors of a certain bidiag-
onal matrix over a principal ideal domain. Based on Theorem 4.2.1, we
presented a new method for computing invariant factors of a given matrix.
We also show that the ϵ-BBS can compute invariant factors of a certain
tridiagonal matrix. This is the first instance of the usage of ultradiscrete
integrable systems in the computation of invariant factors. It remains to be
seen whether a practical algorithm can be obtained from the viewpoint of
integrable systems based on the results in this thesis.

In summary, we investigated (ultra)discretization of the elementary Toda
orbits and its applications. This work gives a connection between two impor-
tant discrete integrable systems, discrete Toda lattice and discrete relativis-
tic Toda lattice. We also presented a method to compute invariant factors
of a matrix over a principal ideal domain by the ϵ-BBS. We hope these re-
sults gives a new perspective to the applications of integrable systems to
informatics.
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formation for the discrete-time Toda equation, J. Phys. Soc. Japan 45
(1978) 321–332.

[29] R. Hirota, Nonlinear partial difference equations. V. Nonlinear equa-
tions reducible to linear equations, J. Phys. Soc. Japan 46 (1979) 312–
319.

[30] R. Hirota, The Direct Method in Soliton Theory, Cambridge University
Press, 2004.

[31] R. Hirota, S. Tsujimoto and T. Imai, Difference scheme of soliton equa-
tions, In: P. L. Christiansen, J. C. Eilbeck and R. D. Parmentier (eds)
Future Directions of Nonlinear Dynamics in Physical and Biological
Systems (1993) 7–15.

[32] R. Inoue, A. Kuniba and T. Takagi, Integrable structure of box-ball sys-
tems: crystal, Bethe ansatz, ultradiscretization and tropical geometry,
J. Phys. A: Math. Theor. 45 (2012) 073001.

[33] M. E. H. Ismail and D. R. Masson, Generalized orthogonality and con-
tinued fractions, J. Approx. Theory 83(1) (1995) 1–40.

[34] S. Iwao and H. Nagai, The discrete Toda equation revisited: dual β-
Grothendieck polynomials, ultradiscretization, and static solitons, J.
Phys. A: Math. Theor. 51 (2018) 134002.

[35] S. Iwao, Jeu de taquin, uniqueness of rectification and ultradiscrete KP,
J. Integrable Syst. 4 (2019) 1–46.

[36] M. Iwasaki and Y. Nakamura, Accurate computation of singular values
in terms of shifted integrable schemes. Japan J. Indust. Appl. Math. 23
(2006) 239–259.

[37] R. Kannan and A. Bachem, Polynomial algorithms for computing the
Smith and Hermite normal forms of an integer matrix, SIAM J. Com-
put. 8 (1979) 499–507.

67



[38] M. Kashiwara, Crystalizing the q-analogue of universal enveloping al-
gebras, Comm. Math. Phys. 133 (1990) 249–260.

[39] M. Kashiwara, On crystal bases of the q-analogue of universal envelop-
ing algebras, Duke Math. J. 63 (1991) 465–516.

[40] S. V. Kerov, A. N. Kirillov and N. Yu. Reshetikhin, Combinatorics,
Bethe Ansatz, and representations of the symmetric group, J. Sov.
Math. 41 (1988) 916–924.

[41] A. N. Kirillov and N. Yu. Reshetikhin, The Bethe ansatz and the com-
binatorics of Young tableaux, J. Sov. Math. 41 (1988) 925–955.

[42] A. N. Kirillov, Introduction to tropical combinatorics in physics and
combinatorics 2000, Proceedings of the Nagoya 2000 International
Workshop (Eds. A.N. Kirillov and N. Liskova), pp. 82–150, World Sci-
entific, 2001.

[43] D. J. Korteweg and G. de Vries, On the change of form of long waves
advancing in a rectangular canal, and on a new type of long stationary
waves, Phil. Mag. 39 (1895) 422–443.

[44] A. Kuniba, M. Okado, R. Sakamoto, T. Takagi and Y. Yamada, Crys-
tal interpretation of Kerov-Kirillov-Reshetikhin bijection, Nucl. Phys.
B740 (2006) 299–327.

[45] S. Lang, Algebra, third edition (Graduate Texts in Mathematics 221),
Springer-Verlag, 2002.

[46] P. D. Lax, Integrals of nonlinear equations of evolution and solitary
waves, Comm. Pure Appl. Math. 21 (1968) 467–490.

[47] J. Mada, M. Idzumi and T. Tokihiro, The box-ball system and the N-
soliton solution of the ultradiscrete KdV equation, J. Phys. A: Math.
Theor. 41 (2008) 175207.

[48] K. Maeda and S. Tsujimoto, Box-ball systems related to the nonau-
tonomous ultradiscrete Toda equation on the finite lattice, JSIAM Lett.
2 (2010) 95–98.

[49] K. Maeda, Nonautonomous ultradiscrete hungry Toda lattice and a gen-
eralized box-ball system, J. Phys. A: Math. Theor. 50 (2017) 365204.

[50] K. Maeda, Another generalization of the box-ball system with many
kinds of balls, J. Integrable Syst. 3 (2018) 1–28.

[51] K. Maeda and S. Tsujimoto, Direct connection between the RII chain
and the nonautonomous discrete modified KdV lattice, Symmetry Inte-
grability Geom. Methods Appl. (SIGMA) 9 (2013) 073 (12pp).

68



[52] K. Maeda and S. Tsujimoto, A generalized eigenvalue algorithm for
tridiagonal matrix pencils based on a nonautonomous discrete integrable
system, J. Comput. Appl. Math. 300 (2016) 134–154.

[53] Y. Minesaki and Y. Nakamura, The discrete relativistic Toda molecule
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