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Abstract

This thesis discusses the modeling and statistical inference of preferential
attachment (PA) in complex networks that exhibit social community char-
acteristics. Growth models of PA explain the scale-free nature of degree
distribution in real-world networks, including social and human networks
such as scientific co-authorship. However, the PA mechanism depends
only on the degree of each individual, which makes it difficult to form
community clusters under the cooperative behavior of multiple individu-
als.

In Chapter 1, we present the motivation and overview of this thesis.
This chapter also describes the following issues we tackle in this thesis:

(i) PA and transitivity, the classic and simple mechanisms, are widely
used to explain the formation of the heavy tail of the degree distri-
bution and the high clustering in real-world networks, respectively.
Since one of the above simple mechanisms is not well suited to cap-
ture both features, many existing studies have attempted to reveal
the formation of the two features by considering both PA and tran-
sitivity. Existing approaches either estimate one mechanism in isola-
tion or jointly estimate both mechanisms assuming some functional
forms. Each of them has the problem of poor fitting or risks losing

the fine details of the two mechanisms.

(ii) There exist social networks where the collectivity of interactions is
lost when expressed in graphs. Since group interactions such as
collaborative behavior may contain more than two individuals, in
graph expression, each of them is decomposed into multiple edges:

the pre-specification that all interactions are pairwise relationships.

For solving the above issues, we present our methodologies, findings, and
discussions in Parts I- III, which are the three main parts of this thesis.

In Chapter 2, we describe the background knowledge of the network
growth models related to the subsequent chapters of this thesis.

In Part I, we address issue (i). We present our methodology in Chap-

ter 3, and the real data analysis in Chapter 4. We propose a statistical
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method for estimating the non-parametric PA and transitivity functions si-
multaneously in a growing network, in contrast to conventional methods
that either estimate each function in isolation or assume a certain func-
tional form for these. Our model is demonstrated to exhibit a good fit
to two real-world co-authorship networks and can illuminate several in-
triguing details of the PA and transitivity phenomena that would be un-
available under traditional methods. Moreover, we introduce a method
for quantifying the amount of contributions of these phenomena in the
growth process of a network based on the probabilistic dynamic process
induced by the model formula. By applying this method, we found that
transitivity dominated PA in both co-authorship networks. This suggests
the importance of indirect relations in scientific creative processes. The
proposed method is implemented and publicly available in the R package
FoFaF.

In Part II, we address issue (ii). We present our methodology in Chap-
ter 5, and the real data analysis in Chapter 6. We propose a new hyper-
graph growth model with a data-driven PA mechanism estimated from
observed data. A key component of our method is a recursive formula
that allows us to overcome a bottleneck in computing the normalizing
factors in our model. We also treat an often-neglected selection bias in
modeling the emergence of new edges with new nodes. Fitting the pro-
posed hypergraph model to 13 real-world datasets from diverse domains,
we found that all estimated PA functions deviate substantially from the
linear form. This demonstrates the need to do away with the linear PA
assumption and adopting a data-driven approach. We also showed that
our model outperformed conventional models in replicating the observed
first-order and second-order structures in these real-world datasets. The
proposed method is implemented in the R package HyperPA, which will
be published on IEEE Xplore Code Ocean.

We present the conclusion of this thesis and the future directions in
Part III, which includes Chapter 7.
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Chapter 1

Introduction

In this chapter, we first describe the motivation of this thesis in Section 1.1.
Secondly, in Section 1.2, we describe the two main issues that we tackle in
this thesis. We then summarize our contributions to the issues in Sec-
tion 1.3. Finally, we briefly describe the organization of this thesis in
Section 1.4. Descriptions in this section are based on our related journal
papers (Inoue et al., 2020b, 2022) and international conference proceed-
ings (Inoue et al., 2018). The figures in this section are newly created for
this thesis.

1.1 Motivation

This thesis originated from some issues about preferential attachment (PA)
that we realized when trying to capture the formation process of the com-
munity structures in scientific co-authorship networks. Investigating the
PA mechanism, the“rich get richer” phenomenon in complex networks, is
one of the most classical and important topics in network science (Barabdsi
& Albert, 1999). PA explains the scale-free nature of degree distribution in
real-world networks, including social and human networks such as sci-
entific co-authorship. However, the PA mechanism depends only on the
degree of each individual, which makes it difficult to form community
clusters under the cooperative behavior of multiple individuals.
Cooperation is among the most fundamental behaviors of living crea-
tures (Nowak, 2006). Animals cooperate in various activities: from hunt-

ing and forming territories to grooming and child raising (Dugatkin, 1997).
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Humans are the experts of cooperation. From cooperation between states (Wat-
son, 1984), companies (Hamel et al., 1989) to cooperation between individ-
uals (David W. Johnson, 1991), it is the bedrock of our society.

As a form of human cooperation that builds social communities, scien-
tific collaboration is the backbone of the scientific world. In this process,
scientists share their ideas, their time, and their skills with each other in
order to push the boundary of knowledge. Since the start of the twentieth
century, the number of scientific articles with more than one author has
grown to more than three times the number of single-author articles (Lar-
iviere et al.,, 2015). There is accumulating evidence that articles result-
ing from collaborations are cited more frequently than non-collaborated
ones (Bornmann, 2017; Lariviere et al., 2015). Since the number of cita-
tions is the main metric of scientific impact (Tahai & Meyer, 1999), col-
laborations thus lead to high impact research. Therefore, understanding
the evolution of a scientific co-authorship network, in particular, under-
standing how new collaborations are fostered, is significantly important
for policy makers, funding agencies, university managers as well as each
scientist. To understand the evolution of social and human networks, it is
beneficial to consider the evolution in a larger context of the evolution of

complex networks.

1.2 Issues in Preferential Attachment

In this section, we describe the two issues in PA in terms of the formation
of local community structures. We tackle these two issues in this thesis.

1.2.1 Poor Fit of Preferential Attachment to High Cluster-
ing Features in Real-world Networks
Two defining characteristics of an evolving complex network are the heavy-

tail of the degree distribution and the high value of the clustering co-
efficient (Holme & Kim, 2002); both are often represented at the same
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time in social and human networks such as scientific co-authorship net-
works (Newman, 2001b, 2004). Previous studies suffered from difficulties
in capturing the driving forces that form these two co-existing features
with a single comprehensive growth model. Following studies have dis-
cussed the formation of each feature through the data-driven growth mod-
els and estimation of the functions that determine the growth.

On one hand, to explain the heavy tail property, complex network
studies have proposed the PA mechanism where the probability that a
node with degree d receives a new link is proportional to the PA function
Ay (Krapivsky et al., 2001; Pham et al., 2015). When A; is an increasing
function on average, nodes with higher numbers of links will receive more
new links, and thus hubs are formed and the heavy-tail degree distribu-
tion emerges.

On the other hand, one of the simplest mechanisms to explain the high
value of the clustering coefficient is transitivity where the probability that
a pair of nodes with b common neighbors receives a new link connect-
ing them is proportional to the transitivity function B, (Newman, 2001a).
When B, is an increasing function on average, more triangles are formed
between sets of three nodes, and this leads to an increase in the clustering
coefficient.

Existing approaches either estimate one mechanism in isolation (Jeong
et al., 2003; Newman, 2001a; Pham et al., 2015) or estimate jointly the two
mechanisms assuming some parametric forms for A; and B, (Krivitsky &
Handcock, 2019; Ripley et al., 2018). On one hand, estimating either mech-
anism in isolation often leads to poor fit, since many real-world networks
simultaneously exhibit heavy-tail degree distribution and high clustering.
On the other hand, it is difficult to justify a particular choice of functional
forms used in parametric estimation methods. A non-parametric estima-
tion method would allow the functional forms to be learned from the ob-
served data.

Estimating A; and By, is the first step towards answering the question
of what matters more in the evolution of a complex network: transitivity

or PA. While there is some research studying a similar question regarding
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PA and fitness (Kong et al., 2008), the question regarding PA and transi-
tivity has curiously remained unexplored, despite its potential to provide
deeper understandings on how new cooperation is fostered.

1.2.2 Preferential Attachment Under the Limitation of Graph

Representations

e——)

These two are equivalent in graphs.

(a) (b)

Group interaction (hyperedge)

Pairwise interaction (edge)

FIGURE 1.1: Examples of two hypergraphs that are projected
onto the same graph. Graphs do not preserve the dependen-
cies of edges.

Graphs are widely used in various fields, including complex network
theory, to analyze interactions among individuals and their dynamics.
However, there are some data where the range of interactions is lost when
expressed in graphs. For example, in the co-authorship data of scientific
papers, a new co-authorship relationship is added by giving a paper to
the set of authors. In such data, the interaction may contain more than
two individuals, but graphs cannot capture the feature. This is because,
in graphs of such data, an original group interaction is projected as mul-
tiple edges, each of which is a pairwise interaction. Figure 1.1 shows two

instances where the arrangement and the number of original interactions
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are different, but are equivalent in graph representation. Most of the ex-
isting growth models for complex networks rely on graph representations
and thus fail to capture this feature in the growth process. The limitations
of the graph representation in the case of growth processes are discussed
in detail in Section 2.2.2. In those cases, hypergraph representation may
be preferable since it can preserve higher-order relationships with hyper-
edges. However, existing hypergraph models of temporal complex net-
works employ a data-independent growth mechanism, which is the linear
PA (Do et al., 2020). In principle, this pre-specification is undesirable since
it completely ignores the data at hand.

1.3 Contributions

In the subsequent parts of this thesis, we provide the methodologies and
result of real data analysis as solutions for the two issues of PA described
above in Section 1.2.1 and Section 1.2.2, respectively. Our contributions
are as follows.

1.3.1 FoFaF: Joint Estimation of Non-parametric Preferen-

tial Attachment and Transitivity

To address the issues discussed in Section 1.2.1, we propose a statistical
method for estimating the non-parametric PA and transitivity functions si-
multaneously in a growing network, in contrast to conventional methods
that either estimate each function in isolation or assume a certain func-
tional form for these. Our model is demonstrated to exhibit a good fit
to two real-world co-authorship networks and can illuminate several in-
triguing details of the PA and transitivity phenomena that would be un-
available under traditional methods. Moreover, we introduce a method
for quantifying the amount of contributions of these phenomena in the
growth process of a network based on the probabilistic dynamic process
induced by the model formula. By applying this method, we found that
transitivity dominated PA in both co-authorship networks. This suggests
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the importance of indirect relations in scientific creative processes. The
proposed method is implemented in the R package FoFaF (Inoue et al.,
2020a). The methodology and results of real data analysis are based on
our papers (Inoue et al., 2018, 2020b), and presented in Part I.

1.3.2 HyperPA: A Hypergraph Approach for Estimating Pref-

erential Attachment

To address the issues discussed in Section 1.2.2, we propose a new hyper-
graph growth model with a data-driven PA mechanism estimated from
observed data. A key component of our method is a recursive formula
that allows us to overcome a bottleneck in computing the normalizing fac-
tors in our model. We also treat an often-neglected selection bias in mod-
eling the emergence of new edges with new nodes. Fitting the proposed
hypergraph model to 13 real-world datasets from diverse domains, we
found that all estimated PA functions deviate substantially from the linear
form. This demonstrates the need to do away with the linear PA assump-
tion and to adopt a data-driven approach. We also showed that our model
outperformed conventional models in replicating the observed first-order
and second-order structures in these real-world datasets. The proposed
method is implemented in the R package HyperPA and will be available
in (Inoue et al., 2022). The methodology and results of real data analysis

are based on our paper (Inoue et al., 2022), and presented in Part II.

1.4 Organization

We describe the organization of this thesis in this section. Figure 1.2 illus-
trates the structure of this thesis. So far, we have provided the motivations,
issues, and contributions in this chapter. In Chapter 2, we first review the
backgrounds of graph growth models of complex networks, and temporal
hypergraph, which is another representation of complex network data.
Our methodology and findings are discussed in the following three

parts. In Part I, we describe the joint estimation method of non-parametric
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Chapter 1. Introduction of This Thesis:
Motivations, Issues, Contributions, and Organization
Chapter 2. Background Knowledge:
Growth Mechanisms, Temporal Graphs and Hypergraphs, etc.
B =
Part I.PA and Transitivity in Graphs Part . PA in Hypergraphs
|0 |
/f Chapter 3. FoFaF: \\ /( Chapter 5. HyperPA: N\
Joint Estimation of Hypergraph-based
q PA and Transitivity ) L Estimation of PA )
( ) (
Chapter 4. Real Data Chapter 6. Real Data
Analysis with FoFaF: Analysis with HyperPA:
\k Two Co-authorship Data )/ \k 13 Hypergraph Data )/
Part III. Conclusion and Future Directions
Chapter 7. Conclusion of this thesis:
Summary and Future Directions

FIGURE 1.2: Organization of this thesis.

PA function and transitivity function in Chapter 3, and present the re-
sult of real-world data analysis in Chapter 4. In Part II, we describe a
hypergraph approach to estimate the non-parametric PA function which
relieves the assumption of edge independence that is required in conven-
tional graph models in Chapter 5, and present the result of real-world data
analysis in Chapter 6. Summary of this thesis and future directions are

presented in Part III which includes Chapter 7.






Chapter 2
Background

In this chapter, we describe background knowledge and some prelimi-
naries of this thesis. We first briefly review the history of preferential at-
tachment (PA) and transitivity modeling, which are classic growth mech-
anisms of complex networks. We then describe General Temporal (GT)
model that encompasses important existing graph growth models. Finally,
we describe the temporal graph model, which is a new approach to growth
modeling of complex networks. Descriptions and figures in this chapter
are based on our papers (Inoue et al., 2020b, 2022).

2.1 Graph-based Growth Model

In this section, we describe the background of PA mechanism, transitivity
mechanism and GT model as the preliminaries of Part I and Part II.

2.1.1 Preferential Attachment and Transitivity

The concept of the rich-get-richer phenomenon has its roots in the theo-
retical works of Yule (Yule, 1925) and Simon (Simon, 1955). Its status as
a fundamental process in informetrics was cemented by the revolutionary
works of Merton (Merton, 1968) and Price (Price, 1965, 1976). The term
“preferential attachment” was coined by Barabasi and Albert when they
re-discovered the mechanism in the context of complex networks (Barabési
& Albert, 1999). In this thesis, we refer to the individuals and their inter-

actions represented by graph structures as “networks”, and the networks
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observed on a large scale in the real world are called “complex networks”.
In order to concentrate on applications to complex networks, we will leave
the detailed mathematical description of graph theory to the textbooks
such as (Godsil & Royle, 2001). However, it is necessary to clarify here
that, for practical application, we add the following conditions to graphs
in our mathematical models. We assume that the edges of the graphs have
no directions and allow multiple edges to the graphs. The allowance for
multiple edges is in accordance with the repeated occurrence of interac-
tions between individuals in real data. In this thesis, we refer to “undi-
rected graph without self-loops” as “graph”.

In PA, the probability that a node with degree d will receive a new
edge is proportional to its PA function A;. When A; is an increasing func-
tion on average, the PA effect exists: a node with a large degree d is more
likely to receive more new connections. Estimating the PA phenomenon
in a network amounts to estimating the function A; given the growth data
of that network. Various non-parametric approaches (Newman, 2001a;
Pham et al., 2015) and parametric methods (Gémez et al., 2011; Massen &
Jonathan, 2007) have been proposed. Power-law function forms, such as
Ay = (d+1)%, are often employed in parametric methods (Krapivsky &
Redner, 2001).

Transitivity originated as a concept in psychology (Heider, 1946) and
was developed theoretically in the framework of social network analysis
by Holland and Leinhardt in the 1970s (Holland & Leinhardt, 1970, 1971,
1976). It was introduced into the informetrician modeling toolbox in 2001
when Newman provided a heuristic method to estimate the transitivity
function in real-world co-authorship networks (Newman, 2001a). Inde-
pendently at the same time, Snijders introduced his now-famous stochas-
tic actor-based models that include transitivity as a network formation
mechanism (Snijders, 2001).

In transitivity, the probability that a pair of two nodes with b com-
mon neighbors will receive a new edge between them is proportional to
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the transitivity function B,. When By, is an increasing function on aver-
age, the transitivity effect exists: when a pair of nodes shares more com-
mon neighbors, it is easier for them to connect. Similarly to the case
of PA, non-parametric approaches (Newman, 2001a) and parametric ap-
proaches (Ferligoj et al., 2015; Kronegger et al., 2012; Zinilli, 2016) have
been proposed to estimate B;, from observed network growth data.

PA and transitivity are among the simplest and most comprehensive
mechanisms using the first-order and second-order structures of graphs,
respectively, which is a main reason why we analyze them in PartIto geta
closer look at the growth mechanisms behind the real-world networks. We
re-emphasize that all existing methods consider either PA or transitivity in

isolation, or are of a parametric nature.

2.1.2 General Temporal Model

We describe an undirected graph version of the General Temporal (GT)
model with PA (Pham et al., 2015). This model is a generalization of var-
ious classical models such as Barabasi-Albert model (Barabasi & Albert,
1999) and Price’s model (Price, 1976). In the GT model, the probability
that a node pair i, j will acquire an edge connecting them at time ¢t is ex-
pressed as:

P;j(£) &< Ag,t) Ady(r) (2.1)

where d;(t),d;(t) are the degree of node 7, j at time-step ¢, and Ay is the PA
value of degree d. The function A, of d is often called the attachment func-
tion or attachment kernel. Note that A; is assumed to be time-invariant.
This graph PA model is hereinafter referred to as “Edge PA”. In Edge PA,
no functional form is assumed on the PA function A;. Several methods
have been proposed to estimate the PA function A; from the temporal
network data. Parametric estimation methods for estimating A; based on
the assumption that the PA function has the functional form A; = d* with
a tunable parameter « include regression-based methods (Kunegis et al.,
2013), maximum likelihood estimation methods (Gémez et al., 2011), and
methods based on Markov chain Monte Carlo (Sheridan et al., 2012). There
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are also nonparametric estimation methods that do not make assumptions
on the functional form of the PA function A; including methods using
histograms (Jeong et al., 2003; Newman, 2001a) and maximum likelihood
estimation (Pham et al., 2015).
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2.2 Temporal Hypergraph

hyperedge

/
/ E A E A >
al i

edge O
O

newcomer nodes

t=0 t=1 t=2 t=3

FIGURE 2.1: Hypergraph expression and graph expression
of temporal data. Whereas a graph consists of nodes and
edges, a hypergraph consists of nodes and hyperedges. Hy-
peredges and edges are indicated by ovals and line seg-
ments, respectively. Dashed ovals and line segments repre-
sent newly added hyperedges and edges at each time-step,
respectively. White nodes represent newcomer nodes.

In this section, as preliminaries of Part II, we explain some properties
of discrete-time hypergraph-based growth models, comparing it with con-

ventional growth models for graphs.

2.2.1 Growth of Hypergraph

Let Gt = (W4, E;) be the hypergraph at time-step t = 0,...,T. The hy-
pergraph G; consists of the node set V; and the hyperedge set E; existing
at time-step t. The temporal hypergraph grows from Gy = (Vp, Ey), the
initial hypergraph, with the emergence of new hyperedges and nodes at
each time-step. Similarly to graphs, we add the following conditions to
hypergraphs in our mathematical models. We assume that hyperedges do
not have any order, and we also allow multiple hyperedges to the hyper-
graphs. Although a hypergraph where the set of nodes in a hyperedge
does not have any order is called an “undirected hypergraph” (Michoel &
Nachtergaele, 2012), in this thesis we simply refer to it as a “hypergraph”.
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Fig. 2.1 illustrates a discrete-time temporal hypergraph and its graph
representation. To handle some features of the real-world hypergraph data
collected by discrete-time observations, we explicitly allow the following
two points in the temporal hypergraph model.

1. The hyperedge added at each time-step t can include both existing
nodes and new nodes. This is illustrated in the hypergraph at time-

step t = 1 in Fig. 2.1. We call these new nodes newcomer nodes.

2. The number of hyperedges added at each time-step t can be more
than one. An example is given in the hypergraph at time-step t = 3
in Fig. 2.1.

Guimera et al. (2005) proposed a probabilistic model of temporal hyper-
graphs that controls the proportion of newcomer nodes that appear with
hyperedges, and analyzed the relationship between this proportion and
the success of collaboration. In this paper, both our proposed estimation
method and generator for hypergraphs address the above two points.

2.2.2 Information loss of Graph Representation

We next explain some information losses that can occur with graph rep-
resentations of complex temporal data. The growth of complex network
data such as co-authorships of papers is conventionally modeled by ordi-
nary graphs, where each motif (e.g., paper) occurring among nodes (e.g.,
authors) is represented by edges (e.g., pairwise co-authorships). When a
motif contains more than two nodes (e.g., a paper with more than two au-
thors), the group interaction created by the motif is decomposed into mul-
tiple edges. On the other hand, in hypergraphs, one motif is represented
by one hyperedge. An example is given in the hypergraph at time-step
t = 0in Fig. 2.1. In order to present a motif on four nodes, in hypergraph
representations, a hyperedge containing these four nodes is used, whereas
in ordinary graph representations, six ordinary edges, which constitute a
clique on the four nodes, are used instead. Generally, when a motif occurs
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among m nodes, in ordinary graphs, m(m — 1) /2 edges are added collec-
tively, whereas one hyperedge of size m is added in hypergraph represen-
tations. As can be seen from the hypergraph at time-step ¢t = 3, given only
one graph representation at one time-step, in general, we cannot identify
which edges were added together in the past without hyperedge informa-
tion. Thus, the information about motifs is not perfectly preserved when
one employs a graph representation of the data.

Furthermore, there is another information loss when m = 1, i.e., when
a motif contains only one node (e.g., a single-author paper) is added. In
such cases, a hyperedge of size m = 1 is added to the hypergraph, while
the edges of the graph remain unchanged, as illustrated at time-step t = 2
of Fig. 2.1.

As mentioned above, graphs do not preserve the information about
which edges appeared jointly. In other words, the conventional graph-
based growth models assume implicitly that all edges are independent.
Let m denote the size of a hyperedge. Although data with huge m exist
in the real world, for example in multinational projects (Cronin, 2001; Hu
et al., 2010), few studies have examined whether this independence as-
sumption is appropriate under such large values of m. The datasets used
in the experiments in Sections 5.2 and 6.1 contain hyperedges whose m
are greater than 100. Using these datasets, we will investigate the perfor-
mance of some conventional graph-based growth models in the case of
large m, which has not been examined much in existing studies. In ad-
dition, it is reported that the modern science collaboration has shown a
trend that hyperedge sizes are becoming larger. From the beginning of the
20th century to present, the average number of co-authors per paper has
increased in almost all disciplines (Fortunato et al., 2018). Such changes
in data over time may also lead to unforeseen problems for graph-based
growth models.

The main motivation for considering hypergraph models in Chapter 4
is that it does not require the above independence assumption throughout
the growth process. In Chapter 4, we describe our proposed approach to
capture the characteristics of temporal hypergraphs.
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Chapter 3

FoFaF: Joint Estimation of
Non-parametric PA and

Transitivity Functions

Our contributions, descriptions and figures in this chapter are based on
our papers (Inoue et al., 2018, 2020b).

3.1 Introduction

Science has never been more collaborative. In this era, which has been wit-
nessing an unprecedented explosion of multi-author scholarly articles (Lar-
iviere et al., 2015), collaboration has become increasingly important in the
quest for scientific success (Bornmann, 2017; Jones et al., 2008). Promising
ideas from numerous analytical fields, including complex network theory,
statistics, and informetrics, have been combined to understand the collab-
orative nature of science (Fortunato et al., 2018; Zeng et al., 2017).

An early attempt was made to analyze the formative process of scien-
tific collaborations in physics when Newman proposed a non-parametric
method to estimate the preferential attachment (PA) and transitivity func-
tions from scientific collaboration networks (Newman, 2001a). PA (Barabasi
& Albert, 1999; Merton, 1968; Price, 1965, 1976) and transitivity (Heider,
1946, Holland & Leinhardt, 1970, 1971, 1976) are two fundamental mecha-

nisms of network growth. PA is a phenomenon concerning the first-order
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structure of a network. In PA, a higher number of co-authors that a sci-

entist already has will result in more collaborators being formed. Transi-

tivity pertains to the second-order structure: co-authors of co-authors are

likely to collaborate. The method of Newman is non-parametric in that

it does not assume any forms for either the PA or transitivity function.

However, the method considers each phenomenon in isolation, and thus

completely ignores any entanglements of the two phenomena, which are

entirely plausible in real-world networks.

In addition to this non-parametric, in-isolation approach, a joint esti-

mation approach, in which the two phenomena are considered simultane-

ously, has been attempted in recent years (Ferligoj et al., 2015; Kronegger et
al., 2012; Zinilli, 2016) under the framework of stochastic actor-based mod-
els (Snijders, 2001). This approach is inherently parametric: it assumes the

forms of the PA and transitivity functions a priori, and therefore risks los-

ing the fine details of the two phenomena, which are difficult to capture

using any parametric functional forms.

We argue that the ideal method should combine the best of both worlds

whenever possible: it should consider both phenomena simultaneously

and it should not assume any functional forms for these.

The contributions of this part can be summarized as follows:

1. We propose a network growth model that combines non-parametric
PA and transitivity functions for undirected networks, which is the
type of scientific collaboration networks. We derive an efficient Minorize-
Maximize (MM) algorithm (Hunter & Lange, 2000) for their simulta-
neous estimation. This iterative algorithm is guaranteed to increase
the log-likelihood of the model per iteration. Using simulated exam-
ples, we demonstrate that our approach is capable of capturing the
complex details of PA and transitivity, as opposed to conventional
approaches (see Fig. 3.1). Furthermore, we perform a systematic sim-

ulation to confirm the performance of our algorithm.

2. We suggest a method for quantifying the amount of contributions of
PA and transitivity in the growth process of a network. Our quan-

tification exploits the probabilistic dynamic process induced by the



3.2. Joint Non-parametric Modeling of PA and Transitivity 21

network growth formula and can easily be extended to other net-

work growth mechanisms.

3. We apply the proposed method to two real-world co-authorship net-
works and uncover several interesting properties that would be un-
available under conventional approaches. In particular, the transi-
tivity function appears to be substantially different from the typical
power-law functional form. Moreover, we find that transitivity dom-
inated PA in the growth processes of both networks. This suggests
the importance of indirect relations in scientific creative processes: it
does in fact matter whom your collaborators collaborate with. All of
the proposed method is implemented in the R package FoFaF (Inoue
et al., 2020a).

The remainder of this partis organized as follows. The proposed growth
model is discussed in detail in Section 3.2. Section 3.3.2 presents the esti-
mation method, derivation of an efficient MM algorithm for the estima-
tion and the effectiveness of our methodology. In Section 3.4, we discuss
how to exploit the probabilistic dynamic process imposed by the model
formula to sensibly quantify the amount of contributions of PA and tran-
sitivity. We apply the proposed method to two real-world collaboration
networks and analyze the results in Section 4.1. Concluding remarks are
presented in Section 4.2.

3.2 Joint Non-parametric Modeling of PA and Tran-
sitivity
In this section, we first describe our network growth model that incorpo-

rates non-parametric PA and transitivity functions. Moreover, we explain

its relation to several conventional network models.
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3.2.1 Proposed Network Model

Our model for undirected networks can be viewed as a discrete Markov
model, which is a popular framework in social network modeling (Hol-
land & Leinhardt, 1977). Let G; denote the network at time t. Starting
from a seed network Gy, at each time stept = 1,---, T, v(f) new nodes
and m(t) new edges are added to G;_; to form G;. In particular, at the on-
set of time step ¢, let d;(¢) denote the degree of node 7, and b;j(t) denote the
number of common neighbors between nodes i and j in G;_1. Our model
is based on the GT model (2.1) and dictates that the probability of a new
edge emerging between nodes i and j at time step t is independent of the

other new edges at that time and is equal to
Pij(t) o< Ay, () Ady()Boy; (1) (3.1)

where A; is the PA function of degree d and B, is the transitivity function
of the number b of common neighbors. That is, the unordered pair of the
two ends (i,j) of a new edge follows a categorical distribution over all
unordered pairs of nodes existing at time t. The weight of each pair is
proportional to the product of the PA and transitivity values of that pair
at t. Thus, this formulation can capture the PA and transitivity effects
simultaneously.

Apart from modeling how new edges connect in G; by Eq. (3.1), we do
not explicitly model probability distributions of any other aspects of the
growth process. Suppose that the joint distribution of v(¢) and m(t) is gov-
erned by a certain parameter vector 6; (t > 1), and the distribution of Gy
is governed by another parameter vector 0;,i;. Note that we do not make
any assumptions on forms of these two distributions, essentially allowing
a great degree of freedom for them. However, we need to make one stan-
dard assumption, which is virtually employed in all network models, that
the parameter vectors 6; (t > 1) is independent of A; and B, given v(t),
m(t), and G;_1; and Oin;t is independent of A; and B,. Under this assump-
tion, the probability of the observed data Gy, - -, Gr can be expressed as
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follows:

P(Go,--- ,Gr) P(G:|G:_1)P(Go)

- I

P(Gt|m(t),v(t), Gt—1, Ag, Bp) P(m(t), v(t)|Gi-1,0¢)

N
Il
—_

- P(Go|Binit) - (3.2)

Asrevealed in Section 3.3.1, Eq. (3.2) enables a partial likelihood approach,
whereby one can ignore 0; and 0;y;; in estimating A; and B;,. Next, we dis-
cuss the relation between the model in Eq. (3.1) and those in the literature.

3.2.2 Related Models

As explained previously, existing non-parametric models either have a
non-parametric A; function (Pham et al., 2015) or a non-parametric B
function (Newman, 2001a), and the probabilities of PA and transitivity for
a new edge emerging between nodes i and j at time step t are respectively
as follows,

Pij(t) o< Ag,5)Ady(r), (3.3)

P;i(t) o Bbi]-(t)' (3.4)

while estimating A, function and By, function in isolation can lead to bias,
Eq. (3.1) is the first to combine both non-parametric functions to deal with
it. It includes several well-known complex network models as special
cases, such as the Barabdasi-Albert model (Barabasi & Albert, 1999) or the
Erdos-Rényi with growth model (Callaway et al., 2001).

The well-known stochastic actor-based model (Ripley et al., 2018; Sni-
jders, 2001, 2017) has been employed in studies on scientific co-authorship
networks (Ferligoj et al., 2015; Kronegger et al., 2012; Zinilli, 2016). The
actor-based model is a type of generalized linear models with and it is
not clear how to convert the PA and transitivity functions in our proba-
bilistic setting into those in the setting of the stochastic actor-based model,
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because the two models are defined differently. However, for a fair com-
parison, we can set the joint parametric model of PA and transitivity in
the framework of GT model for experiments, as well as an actor-based
model. In this case, the functional forms are explicitly given to the growth
functions A; and By, in Eq. (3.1). For example, when we assume log-linear
forms Ay = (d +1)* B, = (b+ 1)F, the joint parametric model we use in
this part can be expressed as

Pyi(t) o< (d; +1)*(d; + 1) (by; + 1)P. (3.5)

Note that we here consider only undirected graphs in the growth of net-
works, the PA and transitivity phenomena are modeled in a parametric
manner in the undirected version of the stochastic actor-based model (Sni-
jders, 2017).

One key assumption of the model in Eq. (3.1) is that A; and B;, are not
dependent on ¢; that is, on a practical level, they change little throughout
the growth process. While this time-invariance assumption is standard
and is employed in all of the network models mentioned previously, there
is an increasing body of models departing therefrom. A time-varying A,
has been discussed in the context of citation networks (Csardi et al., 2007;
Medo et al., 2011; Wang et al., 2008), while different parametric forms for
such A; have been studied by Medo (Medo, 2014). More recently, the R
package tergm (Krivitsky & Handcock, 2019) has enabled the estimation
of time-varying parametric PA and transitivity functions. However, no
existing work has employed time-varying and non-parametric modeling
simultaneously, presumably because a huge amount of data is probably
required in such a model. If time has little importance in the system, time-
varying modeling is not necessary. In Section 4.1.4, we demonstrate that
the time-invariance assumption indeed holds in all of the real-world net-
works analyzed in this study.

Finally, we note that, while we model the PA phenomenon directly
in this chapter, an alternative approach is to let PA emerging as a conse-

quence of some deeper mechanisms. For example, it has been shown that
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PA can emerge from either reference-copying mechanisms in citation net-
works (Golosovsky & Solomon, 2017; Simkin & Roychowdhury, 2007) or
some optimization frameworks (D’Souza et al., 2007).

3.3 Methodology of Estimation

In this section, we discuss maximum partial likelihood estimation for the
model and derive an efficient the Minorize-Maximize algorithms for the
log-likelihood function. We also provide two simulated examples to demon-
strate our method. We conclude the section by presenting a systematic

simulation to investigate the performance of the proposed method.

3.3.1 Maximum Partial Likelihood Estimation

Here, we describe how to estimate the parameters of the model in Eq. (3.1).

We denote X = {Gy, Gy, - - - ,Gr} as the observed data, and let A = [A, Ay, ..

with A; > 0 being the PA function and B = [By, By, ..., By, | with B, >0
being the transitivity function. In this case, dy;4y is the maximum degree
and by is the maximum number of common neighbors between a pair
of nodes. Given X, our goal is to estimate A and B without assuming
any specific functional forms, which is an approach we refer to as “non-
parametric”.

We can rewrite Eq. (3.2) using the new notations:

T
P(X) = [T P(Ge|m(t), v(t), Gi_1, A, B)P(m(t), v(t)|Gr_1, 0:) P(Go|Oinit)-
t=1

i Admux]
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Taking the logarithm of both sides of the previous equation provides us
with:

T
L(A, B, Oinit, 01, . ..,07|X) =) _log P(G¢|m(t),v(t),Gi-1, A, B)
t=1

L(A,B|X)

ZIOgP )’Gt 1,91})

\ J

L(6y,..07|X)
+ log P(GO | Bimt), (3.6)

L(6init| X)

where L denotes the log-likelihood function. Maximization of the total
log-likelihood L(A, B, init, 01, . - ., 07| X) leads to maximization of the three
terms on the right-hand side, and the parameters of our interest A, B are
only involved in the first term. This allows us to ignore the nuisance pa-
rameters Oinit, 01, ...,07 in estimating A; and B,, and we only need to
maximize L(A, B|X). For simplicity, when calculating P(G¢|m(t),v(t), Gi—1, A, B),
we ignore the new edges that attach to new nodes that emerge at time step

t. Starting from Eq. (3.1), with some calculations, we arrive at

T dWIﬂX dmm bmax

A B’X Z Z 2 Z My, dyb logAdlAdsz

t=1d1=0dpr=d;1 b

T Amax  Amax bmax

Z log ( Z Z Z ndl dy,b AdlAdsz> (37)
t=1 =0dr=d b

where 1y, 4, 5(t) is the number of node pairs (i, j) satisfying (d;(t),d;(t), b;j(t)) =
(d1,d>,b) with dy < d; at time step t, and m, 4, 5(t) is the number of new
edges between such node pairs. The number of new edges at time step ¢
can then be expressed as m(t) = y? o y? i, 221”5 Mg, g, b(t)-

Although analytically maximizing L(A, B|X) is intractable, we can de-
rive an efficient MM algorithm that iteratively updates A and B. Its deriva-
tion is presented in the next Section. We also write the final results of the

algorithm as A and B, which are estimates of A and B.
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3.3.2 An MM algorithm for Estimating the Non-parametric

PA and Transitivity Functions

We derive an instance of the Minorize-Maximize algorithms (Hunter &
Lange, 2000) for maximizing the partial log-likelihood function I(A, B) in
Eq. (3.7). Denote Al(iq) the value of A, at iteration g (g > 0), and Al =
[A(()q), qu),. e, A;Z}ax] the value of A at that iteration. Define Blgq) and B
in the same way. Starting from some initial values (A%, B) at iteration
g = 0, we want to compute (A@+1), Bl+1)) from (A4, B(9)). In MM algo-
rithms, such update formulas can be derived by first determining a surro-
gate function Q(A, B) satisfying (A, B) > Q(A, B),YA,Band [(AW,B(7)) =
Q(A®,B(1), and then maximizing the surrogate function. It can be proved
that, if (A971, B1*1) maximizes Q(A, B), then [(AW+D) Bla+1)) > Z(A(q),B(q));
that is, the objective function is increased monotonically per iteration. Since
several surrogate functions satisfying the conditions may exist, the main
indicator for evaluating a particular Q(A, B) is the ease of its maximiza-
tion.

Based on previous works (Pham et al., 2015, 2016), the following func-

tion is a surrogate function of /:

T D D

B
Q(AB)=) Y Y'Y m(t)logA;A;B

t=0i=0 j=i I=0

3 3ub) (1) (@) p(q)
_E)M(t)log (Zzzni,]',l(t)Ai Aj B, >

i=0 j=i 1=0

T Do P oniji(t)AiAB u
ey ZO B o M OAAR g
t=0

o ER X2 (AP ATEY S

where D := d,;uc and B := byay.

The product A;A;B in the numerator of the third term on the right hand
side of Eq. (3.8) prevents parallel updating of A and B. One approach to
handle this product is to apply the AM-GM inequality (Hunter & Lange,
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Transitivity Functions
2004):
(9) (9)
1 [ A A
—AiAB > — 5 ]Tq)Aij ’(q)A} B,
A, A
(q) p(q) (@) p(9) (@) 4(q)
>_1 A;"B 44 A”iBl”i A _lAl Aj B
- 4 37 37 2 g '
) )

Inserting this inequality into Eq. (3.8), we obtain the final surrogate func-
tion:

ZZZZml]l logAA B,

=0i=0j=il=

D D B
—Zm 1Og<g22 - Aqu)B())
i=0 j=i =0

(1) p(q) (@) n(q) (q) 5 (q)
A"B A B\ AV A
D yvD yB 1[4 51 a4 i b1 a4 17 7 g2
T i=0 Lj=i Y= i1 (1) (4 ((A<q>)3AZ + (49’ 7) ta B, Bl)
— ) m(t) : :

- 2 Z 2 n ( )A(Q)A(Q)B(’i)
t=0 i=0 Luj=i Li]=0 "*,j,] e |

T

+ Y m(t)

t=0

Q(A,B 9Q(A,B . .

Solvmg ( ) = 0and %b’) = 0, we obtain the following closed-form
formulas:
D) _ Lo Lo Mig, () + Xi—o L2 maj, (1)
d @ 5@ A5 AD @ @) ()

4 S g1 Ko i () ](q> 3+ T P (0 (1)1 3+ 2o d(q)l 3t d(ml 3

- () () (5 ()

t=0 Z,D:() Z;"):i ):IB:O ”r,j,l( )Ax(q) /( )Bl(q)
Bla+l) _ Yizom..b(t)
b= AT A0
):,'D:()):/'Z,' ”i//h(t) B(q)
T b
Li=o m(t)):,D:o TP, L7 g m (A AT

where m; 4 () = YP om;iq;(t) and m._, ==Y, iji m;jp(t).
Based on these formulas, at each iteration AW+TY and BUtY can be
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computed in parallel without solving any additional optimization prob-
lems. This enables the method to work with large datasets. The objective
function value I(A@+1), B(4+1)), as explained previously, is guaranteed to

be increasing in g.

3.3.3 Illustrative Examples

We demonstrate the effectiveness of our method using two examples. In
the first example, we simulate a network using Eq. (3.1) with

Ay = 3(log(maxd,1))* +1,
B, = 3(log(maxb,1))? + 1.

This functional form, which deviates substantially from the power-law
form, has been used to demonstrate the processes of non-parametric PA
estimation methods (Pham et al., 2015). The initial number of nodes is
300. At each time step, first m(t) = 100 new edges are added between ex-
isting nodes, and then five new node are added. The total number of time
steps T is 199. In the second example, we use real-world functions as the
true functions for a more realistic comparison. We first estimate A; and B,
by applying our proposed method to a real-world co-authorship network
between authors in statistics journals (see Section 4.1), and then use these
parameter values to simulate a network based on Eq. (3.1). In the process,
we maintain the initial condition, as well as the number of new nodes and
new edges at each time step, exactly the same as those observed in the
real-world network.

We apply three estimation methods to each simulated network. The
first is our proposed method, which jointly estimates the non-parametric
functions A; and B,. The second is a joint parametric method, which
jointly estimates PA and transitivity using the simplistic functional forms
Ay = (d+1)* and B, = (b+ 1)P. This parametric formation is used
extensively in various PA and transitivity estimation methods (G6émez
et al., 2011; Massen & Jonathan, 2007). The third method ignores the
joint existence of PA and transitivity. It consists of two sub-methods: the
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first is a non-parametric method for estimating the PA function in isola-
tion (Pham et al., 2015), and the second is a maximum likelihood version
of a non-parametric method for estimating the transitivity function in iso-
lation (Newman, 2001a).

The results are presented in Fig. 3.1. In both examples, while the joint
parametric method somehow succeeds in obtaining the general trends of
Ay and By, it fails to capture the deviations from the power-law form in
the two functions. The non-parametric, in-isolation method grossly over-
estimates both the PA and transitivity mechanisms, owing to its complete
disregard for their joint existence. The proposed method performs reason-
ably well, succeeding in capturing the PA and transitivity functions in fine
details.

3.3.4 Simulation Study

We performed a systematic simulation to evaluate the effectiveness of the
proposed method in estimating A; and B;,. We selected A; = (d 4+ 1)* and
B, = (b +1)P as the true functions. This power-law functional form has
been used in previous simulation studies on PA estimation methods (Pham
et al., 2015, 2020). We considered five values (0, 0.5, 1, 1.5, and 2) for the
exponent a and seven values (0, 0.5, 1, 1.5, 2, 2.5, and 3) for the exponent
B. These are the ranges of a and  observed in Section 4.1.2. We simulated
10 networks for each combination of « and B. In each network, the initial
number of nodes is 100, and 20 new edges and one new node are added at
each time step.

For each simulated network, we first estimated A; and By, as described
in the previous section, and then fitted (d + 1)* and (b + 1)P to the estima-
tion results to determine the estimates of « and B. That is, we indirectly
measured how well A; and B;, are estimated by analyzing the estimation
of « and p: if the estimates of « and  are good, the estimations of A; and
By, are probably also successful.

Figure 3.2 presents the true and estimated values of « and . The pro-
posed method successfully recovers « and B in all combinations. This im-
plies that the estimation of A; and By, is good. When f and « are small, the
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FIGURE 3.1: Proposed method compared to conventional
methods for estimating PA and transitivity functions in
two simulated networks. A, B: estimated PA and tran-
sitivity functions from a simulated network with A; =
3(log(maxd,1))?> + 1 and B, = 3(log(maxb,1))>+ 1. C,
D: estimated PA and transitivity functions from a simulated
network in which true A; and B, are A; and B, estimated
from a real-world co-authorship network between authors
in statistics journals. The interval at each point of the pro-
posed method represents the standard deviation obtained
as a by-product of the maximum likelihood estimation. In
both networks, the proposed method successfully captures
the fine details of the PA and transitivity.
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standard errors of B are comparatively large. This appears to be caused by

the instability of the estimation of By, for large b; see Section 4.1.5.
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FIGURE 3.2: True and estimated exponents « and f from the
power-law forms A; = (d+1)* and B, = (b + 1)P. The
exponents are estimated by a two-step procedure: first, A,
and By, are estimated jointly by the proposed method, and
then (d + 1)% and (b + 1) are fitted to the estimated results
by least square using the actual values. Each estimated point
is the mean of the results of 10 simulations, with the error
bars displaying the two standard errors of the mean.

3.4 Quantifying Contribution Amounts of PA and

Transitivity

Our model provides a simple answer to a previously un-raised yet fas-
cinating question: how can one compare the amount of contributions of

PA and transitivity in the growth process of a network? To the best of our
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knowledge, no attempt has been made to quantify the amount of contribu-
tions of different network growth mechanisms. To answer this question,
one must determine a meaningful method to define the amount of contri-
butions, so that they are computable and comparable. We achieve this by
considering the dynamic process expressed in Eq. (3.1). This probabilistic
dynamic process suggests that the variability of the PA /transitivity values
in the set of node pairs is a sensible measure for the amount of contribu-
tions of PA/transitivity.

We define the amount of contributions of PA and transitivity at time
step t, which are denoted as spa (t) and sirans(t), respectively. Taking the
logarithm of both sides of Eq. (3.1), we obtain:

10g2 Pl](t) = 10g2 [Ad,-(t) Adj(t)] + 10g2 Bbi]-(t) — C(t), (3.9)

where C(t) = log, ), Ad(6)Ady(t)Bpy(r) 18 the logarithm of the normal-
izing constant at time step t, and it is independent of i and j. Equa-
tion (3.9) implies that, considering a node pair (i, j) locally, PA and transi-
tivity contribute to log, P;;(t) according to the amounts of log, [Adi(t)Adj(t)]
and log, By, (1) respectively; the amount of contributions is measured by
log, fold changes.

However, the relative sizes of all log, [Adi(t)Adj(t)] and log, By, (1) at that
time step t are ultimately what are important. For example, consider the
case when A; = 1,Vd. In this case, the value of log, [Adi(t)Adj(t)] will be
the same for all node pairs, and thus, the PA plays no role in determining
which pair receives a new edge. By considering the case when B, = 1,Vb,
it can be observed that the same reasoning should apply to log, B;;(t).

This observation prompts us to define spa () and Sgrans(t) as the stan-
dard deviations of log, [A, 1) Ad]-(t)] and log, By, (1), respectively, when (i,7)
is sampled based on Eq. (3.1). Let U(t) be the set formed by all node pairs
(i,]) existing at time step t — 1; that is, all the combinations of two nodes
in G;_1. The probability P;;(t) in Eq. (3.1) can be explicitly expressed as:

Agy()Ad;(1)Bry (1)

P .
2(i,j)eu(t) Ad;(r)Ad;(t) Bog (1)

ij () =
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The aforementioned standard deviations can be calculated as follows:

1/2
spa(t) 1( Y. Py (logz[Adi(t)Adj(t)]EPA(t)>2) , (3.10)
(i

i,j)el(t)

1/2

Strans (£) 1= ( ) Pi]'(t) <log2 By,i(1) — Etrans(t)>2) ’ (3.11)
(i,j)eu(t

in which Epa (t) := X jyeu(r) Pij(t) 1ogy[Ag s )Adj(t)]r and

Etans(t) == Y jyeu) Pij(t )log2 By,;(1)- Although A, and By are only de-

fined up to multiplicative constants, the standard deviations of log, [Adi(t) Adj(t)]

and log, By,,(+) are invariant to the constant factors in A; and By, and thus,

spa(t) and Sgans(t) are well defined. The use of base-2 logarithms en-

ables us to interpret spa () and sirans (f) as log, fold changes; a contribution

value of s indicates a change in the probability of 2° times in Eq. (3.1). We

also note that, although A, and By, are assumed to be time invariant, d;(t),

b;;(t), and P;j(t) change over time, thereby leading to the dynamic nature

of spa (t) and Sgrans(f)-

In real-world situations, the true values A and B are not available to us,
but only their estimates A and B. We insert these estimates into Egs. (3.10)
and (3.11) to obtain $pa (f) and 8trans(t), which are estimates of spa () and
Strans (£), respectively.

The requirement that (i, ) is sampled from Eq. (1) is necessary to re-
flect the probabilistic dynamic process accurately, and leads to the fol-
lowing interpretation of spa(t) and Sgrans(t). Assume that, at some time
step t, we observe m(t) > 2 new edges, the end points of which are
(i1, 1)+ 5 (), m(r))- Consider the sample standard deviation of
logz(Bb,',jl(t)) for] =1,---,m(t), which is defined as

m(t)

Ly— 1 2
htrans(t) = <m l_zl logz(Bbil]-l(i))
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Similarly, define ipa (¢) as the sample standard deviation of log, (Adil () Adjl )
forl =1,---,m(t). Standard calculations then yield Strans ()2 = IE Nirans (t)?
and spa (t)> = E hpa(t)?. By inserting the estimates A and B, we can re-
gard Spa (t) and Suans(£) as the estimates of the expectations of the sample
standard deviations of the PA and transitivity values observed at the end
points of the new edges at time step t. As noted in Section 4.1.3, this inter-
pretation also provides a means to visualize how effectively the model fits
an observed network.

Finally, we note that this quantification approach is not limited to PA
and transitivity. Given a growth formula in which all growth mechanisms
are combined in a multiplicative manner; for example, as in Eq. (3.1), the
standard deviation of the logarithmic values of each growth mechanism

can be used as a measure of the contribution of that mechanism.
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Chapter 4

Real Data Analysis with FoFaF

Our contributions, descriptions and figures in this chapter are based on
our papers (Inoue et al., 2020b).

4.1 Experiments

4.1.1 Real-world Datasets

We apply our proposed method to two scientific co-authorship networks:
SMJ (Ronda-Pupo & Pham, 2018) and STA (Ji & Jin, 2016), in which the
nodes represent authors and the links represent co-authorship in papers.
SM]J includes papers published in the Strategic Management Journal, which
is considered as one of the top journals in strategy and management, from
1980 to 2017. STA includes papers in four statistics journals: the Journal
of the American Statistical Association, the Journal of the Royal Statistical So-
ciety (Series B), the Annals of Statistics, and Biometrika, from 2003 to 2012.
These are generally considered as leading journals in statistics. New and
repeated collaborations are pooled together in both networks. The time
resolution is selected as one year in SMJ and six months in STA.

Table 4.1 presents the summary statistics for the two networks. The
ratios A|V|/|V| and A|E|/|E| are both close to 1, indicating that each net-
work grows from a relatively small initial network, compared to the size of
the final network. As the number of new edges A|E| loosely corresponds
to the amount of available data in our statistical model, STA has the larger
amount of data. The clustering coefficients in both networks are rather
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high, but nevertheless fall within the normal range observed in real-world
networks (Newman, 2001c). The clustering coefficient C of the final snap-

shot can be calculated as
1 Wi
C= v 1; C;.
Note that the coefficient C; of node i is defined as

2A;
i (d:>2
Ci= di(di—1) ( ' ) AR in,jxj,lxl,i/
0 (d;=0,1) il

where x;; = 1 indicates the presence of edges between i and j, whereas

x;; = 0 indicates the absence of edges.

TABLE 4.1: Summary statistics for two scientific co-
authorship networks. |V| and |E| are the total numbers of
nodes and edges, respectively, in the final snapshot; T is the
number of time steps; A|V| and A|E| are the increments of
nodes and edges, respectively, after the initial snapshot; C
is the clustering coefficient of the final snapshot; d,,4y is the
maximum degree; and by,4y is the maximum number of com-
mon neighbors.

Dataset | |V| |E| T A|V]| A|E| C Amax | bmax
SMJ 2704 4131 23 1991 3538 0.378 34 15
STA 3607 6808 19 3261 6509 0.320 65 19

It is instructive to investigate more fine-grained statistics. Figures 4.1A
and B present the distributions of the numbers of collaborators d in the fi-
nal snapshots of SM] and STA, respectively. As the degree distributions in
the two datasets exhibit signs of heavy tails, we fit one of the most rep-
resentative classes of heavy-tailed distributions, namely the power-law
distribution d~"#s, to these degree distributions by means of Clauset’s
procedure (Clauset et al.,, 2009). This procedure first selects the mini-
mum degree d,,;, for which the power-law holds, and then uses a max-
imum likelihood approach to estimate the power-law exponent 7,.,. The

estimated power-law exponents for the degree distributions in SMJ and



4.1. Experiments 39

STA are 2.97 and 3.35, respectively. These values fall within the range of
2 < 7Y4eg < 4, which is a commonly observed range for 7y, in real-world
networks (Clauset et al., 2009; Newman, 2005).

However, the situation with the distributions of b;; is less clear. Fig-
ures 4.1C and D present the distributions of the numbers of node pairs
with b common neighbors in the final snapshots of SMJ and STA, respec-
tively. We also fit the power-law distribution b~7 to these distributions
by means of Clauset’s procedure and find that the estimated power-law
exponents for the distributions of b in SMJ and STA are 2.99 and 3.22, re-
spectively. However, it appears that the power-law form is not a very good
fit for these distributions. The right-most point of b;; in SM] is due to a sin-
gle paper with 17 authors. The ranges of b in the two distributions seem to
be too narrow to draw any definitive conclusion regarding the tails. To the
best of our knowledge, no previous work has studied the distributions of
bij,
the determination of the distributional form of bij is not our main goal, we

in either co-authorship networks or any other network types. Because

leave this task as future work.

4.1.2 Non-power-law characteristics of PA and transitivity

functions

By applying the proposed method to two datasets, we find that the esti-
mated PA and transitivity functions exhibit non-power-law and complex
trends (Fig. 4.2).

In both networks, the value of A; increases on average in d, implying
the existence of the PA phenomenon: when an author gains more collabo-
rators, they are more likely to gain a new one. This is consistent with pre-
vious results in the literature, in which the phenomenon has been found
in collaboration networks in diverse fields (Ferligoj et al., 2015; Kronegger
et al., 2012; Milojevi¢, 2010; Newman, 2001a).

The situation with the transitivity functions is more complex. In both
SM]J and STA, there is a huge jump when b changes from 0 to 1: B;/By
is approximately 60 in SMJ and almost 100 in STA. These jumps in the
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FIGURE 4.1: Distributions of d; and b;; in final snapshots of
two networks. A, B: degree distributions in the final snap-
shots of SMJ] and STA, respectively. These distributions both
display typical heavy-tailed shapes. In each panel, the solid
line indicates the fitted power-law distribution, whereas the
dotted line indicates where the minimum degree d,y,;, is set.
C, D: distributions of the numbers of pairs with b common
neighbors in final snapshots of SMJ and STA, respectively. In
each panel, the solid line indicates the fitted power-law dis-
tribution, whereas the dotted line indicates where the mini-
mum number of common neighbours b,,;, is set. In contrast
to the degree distributions, the ranges of these distributions
of b;; are too narrow for any signs of heavy tails to emerge.
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FIGURE 4.2: Non-parametric joint estimation of PA A; and
transitivity B, functions in SMJ and STA. The vertical bar at
each estimated value indicates a +-2¢ confidence interval. A:
the estimated PA functions increase on average in both net-
works. This implies the existence of the PA phenomenon:
a highly connected author is likely to gain more new col-
laborations than a lowly connected author. B: The transitiv-
ity functions substantially deviate from the power-law form.
While By, increases significantly when b changes from 0 to 1
in both networks, after this initial huge jump, B; remains rel-
atively horizontal in SMJ and only increases slightly in STA.
The huge jump at b = 1 implies that co-authors of co-authors
are at least fifty times more likely to become new co-authors,
compared to the case when no mutual co-author exists.
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By, values have been observed in co-authorship networks (Milojevi¢, 2010;
Newman, 2001a). However, following this initial jump, Bj, remains rela-
tively horizontal in both SMJ] and STA, before increasing slightly again in
SMJ. This complex departure from the power-law form renders any state-
ment regarding a universal transitivity effect moot. However, the value
of By at every b > 0 is at least fifty times higher than By, which suggests
that co-authors of co-authors appear to be at least fifty times more likely to
become new co-authors, compared to the case when no mutual co-author
exists.

A few other jumps in values of A; and By, can be seen in the regions of
large d and b, respectively. However, the sizes of these jumps are compa-
rable with the large confidence intervals in those regions, where the esti-
mations of A; and By, are naturally unstable owing to the fact that there are
comparatively fewer data points in those regions. Therefore, it appears to
be safe to assume that those jumps convey few interesting insights on the
PA and transitivity phenomena.

It is informative to supplement the non-parametric analysis with a para-
metric analysis, because the theoretical literature offers numerous insights
into this context. In this case, we follow standard practice and fit the
power-law functional forms A; = (d +1)* and B, = (b + 1)? (Jeong et
al., 2003; Krapivsky & Redner, 2001; Pham et al., 2015). To determine the
PA attachment exponent « and the transitivity attachment exponent 8, we
substitute these forms into Eq. (3.1), and numerically maximizes the re-
sulting log-likelihood function with respect to « and . Table 4.2 displays

the estimated values of « and B.

TABLE 4.2: Estimated values of PA attachment exponent
« and transitivity attachment exponent $ in two networks.
The values are estimated by the maximum partial likelihood
estimation. The interval provided at each estimated value is
two sigma.

Network | PA attachment exponent & | Transitivity attachment exponent
SMJ 0.93 (0.04) 2.50 (£0.07)
STA 0.84 (4-0.03) 3.05 (+0.04)
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The PA attachment exponent « in both networks is within the sub-
linear region; that is, 0 < a < 1, which is a frequently observed range
in real-world networks (Newman, 2001a; Pham et al., 2015; Ronda-Pupo
& Pham, 2018). While this region has been demonstrated to result in a
heavy-tailed degree distribution when only PA is at play (Krapivsky &
Redner, 2001), no such theoretical result has been observed when PA co-
exists with transitivity. However, it is not entirely unreasonable to expect
that the sub-linear value of « is responsible for the observed heavy-tailed
degree distributions in Figs. 4.1A and B.

The transitivity attachment exponents  are both greater than 1, indi-
cating an exponentially faster growth rate of the transitivity function com-
pared to the PA function. For example, this is evident in STA: while Ay is
less than 10, Byg is already larger than 100. To the best of our knowledge,
no theoretical results are available regarding the effect of f on the struc-
ture of a growing network, even for the supposedly simpler case when
only transitivity exists.

Overall, the results in this section indicate the joint existence of the PA
and transitivity phenomena in both networks. Our non-parametric ap-
proach reveals that a conventional power-law functional form in a para-
metric approach may not be optimal for describing the two phenomena.
The power-law form fits the estimated A, reasonably well up to the middle-
degree part, but it cannot capture the deviations from the power-law form
in the high-degree part. For By, the power-law form is even less suitable.
We note that our findings hold even if we exclude the paper with 17 au-
thors from SMJ; see Section 4.1.5. We hope that our non-parametric find-

ings can offer hints on more suitable parametric forms for A; and By,

4.1.3 Domination of Transitivity in Both Networks

After obtaining the estimates A and B, we can compute the amounts of
contributions of the PA and transitivity phenomena in the growth process
of each network by inserting these estimates into Egs. (3.10) and (3.11).
The estimated amounts of contributions 8pa () and 8yans(t) are indicated
by the solid lines in Fig. 4.3.
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FIGURE 4.3: Estimated and simulated contributions of PA
and transitivity at each time step in SMJ and STA. The con-
tribution amount is measured by log, fold changes in the
model of Eq. (3.1). The solid lines indicate the estimated con-
tributions 8pa (f) and Syans(t), calculated by inserting the es-
timates A and B into Egs. (3.10) and (3.11), respectively. Each
dotted line is the average of the corresponding true contribu-
tions of 100 simulated networks, using A and B as the true
functions. The band around each depicts the interval of +
two times the population standard deviation of the simu-
lated contributions. The solid and dotted lines agree well
with one another, suggesting that $pa (f) and Syrans(f) are re-
liable.

19




4.1. Experiments 45

In each network, Sans(f) is greater than Spa(t) for all t. Looking at
the left panel in Fig. 4.3, the value of 3pa () (red solid line) is around 1 at
t = 1 and it gradually increases up to around 2 at t = 23, where the con-
tribution is measured by log, fold changes. Thus the contribution of PA
in SM] network is around 2-fold change at the beginning and it becomes
around 4-fold change at the end. The value of $irans(t) (blue solid line) is
around 3 with slight increase, meaning that the contribution of transitivity
in SMJ network is around 8-fold change. Although both contributions are
increasing, transitivity has larger impact than PA in the growing mecha-
nism of the SM] network. Looking at the right panel, we again observe
that the contribution of transitivity is much larger than that of PA in the
STA network.

It is worth questioning whether these tendencies also hold for the true
values spa (t) and Sgans(t), or are simply artifacts that arise when we insert
A and B into Egs. (3.10) and (3.11). We demonstrate by means of simula-
tions that, if the true A and B are close to the estimates A and B, sp (t) and
Strans(f) are similar to $pa (f) and 8yans(t). For each real network, we sim-
ulate 100 networks based on Eq. (3.1), using the estimates A and B as true
functions. We maintain all of the aspects of the growth process that are
not governed by Eq. (3.1) the same as those observed in the real network.
This includes using the observed initial graph, and observed numbers of
new nodes and edges at each time step in the simulation. Because A and B
are the true PA and transitivity functions for each simulated network, we
can calculate the true contributions of the PA and transitivity in each sim-
ulated network using Egs. (3.10) and (3.11), respectively. The behaviors
of the simulated contributions are very similar to those of the estimated
contributions $pa (t) and Sirans(t), indicating that the latter are likely to be
reliable.

As explained in Section 3.4, one can interpret the contributions Spa ()
and Syans(f) as estimates of the expectations of fsz(t) and fltrans(t), which
are the sample standard deviations of the PA and transitivity values at the

end points of actually observed new edges at time step t. This is expressed
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as
IEfZPA(t) ~ §PA(t)} IE:fltrans(t) ~ §trans(t)/

where the estimates $pa (#) and Syans(t) slightly overestimate the expecta-

tions, because
E fltrans(t) S (IE fltrans(t)z)l/z ~ §trans(t)-

Figure 4.4 presents the observed values fsz(t) and fztrans(t), the estimates
Spa(t) and Suans(t) of their expectations, and the estimates of their stan-
dard deviations (see Section 4.1.5). The observed values generally fall
within two standard deviations around the estimates of their expectations,
implying that Eq. (3.1) is consistent with the observed data.

SMJ STA
® Sample sd of PA values
® Sample sd of trans. values
== PA contrib.
4.0 == Trans. contrib. .
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FIGURE 4.4: Sample standard deviations of PA and transi-
tivity values at end points of actually observed new edges,
i:lPA(t) and fltrans(f), agree well with their estimated expec-
tations, Spa(t) and Syans(f). This implies that the statisti-
cal model is consistent with the observed data. The band
around $pa (f) depicts the interval of + two standard devia-
tions of ﬁpA(t). The band around 8iyans(t) is similar.

Overall, the data indicate the governing role of transitivity in the growth

processes of both networks: the differences in the transitivity values mainly
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determine where new collaborations are formed. This intuitive result is
consistent with previous results, which found that common neighbors are
more effective than PA for link prediction in co-authorship networks (Liben-
Nowell & Kleinberg, 2007). If the PA dominated, the probability that you
will work with a particular scientist in the future will not be significantly
affected by whether or not you have worked with the scientists he knows.
However, in light of the current result, they may need to be more selec-
tive, because the increase of common collaborators may offer greater ad-
vantages. Furthermore, the results suggest that, beyond mere comparison
of the contribution of PA and transitivity, the following point should be
taken into account in PA modeling. That is, the PA reflects nothing of the
potential connection between the two. The more extensive the range of
data observation, the greater the risk of selecting a person with a large

degree, even though she/he is entirely out of scope.

4.1.4 Diagnosis: Time Invariance and Goodness of Fit

Finally, we consider two questions that are critical to our real-world data
analysis. The first concerns the validity of the time-invariance assump-
tion of A; and By, in two networks: in each network, is the observed data
consistent with the assumption that A; and B;, change little throughout
the growth process? The second is whether Eq. (3.1) is a reasonably good
model for the networks. Although Fig. 4.4 already hints at an affirmative

answer to both questions, we examine each question in finer detail.

Time invariance of PA and transitivity functions

One means of answering the first question is to compare the A; and B, in
Fig. 4.2 with the A; and B; estimated using only a certain portion of the
growth process for many different portions. If they are similar, it is reason-
able to believe that the observed data is consistent with the assumption
that A; and B;, change little throughout the growth process.

To this end, we create three new networks from each original network.
The first new network (“First Half”) contains only the first half of the
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growth process, thereby allowing A; and B, to be estimated in this por-
tion. In the second new network (“Initial 0.5”), we set the initial time at
the middle of the timeline, effectively enabling the estimation of A; and B,
in the second half of the growth process. In the third new network (“Initial
0.75”), we set the initial time at the 3/4 point of the timeline. This network
allows us to estimate A; and By, in the final quarter of the growth process.
The estimated A; and By, in these three new networks then are compared
with the A; and By, values obtained from the full growth process (Fig. 4.5).
A visual inspection of Fig. 4.5 suggests that both the PA and transitivity
functions appear to change little in the growth process of each network,

which validates the time invariance assumption.

Goodness of fit

We use a simulation-based approach to investigate the goodness of fit of
the model. For each real-world network, we reuse the simulation data
used in Fig. 4.3, which consists of 100 simulated networks generated us-
ing the estimated A; and By, of that network as true functions. We com-
pare several statistics of the simulated networks with the corresponding
statistics of the real network. If Eq. (3.1) is a good fit, the observed and
simulated statistics must be close. Similar simulation-based approaches
have been proposed for inspecting the goodness of fit of exponential ran-
dom graph models (Hunter et al., 2008) and stochastic actor-based mod-
els (Conaldi et al., 2012; Lospinoso, 2012).

To provide an overview, we investigate how well the model can repli-
cate the observed degree curves. In Fig. 4.6, for each real-world network
we select ten nodes uniformly at random from the top 1% of all nodes in
terms of the number of new edges accumulated during the growth pro-
cess. For each node, we then plot the evolution line of the observed and
simulated degree values. When this line is closer to the equality line, the
model captures the observed degree growth of that node better. Although
the simulated degree at times tends to be lower than the observed degree
for certain nodes, overall, the lines are reasonably close to the identity line,

implying that the model captures the degree growth well.
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FIGURE 4.5: Time invariance of PA and transitivity func-
tions. A and C: PA and transitivity functions of SMJ. B and
D: PA and transitivity functions of STA. While “First Half”
contains only the first half of the growth process, the initial
time is set at the middle and at the 3/4 point of the time-
line in “Initial 0.5” and “Initial 0.75”, respectively. In each
dataset, all four PA /transitivity functions agree well with
one another, suggesting that the observed data is consistent
with the assumption that the PA and transitivity functions

change little during the growth process.
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FIGURE 4.6: Pairs of observed and simulated degrees of sev-
eral high-degree nodes in two networks. The simulation
data are the same as those used in Fig. 4.3. In each network,
ten nodes are selected uniformly at random from the top 1%
of all nodes in terms of the number of new edges accumu-
lated during the growth process. Each line represents the ob-
served degrees and corresponding simulated values at each
time step of a node. Each simulated value is averaged over
100 simulations. In each network, the pairs of observed and
simulated degrees are reasonably close to the identity line,
suggesting that the model fits the degree curves well.
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For closer inspection, we analyze how well the model replicates the
probability distribution of new edges during the growth process. In par-
ticular, consider sampling an edge ¢ uniformly at random from the set of
all new edges in the growth process. Suppose that e is between a node
pair with degrees D1 and D, (D; < Dj), and the number of their common
neighbors is X. The relative frequency, or observed probability, that D; =
d1, Dy = dy, and X = bis pa, ayp = Ly My ayo(F) / T Ty, Ly Yo ity ay (1),
in which my, 4 5(t) is the number of new edges emerging at time ¢ be-
tween a node pair with degrees d; and d;, and their number of common
neighbors is b. Thus, the probability py, 4, summarizes the information
regarding the associations of dj, dp, and b at the end points of the new
edges throughout the growth process.

Our joint estimation of the PA and transitivity is compared with two
conventional approaches in which PA (Pham et al., 2015) and transitiv-
ity (Newman, 2001a) are estimated in isolation. For each approach, we
first estimate the PA /transitivity function in isolation, and then use the
estimated function to generate 100 networks to determine how well each
existing method replicates py, 4, . To visualize this probability distribu-
tion, which is multi-dimensional, we slice it into many one-dimensional
distributions by means of conditioning.

Firstly, we investigate

dmﬂx d’nﬂx d”’lax
Papes = Pr(Di+Dy=d|X €B) =Y Y paa-ans/ Y, Y. Y. Pidobs
beB dy—0 beB dy—0 dy—d;

with the convention that py, 4,5 = 0 whenever di > dy or dy > djgx.
This is the conditional probability distribution of D; 4+ D; given the event
X € B. Aswe know from Fig. 4.1 that the number of node pairs with b = 0
or b = 1is vastly greater than the remainder, we consider two probability
distributions p,;<1 and p,p>, and their cumulative probability distribu-
tions are illustrated in Fig. 4.7. In all cases, the joint estimation approach
best replicates the observed distributions. It is surprising to observe that
the transitivity in isolation approach, which does not explicitly leverage

any information regarding d, exhibit approximately the same replication
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performance as the PA in isolation approach, which explicitly leverages
this information. This suggests that the dimension of b preserves a fair
amount of information regarding d.

Secondly, we consider

bmax

Pb|(dydp)ep = Pr(X =0b|(D1,D2) € D) = Y payap/ Z Y. Paydops
(d1 dz)ED (d1 d2)€D

where D is a non-empty set of unordered pairs. This is the conditional
probability distribution of X given the event (D1, D;) € D. Given a pair
of nodes with degrees d; and d,, and their number of common neighbors
is b, a natural condition is imposed on b: b must be not greater than either
dy or dy. Therefore, if one selects D such that d; or d, may be too small,
the range of b will be severely limited. For this reason, we consider two
probability distributions: py| max(d,,d,) <9 a0d Pp| max(d, d,)>10- Oth of which
allow a large range for b. Their cumulative distributions are presented
in Fig. 4.8. Once again, the joint estimation approach best replicates the
observed cumulative probability distributions in all cases. While the tran-
sitivity in isolation approach replicates the observed distributions fairly
well in most cases, the PA in isolation approach completely fails to do so
in all cases. This implies that, while the dimension of b appears to pre-
serve a fair amount of information regarding d; and d,, the dimensions of
dq and d; maintain little information regarding b.

Overall, the joint estimation approach performs comparatively well.
The surprisingly good performance of the transitivity in isolation approach
is in agreement with the dominating role of B, in the growth process of
both networks. Combining the results in Fig. 4.6 with those in Figs. 4.7
and 4.8, we can conclude that the joint estimation approach captures both
the first-order and second-order information of the networks reasonably
well. This good fit is consistent with the fact that the key assumption of
the time invariability of A; and By is satisfied in both networks.
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FIGURE 4.7: Observed and simulated cumulative probabil-
ity distributions pg,<q and pgp>, of d = di + dp in two net-
works. For each estimation method, we generate 100 net-
works from the estimation result and report the average val-
ues over 100 simulations. A and B: cumulative probability
distributions pgp<; in SMJ and STA, respectively. C and :
cumulative probability distributions p,>, in SMJ and STA,
respectively. In all cases, our joint estimation approach repli-
cates the observed distributions comparatively well.
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FIGURE 4.8: Observed and simulated cumulative probabil-
ity distributions py| max(d; d,)<9 a0d Pp| max(dy d,)>10 i two net-
works. For each estimation method, we generate 100 net-
works from the estimation result and report the average val-
ues over 100 simulations. A and B: cumulative probability
distributions py| max(d,,4,)<9 in SMJ and STA, respectively. C
and : cumulative probability distributions of py|max(d, d,)>10
in SM] and STA, respectively. In all cases, our joint estima-
tion approach replicates the observed distributions compar-

atively well.
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4.1.5 Further Discussions
Estimation accuracy when f is small

We explain the comparatively large standard errors of B observed when
both B and « are small in Fig. 3.2. Figure 4.9 presents the estimated Bj, and
the number of new edges corresponding to B; in three randomly chosen
networks for two cases: « = f = 0 and & = 0, B = 1.5. The comparatively
large standard errors of B observed when both  and « are small appears
to be due to the instability of B, when b is large. This, in turn, is due to the
relatively small number of new edges corresponding to By, in this region.

Estimation of the standard deviations of /iyrans(t) and fipy ()

We have the following closed-form formula for the variance of the sample

variance Mizans (t)?:

Whtrans ( t) 2 =

) - 3)Strar1s(t>4
t

(logz Bbij — Elog, Bbii)4 N ot Y(m(t) —1)

1 t
m(o) & (

The delta method then provides:

1 -1/2 1 _
Sd<htrans(t)) ~ 5 (]E htrans(t)z) Vhtrans(t)z ~ E (5trans(t)) ! \/ Vhtrans(t)z-

The standard deviation of fltrans(t) then can be calculated by inserting A
and B into the above formula. The standard deviation of fsz(t) follows
the same derivation.

Estimation results in SMJ when excluding outliers

Figure 4.10 presents the estimation results of A; and B;, in SMJ when ex-
cluding one paper with 17 author, compared to those obtained with the

full dataset. The results of the two cases are similar.
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FIGURE 4.9: The comparatively large standard errors of j
when « and B are small are ultimately due to a relatively
small number of data points corresponding to B, when b is
large. A: estimated By, for three random networks when a =
B = 0. The value of By, is unstable for large b. B: estimated
By for three random networks when &« = 0 and g = 1.5.
The value of By is stable for large b. C: average number of
new edges corresponding to b for the networks in panel A.
The instability observed in panel A is due to a small number
of new edges corresponding to b when b is large. : average
number of new edges corresponding to b for the networks in
panel B. Here, the average numbers of new edges for large b
are relatively higher than those in panel C, leading to stable
estimations.
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FIGURE 4.10: Estimated PA and transitivity functions in SMJ
with and without the outlier. The results in two cases are
similar. A: estimated PA functions. B: estimated transitivity
functions.

4,2 Conclusion

In this part, we have provided the proposed statistical network model that
incorporates non-parametric PA and transitivity functions, and have de-
rived an efficient MM algorithm for estimating its parameters. Moreover,
we presented a method that can quantify the amount of contributions of
not only the PA and transitivity, but also many other network growth
mechanisms, by exploiting the probabilistic dynamic process induced by
the model formula.

We demonstrated that the proposed network model provided a reason-
ably good fit to two real-world co-authorship networks, and revealed in-
triguing properties of the PA and transitivity functions in these networks.
The PA function increased on average in both networks, implying that
the PA effect was at play. Excluding the high-degree part, it followed the
conventional power-law form reasonably well. However, the transitivity
function exhibited highly non-power-law behavior in the two networks:
it jumped substantially after b = 0, but remained relatively horizontal or
only increased slightly thereafter. This non-conventional form implies that
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co-authors of co-authors appear to be at least fifty times more likely to be-
come new co-authors, compared to the case when no mutual co-author
exists. Furthermore, we found that the transitivity dominated the PA in
both networks, suggesting the importance of indirect relations in scientific
creative processes.

There are several fascinating directions for further development of the
statistical methodology. Firstly, although the proposed model and most
other network models in the literature assume that the new edges at each
time step are independent, this is hardly the case in real-world collabora-
tion networks, where several co-authorships can emerge simultaneously
from one paper with many authors. The independence assumption is thus
a limitation of our model. It is important to devise a method to verify the
impact of this assumption on the estimation of growth mechanisms. More-
over, efficiently relaxing this assumption may lead to improved models for
scientific collaboration networks. These two problems are left for future
work.

Secondly, it will be interesting to observe whether one could adapt the
time-invariability test developed for stochastic actor-based models (Lospinoso
etal., 2011) to our model. Lastly, it is worth extending our model to handle
transitivity in directed networks.

On the application front, this work has laid out a potentially fruitful
approach for analyzing complex networks, while raising more questions
than it answers. For example, does transitivity always dominate PA in co-
authorship networks? Which parametric forms are capable of capturing
the fine details observed in Fig. 4.2? What are the properties of PA and
transitivity in co-authorship networks at the level of institutions or coun-
tries? We hope that this research will convince informetricians to include

non-parametric modeling of PA and transitivity into their toolbox.
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Chapter 5

HyperPA: A Hypergraph
Approach for estimating
Non-parametric PA Function

Our contributions, descriptions and figures in this chapter are based on
our papers (Inoue et al., 2022).

5.1 Introduction

Network modeling, a notable application of graph theory, can reveal static
and dynamic natures of interactions between individuals in various real-
world complex systems (de Arruda et al., 2018; Riolo & Newman, 2020;
Wang et al.,, 2019). However, in some data domains, there is an informa-
tion loss in simplifying the interaction of complex systems with graphs:
we implicitly break group interactions of three or more individuals into in-
dependent pairwise interactions. For example, in scientific co-authorship
data, papers may be written by more than two researchers. The co-authorship
of such papers is decomposed into pairwise co-authorship when the data
is represented by graphs. This inability to preserve higher-order interac-
tions is a serious limitation of graph representations. We can address this
problem by replacing graphs with hypergraphs (de Arruda et al., 2020).
Using hypergraphs, the co-authorship of each paper can be represented
by one hyperedge, regardless of how many authors the paper has. This
preserves the collectivity of co-authorship (Lung et al., 2018). This study
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aims to examine hypergraph growth models that can capture the dynam-
ics of higher-order interactions in temporal data.

A hypergraph consists of a set of nodes and a set of hyperedges. A
hyperedge contains an arbitrary number of nodes, whereas an edge in
ordinary graphs contains only two nodes. The number of nodes that a
hyperedge contains is referred to as the size of the hyperedge. We note
that this size can take different values for each hyperedge. For a node in
a hypergraph, the number of hyperedges containing it is called its “hy-
perdegree”, whereas the number of edges connected to a node in ordi-
nary graphs is called its “degree”. In hypergraph representations of co-
authorship data, each node and each hyperedge represents one researcher
and the co-authorship of one paper, respectively. The size of a hyperedge
indicates the number of co-authors of the corresponding paper, and the
hyperdegree of a node corresponds to the number of papers the corre-
sponding researcher has written in the past. Hypergraphs have been ap-
plied successfully in a wide variety of domains, including recommender
systems (Zheng et al., 2018), bioinformatics (Mithani et al., 2009), classifi-
cation (Sun et al., 2021), clustering (Kaminski et al., 2019), and document
retrieval (Spitz et al., 2020).

Although there have been many attempts in complex network theory
to model the growth of interactions in temporal data using graph repre-
sentations, there is little existing research on hypergraph-based growth
models. One of the most well-known growth mechanisms is preferen-
tial attachment (PA) (Barabasi & Albert, 1999). PA is a “rich-get-richer”
mechanism that can provide a compelling explanation of the heavy-tailed
degree distributions appeared in many real-world networks. In this mech-
anism, the probability a node will get new edges at some time-step is pro-
portional to its degree, i.e., the number of edges connected to the node up
to that time-step. In case of temporal graph-based models, several models
and estimation methods have been proposed for various growth mecha-
nisms, including PA (Inoue et al., 2020b; Overgoor et al., 2019; Pham et al.,
2015, 2016; Snijders, 2017).

Of the few existing works on hypergraph-based growth models, most
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employ a data-independent growth mechanism which is the linear prefer-
ential attachment (Do et al., 2020; Lee et al., 2021; Liu et al., 2014). This pre-
specification of the growth mechanism risks over-simplifying the poten-
tially complex interactions in real-world datasets. In fact, existing works
that employed graph-based models suggested that the PA mechanism in
real-world temporal graphs is hardly linear (Pham et al., 2015).

In this chapter, we propose a hypergraph growth model with a data-
driven PA mechanism that can be estimated from observed data. Whereas
graph-based PA mechanisms are defined on the degree of a node, our
hyper-graph based PA mechanism is defined on the hyperdegree of a node.
In our PA mechanism, a node with hyperdegree k, i.e., the node is con-
tained in k hyperedges, will belong to a new hyperedge with probability
proportional to Ay, the preferential attachment kernel. For example, the
linear model is specified as Ay = k. The exact form of A is estimated
from observed data.

The contributions of this part can be summarized as follows:

1. We propose a novel hypergraph-based growth model with a non-
parametric PA kernel. What we mean by “non-parametric” is that

the tunable parameter is
A=Ay, Ay A3, .. ] (5.1)

without specific functional forms. Since the model is invariant to
the scale of A, we may set A; = 1 without loss of generality. In
most existing works on hypergraph-growth models, the linear PA
kernel Ay = k is assumed. Such unfounded pre-specification of the
growth mechanism completely ignores the data at hand. In contrast,
in our model, the PA kernel Ay is entirely free of assumptions. We
stress that our non-parametric PA kernel is more flexible than the
one-parameter kernel Ay = k%, which is often employed in graph-
based growth models but not used in any existing hypergraph-based
models. We provide a method to estimate from the data each value
of Ay for each observed hyperdegree k. Specifically, we employ max-
imum likelihood estimation of A for this task and derive a recursive



64

Chapter 5. HyperPA: A Hypergraph Approach for estimating
Non-parametric PA Function

formula that significantly reduces the computation cost of the likeli-
hood function of our model. An R package HyperPA of the proposed
method will be available in (Inoue et al., 2022).

. We provide a new approach to treat a selection bias that arises in

modeling the emergence of new hyperedges with new nodes. Since
parameter estimation in hypergraph-based growth models has not
been considered, there is no existing work on this bias in hypergraph
settings. In conventional graph-based growth models, in order to re-
move this bias, new edges are often removed from calculations of the
log-likelihood function. However, a similar approach of removing
hyperedges from calculations of the log-likelihood function would
discard too much information, since the typical number of hyper-
edges with new nodes can be high in real-world datasets. In our
method we use conditional probabilities in order to treat the selec-
tion bias in a principled way. We note that this approach can also be
applied to graph-based growth models.

. We fit our proposed model to 13 real-world datasets that can be di-

vided into five categories: scientific co-authorship datasets, online
thread participants datasets, online tagging datasets, national drug
code directory datasets, and email datasets. We show that our pro-
posed hypergraph PA model was better in replicating the observed
data compared with conventional graph-based models. When one
considers replications of the observed distributions of local cluster-
ing coefficients, the proposed hypergraph outperformed conventional
models in all 13 datasets. When one considers replications of the ob-
served distributions of the number of triplets, the proposed model
provided the best fit in seven datasets, including all co-authorship
networks. These findings confirm the importance of considering the

collectivity of edges in modeling temporal complex data.

The rest of this part is organized as follows: Section 5.2 describes our

hypergraph-based approach and presents illustrative results of our pro-

posed model. Section 5.3 provides our estimation methodology and the
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hypergraph generation algorithm for our growth model. Section 6.1 ex-
plores the performance of the proposed method in 13 real-world datasets
by comparing it with the conventional method. Finally, Section 6.2 con-
cludes this work and outlines future work.

5.2 Hypergraph PA growth Model

In this section, we first describe our proposed PA growth model for hy-
pergraphs. We then present illustrative results showing the effectiveness
of the proposed model.

5.2.1 Proposed Hypergraph Growth Model

We propose a hypergraph version of the PA model based on the GT model (2.1).
Instead of defining PA growth for edges, we define the probability of PA
growth for hyperedges, i.e., sets of nodes. Let G; = (V4, E¢) be the hyper-
graph at time-step t and C,,(V;) be a family of sets whose elements are the
sets that satisfy B C V;,|B| = m. We define the probability that a node set
B =iy, ip,...,im} € Cu(Vi) acquires a hyperedge of size m at time-step ¢
as follows:
Py(t) o< [ T Ay, (5.2)
icB

where k;(t) is the hyperdegree of node i at time-step f, and Ay is the PA
value of hyperdegree k. We refer to the above proposed growth model
as “Hyper PA”. As in Edge PA (2.1), we assume no functional form for
the PA function Ax. Do et al. (2020) proposed a generative model with
linear PA P « kg for hypergraphs in which kg is defined as the number
of hyperedges that contain the set. However, when the size m is large, i.e.,
|B| > 1, the value of kg becomes zero for almost all B, because such node
sets seldom have hyperedges. Thus, this is not suitable for estimating the
functional form of Aj. Therefore, in our model, we define the PA growth
on the hyperdegrees k; for i € B.

Edge PA and Hyper PA are equivalent only for data where the size
of all hyperedges is two. The difference between Hyper PA and Edge
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PA emerges when we consider the probability of a hyperedge whose size

is greater than two. As an example, let us consider the Hyper PA and
Edge PA for a group interaction occurring on the set of three nodes B =
{i1,1p,i3} at time-step t. In Hyper PA, this interaction is considered as a
single hyperedge and the probability of this eventis Pp(f) Akil ) Ak,-z (t)Aki3 (t)-
On the other hand, in Edge PA, the joint probability for all pairs of nodes

is Py, i, (£) Py, iy (£) Py in (1) o (Adil(t)Adiz(t)Ad,é(t))z' In addition to the differ-
ence between using hyperdegree k; and degree d;, the exponent m — 1 in
Edge PA, which is equal to 2 for the case of m = 3 above, makes the event
of large m very rare.

The value of Ay in Hyper PA can be estimated from observed data
by maximum likelihood estimation. More details of the proposed model,
including a treatment of a selection bias that arises when the observed
node set B contains some newcomer nodes, and estimation method are
described in Sections 5.3.1 and 5.3.2. We can also generate hypergraphs

with a given PA function Ay by a procedure provided in Section 5.3.3.

5.2.2 Illustrative Results

This section illustrates that our proposed Hyper PA model is better than
the conventional Edge PA model and some other baseline models in terms
of goodness-of-fit in two real-world co-authorship temporal networks: STA-
coauthor from the statistics field (Ji & Jin, 2016) and HEP-coauthor from
the high energy physics field (Inoue et al., 2018; Kunegis, 2013). The de-
tails of these datasets are provided in Section 6.1. We first fit the models
to these data by estimating the PA function Ay for Hyper PA by our pro-
posed method and A, for Edge PA by the method in (Pham et al., 2015).
We then compare some statistics of simulated graphs generated from the
titted models with those of the real-world data. The closer the simulated
statistics of a model are to the real-world statistics, the better the model
is in term of goodness-of-fit. To compare the hypergraphs generated by
Hyper PA and the graphs generated by Edge PA, the hypergraphs were
converted into graphs. The detail of the proposed estimation method and

the procedure for generating hypergraph is described in Section 5.3.
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FIGURE 5.1: Hyper PA outperforms conventional models in
reproducing first-order and second-order structures in sci-
entific co-authorship data. (a): Observed and simulated
graphs of STA-coauthor, a dataset of co-authorships in jour-
nals from statistics field. Each graph illustrates the final 8%
increments of the temporal graph. The color of each node
represents the value g; of the maximum size of cliques that
contain the node. § is the average of all g; in the data. Hy-
per PA outperformed Edge PA in reproducing both high val-
ues of g; (red nodes) and the average 4. (b): The observed
distribution of the numbers of co-authors per paper, i.e.,
the sizes of hyperedges, of STA-coauthor and that of HEP-
coauthor, a dataset of co-authorships in high energy physics.
The size of a hyperedge can be enormous, as can be seen
from HEP-coauthor. (c): Observed and simulated probabil-
ity distributions of degrees and local clustering coefficients
in HEP-coauthor. The average values over 10 simulations
are shown. The generated hypergraphs in Hyper PA and
Hyper Uniform were converted into graphs for comparison.
Hyper PA outperformed Edge PA and Hyper Uniform in
replicating both distributions, thanks to hypergraph-based
growth and PA mechanism.
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Fig. 5.1(a) visualizes the final portion in the growth of STA-coauthor
and those of the simulated temporal graphs generated by Hyper PA and
Edge PA. Specifically, we plot the final 8% increments of the temporal
graphs, which correspond to the last 260 papers that appear in STA-coauthor.
To visualize the collectivity of edges around each node, we colored each
node i according to the size g; of the largest clique that contains i. In the
graphs generated by Edge PA, there are fewer red nodes than in the ob-
served data, which means that Edge PA did not capture enough higher-
order information and failed to replicate large cliques. On the other hand,
Hyper PA generated large cliques similarly to those observed in the real
data. This observation can also be supported quantitatively by looking at
the average 7 of q; over the whole graphs in 10 simulations. To the ob-
served value § = 3.26, Hyper PA gave a close match of § = 3.29, which is
much closer than the value § = 2.83 given by Edge PA.

The reason why Edge PA failed to replicate the collective nature of
edge increments in STA-coauthor is that Edge PA adds each edge inde-
pendently. The poor fit of Edge PA is also confirmed for second-order
structures of graphs such as triangles in not only STA-coauthor but also
other real-world co-authorship datasets. See Section 6.1.3 for more results.

As noted earlier, although conventional graph-based models such as
Edge PA may be a reasonable modeling choice if the typical size of hyper-
edges in the data is small, this number can be enormous in some datasets.
Fig. 5.1(b) shows the distributions of the numbers of co-authors per paper
in STA-coauthor and HEP-coauthor. In hypergraph expression of scientific
co-authorship, the number of co-authors of a paper is equal to the size of
the corresponding hyperedge. As can be seen in Fig. 5.1(b), HEP-coauthor
contains many relatively large hyperedges. The maximum hyperedge size
is 201 for the HEP-coauthor and 10 for the STA-coauthor. More detailed
data descriptions for all datasets used in this part are provided in Sec-
tion 6.1.1. For a dataset that has a tendency for edge collectivity as strong
as HEP-coauthor, one would expect clear differences between Hyper PA
and Edge PA. The following experiment in Fig. 5.1(c) illustrates this point.

In Fig. 5.1(c), we demonstrate that both hypergraph-based growth and
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PA mechanism are needed to provide a reasonably good fit to HEP-coauthor.
To this end, we add another baseline model, namely Hyper Uniform, that
is a special case of Hyper PA in which Ay = 1 for every hyperdegree k, i.e.,
there is no PA effect in Hyper Uniform. Fig. 5.1(c) shows the observed and
simulated probability distributions of degrees and local clustering coeffi-
cients. The local clustering coefficient, whose mathematical definition is
given in Section 6.1.3, is a popular way to express the density of triangles
around a node. The distribution of local clustering coefficients can be used
to express the degree of collectivity of edges in the data.
From Fig. 5.1(c), the following observations can be made.

1. Hyper PA outperformed both Edge PA and Hyper Uniform in repro-
ducing the overall degree distribution, thanks to both the hypergraph-
based growth and the PA mechanism. Although Edge PA captured
better the right tail of the degree distribution compared with Hy-
per Uniform, both Edge PA and Hyper Uniform underestimated the
portion of low degrees compared with Hyper PA. This implies that
the PA mechanism may be responsible for reproducing the right tail
of the degree distribution, whereas the hypergraph-based growth is
potentially responsible for replicating the left tail.

2. In replicating the distribution of local clustering coefficients, Hyper
PA also outperformed both Edge PA and Hyper Uniform. Edge PA
significantly underestimated the local clustering coefficients, which
implies that it could not capture the collectivity of edges in the data.
This is expected, since Edge PA adds edges independently.

To summarize, both hypergraph growth and PA mechanism are crucial in
capturing first-order and second-order structures of the data. Hyper PA
employs both ingredients and thus was able to provide good fits to STA-
coauthor and HEP-coauthor compared with conventional models. Further

experiments are provided in Chapter 6.
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5.3 Methodology of Estimation

In this section, we describe the maximum likelihood estimation of the PA
function in our model and pseudo codes for generating temporal hyper-
graphs from our model. In addition to the derivation of the likelihood
function, we provide a recursive formula that enables a fast calculation of
the likelihood function. We also provide a principled approach based on
conditional probabilities for handling a selection bias that arises in model-

ing the emergence of new hyperedges with newcomer nodes.

5.3.1 Maximum Likelihood Estimation
Likelihood Function

We first derive the likelihood function of A for Hyper PA model. As we
described in Section 5.2, our growth model (5.2) is based on the undirected
GT model. Therefore, the derivation of the likelihood function in Hyper
PA model here is also based on previous works (Inoue et al., 2020b; Pham
et al., 2015, 2016) where maximum likelihood estimation of the PA func-
tion is derived for the GT model.

We define some notations needed in the exposition. Let G; = (V;, E;)
be the hypergraph at time-step t. V; and E; are the node set and the hy-
peredge set, respectively. Let {G;}]_, be the hypergraph sequence, and
{h:}_| be the sequence of the number of hyperedges added to the hyper-
graph at each time-step. We denote the size of each hyperedge at time-step
tasm; = [mtll, el mt,h,] and the number of newcomer nodes that appear
with each hyperedge as n; = [n41,...,ny,|. For the I-th (1 < < Iy) hy-
peredge at time-step ¢, its size is given by m,; ;, and we have 0 < n;; < m, ;
the number of newcomer nodes is 1;; and the number of existing nodes is
my; — ng ;. This hyperedge contains solely existing nodes if n;; = 0, and
contains solely newcomer nodes if 1, = m; .

Now we consider the probability that some node set B;; whose size is

m; | acquires a new hyperedge of size m; ;. If we assume that B;; contains
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only existing nodes, the acquisition probability is:

[Ties,; Ax(t)

Py, (1) = p
tl EB/ECmt/l(Vt) Hi/EB/Aki/(f)

(5.3)

where Cy,,,(V}) is the family of sets such that a set B belongs to Cy,,, (V})
if and only if B C V; and |B| = m;;. The case that B;; contains some
newcomer nodes needs some special care, since there is a selection bias.
This problem is treated in Section 5.3.2.

Suppose that the joint distribution of h;, m;, and n; is governed by the
parameter vector 6;, and that the initial hypergraph Gy is determined by
Oinit. As in previous works (Inoue et al., 2020b; Pham et al., 2015, 2016),
we assume that 0; and 0;,;; are independent of A in growth process. This
assumption is interpreted as follows: the increments of hypergraph (i.e.
the number of additional nodes and hyperedges) at each time-step are in-
dependent of the PA growth. With this assumption, the probability of the
observed data can be written as:

O/---/GT>

P(G¢|G—1)P(Go)

I
i 2

I
—1~

P(G¢|Gt—1, ht, my, ny, A)P(hy, my, n|Gy_1, 0)

T
—_

- P(Go|Binit)-

Taking the logarithm of both sides, the log-likelihood function of A can be

expressed as:

L(A|Go,...,Cr)
T

=) log P(G¢t|Gt—1, ht,my,ny, A)
=1

_|_

T
log P(h¢, my, 1¢|Gi—1, 0¢) + log P(Go|Binit )-

t=1
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Since on the right-hand side only the first term includes the PA function A,
we can omit the other terms related to the nuisance parameters 0in;; and
0. The log-likelihood function can then be rewritten as follows:

L(A|Gy,...,Gr)

=) log P(G|Gt1, T, my, mi, A)

= Z log Pg,, (1) (5.4)

T h
- Z log ( Z HAki(t)) . (5.5)

B'€Cp, (Vi) ieB’

Note that we substituted (5.3) into (5.4).

The maximum likelihood method estimates the value of A by maxi-
mizing L(A|Gy, ..., Gr). The parameter vector A in (5.1) actually includes
only elements Ay with the observed values of k in the dataset. In addition,
to reduce the number of parameters, we employ the “logarithmic binning”
(Inoue et al., 2020b; Pham et al., 2015, 2016) of k, where we set Ay, 1 = Ag
in groups of k values.

Since (5.5) is computed numerically, we need its efficient evaluation.
The term ZB’ecmu(Vt) [ Tiep Ak, (1) is the normalization of the probability
(5.3), which is the summation of the probabilities of every node set in
Cm,,(Vt). When the hyperedge size m;, is large, the computational cost
of this term becomes intractable in a naive calculation. This is because of
the combinatorial explosion of the number of possible node sets. Specifi-
cally, when the number of nodes in the entire hypergraph at time-step ¢ is

N(t), the computational complexity of a naive calculation is O/(( ]:In(tl) ) =

(%), which scales exponentially in N (¢) if N(¢) is much larger

than m;;. Next we describe a fast computation which scales linearly in
N(t).
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A Recursive Formula for Fast Computation of the Normalizing Factor

A fast computation of the normalizing factor

Smt)= ), TTAxw (5.6)

B'eCpy(Vy) icB

is possible if one can find a way to reduce the numbers of summations
needed by exploiting its recursive structures.

Our key observation is that (5.6) is in fact an elementary symmetric poly-
nomial, namely, it is the sum of all distinct products of m distinct variables.
We define the elementary symmetric polynomial ey, (x1,...,x,) (0 < m <
n) with variables x1, ..., x, as follows. For m = 0, ep(x1,...,x,) = 0, and
form > 0,

em(x1,..., %) = Z Xiy Xiy = Xipy -
1<iy <ip< - <iym<n

From the definition above, the normalizing factor can be written as an el-

ementary symmetric polynomial of a suitable choice of variables, namely

Sm(t) = em(Akl(t)' .. "AkN(t)(t))'

We also define the m-th power sum as

pm(xlr---/xn) = leml

n
i=1

where m and n are positive integers. According to Newton’s identities (Baker,

1959), we have:

em(X1, .., xn)

1 & -
:E Z(_l)] 1€mfj(xlr---/xn)Pj(xll---/xn)/
=1
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for all positive integers m and n satisfying m < n. We finally arrive at the

key recursive formula:

Y (=1 S i (DPi( Ak (1) Ak () (5.7)
=

Sm(t) =

Note that m < N(t) always holds in hypergraphs. Our approach is to use
this formula recursively to calculate the normalizing factor S, (t). Since
the calculation of the power sums is dominating in (5.7), the time complex-
ity of calculating S, () can be reduced from O (%) to O (m>N(t)).
By utilizing (5.7), the log-likelihood function given in (5.5) can be opti-
mized by standard numerical methods such as quasi-Newton methods or

MM algorithms (Pham et al., 2015).

5.3.2 A Selection Bias in Modeling The Emergence of New
Hyperedges with Newcomer Nodes

We consider the case that the node set B; ; contains some newcomer nodes.
Denote such B;; simply as B. Naively treating the hyperdegree of new-
comer nodes as k = 0 causes a selection bias, since in that way such new-
comer nodes with hyperdegree k = 0 acquire new hyperedges a priori.
Here we assume for our dataset that newcomer nodes are included in G
only when they got a hyperedge. This may lead to overestimation of the
true value of Ay. We are going to solve this problem by considering condi-
tional probabilities given that newcomer nodes acquire new hyperedges.

Whereas one can use an existing remedy for a similar bias occurring in
graph-based models (Pham et al., 2015, 2016), this conventional approach
is sub-optimal in hypergraph settings. Specifically, this approach excludes
any new hyperedge that contains some newcomer nodes in calculating
the log-likelihood in (5.4). Since the proportion of new hyperedges with
newcomer nodes can be high in many real-world data (Guimera et al.,
2005), this leads to throwing away too much data and risks destabilizing
the estimation of Ay.
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Assume that B consists of By and B, where B is the set of newcomer
nodes and B, is the set of existing nodes. Instead of throwing away all
the information contained in B as in the existing remedy approach, our
approach is to salvage the portion of information contained in the event
that a new hyperedge emerges on the set B, of existing nodes, given that
the hyperedge also contains the set B; of newcomer nodes. We will include
a term for B, in the log-likelihood function, and thus it contributes to the
estimation of A. However, we do not estimate A, because we assume that
existing nodes have at least one hyperedge.

This intuition can be formalized as follows. For convenience, we de-
note Vaew = Vi \ Vi1, Vexist = Vi_1. With these new notations, note that
B = B1UBy, B C Vpew,and By C Vst Let n and m’ be the sizes of B; and
By, respectively, and thus the size of Bis m = n + m’. Now we consider
the conditional probability that B gets a new hyperedge, conditioned on
the event that the set of newcomer nodes is equal to some pre-specified set
B* with B* C Vpew. This conditional probability can be written as:

Pg|p,—p+(t)
_ [Tics, Akt
Y ByeC,y (Viast) L LBy Ak ()

(5.8)

which is essentially equivalent to (5.3) but applied to the B, part. In other
words, we simply ignore the By part. In calculating (5.4), if the observed
node set B;; contains only existing nodes, one uses (5.3), whereas if it con-
tains some newcomer nodes, one uses (5.8). Note that in (5.8), all cal-
culations occur solely on existing nodes. Therefore, we can remove the
selection bias and obtain a stable estimate of Ax(k > 0) at the same time.
The calculation of the denominator of (5.8) can also be accelerated by the

recursive formula (5.7). We next provide a derivation of (5.8).

Derivation

We here derive the conditional probability (5.8). Let G; = (V4, E¢) be the
hypergraph at time-step t. V; and E; are the node set and the hyperedge
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set, respectively. For convenience, we denote Vpew = Vi \ Vi1 and Veyist =
Vi—1. Recall that Hyper PA determines the probability that a set B of m
nodes will acquire a hyperedge of size m. Let B; and B, be the sets of the
nodes satisfying B = By U By, B| C Vnew, B2 C Vexist, |B1| = 1, and |By| =
m —n = m'. We here decompose (5.2) into the conditional probability
given that By = B* for a pre-specified set B* C Vyew and the probability of
observing B*:

Pg(t)
=Pg,uB, (1)
=Pp,UB,,B,=B* (1)
=Pg, B, |By=B+(t) P =B+ (t). (5.9)

The term Pp p,|p,—p+ (t) corresponds to the desired conditional probabil-
ity in (5.8). Note that we denote B* C Vpew and not B* = Vjew because
we allow the temporal hypergraphs to add multiple hyperedges at each
time-step t. With (5.3) and (5.9), we obtain:

Py, B, B, =5+ (f)
_ Ppus, ()
Pp,—p- (t)
(Iien, A, (1)) (TLiep, Ak;(r))
ZB/ECm( VexistYVnew) Hz’eB’ Ak (1)
) ([, Ary(n) Tiepy Axy 1)

ZB/GCm( VexistUVnew) H7/€B/ Ak /( )

(HzeBl Ayt > (HzeBz Ag (e ))

(HieB1 > (ZB’GC Vewist) L€y Ak, ())
HzeBz Ar )
EBzeC Vexist) Hz '€B) Ak/( t)

= Z ;
BzeCm/ (V

ex1st

thus showing (5.8).
So far we have assumed that By = B* is pre-specified, but we can
change the setting so that B; is randomly sampled from Vye,, with P(By) =
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1/( ‘V‘;‘*W‘ )- Then log P(B;) terms may be added to the log-likelihood func-

tion L(A|Go, ..., Gr). However, since log P(B1) does not involve A, it does
not change the maximum likelihood estimation of A.

5.3.3 Algorithm for Generating Hypergraphs

In this section, we describe the procedure for generating hypergraphs
in simulations. The pseudocode for our proposed hypergraph generator
is provided in Algorithm 1.

First, we describe how to determine the input of the generator. By
using real-world observations, we can set reasonable values in our simu-
lations; inputs (ii) to (vi) can be given directly as descriptive statistics of a
dataset, whereas input (i) needs to be estimated from the data. Ay can be
given either as an estimated nonparametric sequence or a function with
estimated parameters.

At each time t of the iteration in the procedure, the set of nodes that

acquire a new hyperedge (09t at line 5) is sampled from the Hyper PA
model with the HyperPA procedure, which is described at the bottom of
Algorithm 1 as a subroutine. We use the conditional probability given
in (5.8) of Hyper PA to separate the effects of the node birth process from

the hyperedge acquisition process. In our experiments, the set of new-

new

comer nodes (v}*" at line 4) is simply taken from the history of a dataset;

this is not explicitly described in Input though.
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Algorithm 1 The proposed Hyper PA generator for temporal hypergraph.

Input: (i) preferential attachment: A

(i) initial hypergraph: Gy = (V, Ep)

(iii) timespan : T

(iv) sequence of the number of new hyperedges: {h;}]_;

(v) sequence of hyperedge size: {m;}]_,,
my = [mt,li'--/mt,ht]

(vi) sequence of the number of emerging nodes: {n;}]_;,
ny = [”t,lr---rnt,ht]

Output: evolving hypergraph: {Gt};‘rzl, Gt = (V4 Ey)
1: fortimetin[1,...,T] do
set Vi «+— Vi1 and E; «+ E: 4
foriin[1,...,h] do
U™ < set ny ; newcomer nodes
vt « sample m;; — n;; nodes from V;_; by Hy-
PERPA(A, Gt_1, my i, Tlt,i)
6: e; < set a hyperedge containing oW U vt
7: add v7*" to V} and ¢; to E;
8: end for
9: Gt + (Vt, Et)
10: end for
11: return {G:}],

subroutine: HYPERPA (A, G;_1,myj, 1y ;)

12: {kj};\]:q) < calculate the hyperdegrees for all existing nodes at time
t—1 from hypergraph G;_;

13: vaISt < sample m;; — n;; nodes according to the probability Pp(t) o
[Tjes Akt B € Cimnyyn,; (V1)
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Chapter 6

Real Data Analysis with HyperPA

Our contributions, descriptions and figures in this chapter are based on
our papers (Inoue et al., 2022).

6.1 Experiments

In this section, we first describe the real-world datasets and then present
the estimation results for the PA function Ay in these datasets. We then
perform simulations to evaluate goodness-of-fit of our proposed hyper-
graph model.

6.1.1 Real-world Datasets

We use 13 real-world datasets as temporal hypergraphs in experiments.

The datasets can be divided into five categories.

¢ Scientific co-authorship datasets: Each node is an author and each
hyperedge is a set of authors who have written a paper collabora-
tively. We use the following four datasets: Complex Network The-
ory (CMP-coauthor) (Pham et al., 2020), High Energy Physics (HEP-
coauthor) (Inoue et al., 2018; Kunegis, 2013), Strategic Management
Journal (SMJ-coauthor) (Ronda-Pupo & Pham, 2018), and Statistics
(STA-coauthor) (Ji & Jin, 2016).

* Online thread participants datasets: Each node represents a user

answering questions on threads and each hyperedge describes a set
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TABLE 6.1: Summary statistics and experiment results for 13 datasets. Summary statistics of the datasets
described in Section 6.1.1; T is the number of time-steps, N is the number of nodes, L is the number of
edges, H is the number of hyperedges, M is the average size of the hyperedges, 7 is the power-law expo-
nent of the degree distribution, and C is the clustering coefficient. Here L and H are counting repetitions
in duplicate. a is the estimated PA exponent by fitting the proposed hypergraph-based growth model in
Section 6.1.2. Each of E%iPet i the mean value of the error between the probability distributions of the
numbers of triplets in observed and simulated data with Edge PA (EP), Hyper Uniform (HU), and Hyper
PA (HP) in Section 6.1.3. Each of E'°@! is the mean value of the error between the distributions of local
clustering coefficients averaged over nodes with each degree in observed and simulated data with EP,
HU, and HP in Section 6.1.3. For each of E'Plet and Eloal the values are expressed in percentages, and

the best values are in bold (lower is better).

[Etriplet Elocal

T N L H M 0% C o EP HU HP EP HU HP
CMP-coauthor 57 1498 3095 880 285 267 069 1.44(+0.08) 3.0 0.8 1.0 216 146 7.6
HEP-coauthor 85 6798 293484 1446 146 223 033 1.04 (£0.04) 3.5 4.0 1.8 40.5 52 3.0
SMJ-coauthor 108 2704 4131 2243 226 235 038 1.18(+0.09) 42 1.3 0.5 17.4 6.9 2.6
STA-coauthor 44 3607 6808 3247 236 290 032 1.19(+0.05) 3.9 14 0.3 16.6 49 3.1
ask-ubuntu-user 50 4520 2296 5000 1.37 220 0.06 1.52(£0.10) 0.6 0.7 0.2 6.7 2.7 0.9
math-sx-user 50 3972 8711 5000 2.07 207 010 1.19 (%0.05) 2.6 3.3 0.7 11.3 4.0 0.5
stack-overflow-user 50 6456 4742 5000 1.66 3.00 031 1.39(%0.10) 1.6 0.8 0.4 12.9 3.8 2.2
ask-ubuntu-tags 50 1428 16095 5000 2.75 2.01 0.14 1.04 (+0.01) 2.5 72 1.5 8.5 10.3 2.5
math-sx-tags 50 970 11471 5000 236 2.07 0.18 0.97 (+£0.02) 22 6.9 1.8 106 122 3.7
stack-overflow-tags 50 3705 18240 5000 295 210 0.06 1.10(=£0.03) 3.9 57 6.9 7.8 53 2.0
NDC-classes 50 632 16201 4995 263 1.79 0.58 0.91(£0.02) 6.0 12.2 5.6 490 394 19.4
NDC-substances 50 1425 26395 4996 1.85 1.85 047 1.15(£0.08) 3.0 5.4 3.8 386 123 2.7
Eu-email 38 681 19454 5000 237 1.82 055 0.77 (£0.02) 4.6 4.5 3.1 343 262 13.3
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of users in a thread in which questions are posted. We use three
datasets created from sub-forums of the online Stack Exchange fo-

rum: ask-ubuntu-user, math-sx-user, and stack-overflow-user.

* Online tagging datasets: Each node is a tag and each hyperedge
is a set of tags associated with a question. We use three datasets
created from sub-forums of the Stack Exchange forum: ask-ubuntu-

tags, math-sx-tags, and stack-overflow-tags.

* National drug code (NDC) directory datasets: We use two datasets:
NDC-classes and NDC-substances. Each node is a class label of drugs
(NDC-classes) or a substance in drugs (NDC-substances) and each
hyperedge is a set of class labels of a drug or a set of substances in a
drug.

* Email network datasets: Each node is an email address and each
hyperedge is a set of email addresses of the sender and all recipients
contained in an email. There is one dataset in this category: Eu-

email.

Except for the four scientific co-authorship datasets, the remaining datasets
are from the hypergraph collection of Benson et al. (2018).

Some preprocessing is needed before one can perform model fitting.
For each dataset in Benson et al. (2018), we extracted the latest 5000 hyper-
edges for analysis. In addition, several datasets with too few or too many
nodes extracted from Benson et al. (2018) are excluded from the analy-
sis and not listed here. In each dataset, we set the initial state Gy as the
first 50% of each data in terms of the number of edges. In co-authorship
datasets, except for STA-coauthor, the original datasets only have tempo-
ral graphs and do not contain hyperedges. For this reason, we heuristi-
cally reconstructed the hyperedges from the increments of edges at each
time-step. Specifically, at each time-step, we repeatedly replaced the new
edges that constitute the largest clique with a new hyperedge until there
was no more new edges. We tested this procedure on the STA-coauthor,
and confirmed that all hyperedges were successfully reconstructed from

its graph representation.
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Table 6.1 shows some summary statistics of the datasets. It is important
to note that HEP-coauthor contains large collaborative research projects
such as accelerator physics (Kahn, 2017), and hence the average number
of co-authors per paper (i.e., the average size of hyperedges) is larger than
the other datasets.

6.1.2 Preferential Attachment in 13 Datasets
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FIGURE 6.1: Our proposed method can estimate the PA
function Ay from observed temporal hypergraphs without
any assumptions on the functional form of A;. We gener-
ated synthetic hypergraphs from the Hyper PA model, and
applied our method to recover the PA function from the sim-
ulated data. (a): Hyper PA 1 with Ay = 3(logk)? + 1 as the
true PA function. (b): Hyper PA 2 and Hyper PA 3 with
A = k% and Ay = k', respectively, as the true PA func-
tion. In the three functional forms, the method successfully
recovered the PA functions.

We first demonstrate that our estimation method works in some hy-
pergraphs generated from the Hyper PA model. We generated one hyper-
graph (Hyper PA 1) using the PA function A; = 3 (logk)”* + 1, and two
other hypergraphs, namely, Hyper PA 2 and Hyper PA 3, using the PA
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function Ay = k* with « = 0.5 and a = 1.5, respectively. The former func-
tional form is also used in previous works (Inoue et al., 2020b; Pham et al.,
2015) to verify the nonparametric estimation of the PA function for graph
growth models. The latter log-linear form is a widely-used form for the PA
function A; of Edge PA with degree d, as described in Section 5.2. When
applying the hypergraph generator of Algorithm 1 in Section 5.3.3, input
parameters other than Ay were determined from STA-coauthor in order
to generate realistic hypergraphs. Fig. 6.1 shows the estimation results for
each of the generated hypergraphs. Without making any assumptions on
the functional form of the PA function, each estimation result captured
reasonably the shape of the corresponding true PA function.

= = =
o o o
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w
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FIGURE 6.2: Nonparametrically estimated PA values of Hy-
per PA in four real-world datasets: HEP-coauthor, STA-

coauthor, math-sx-user, and NDC-substances.

The esti-

mated Ay are generally increasing, which implies the exis-
tence of preferential attachment in hypergraph growth. PA
exponent « calculated with the estimated PA values for all
datasets including the above four datasets are given in Ta-

ble 6.1.

We next estimated the PA function Ay by our proposed method in
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all datasets. Fig. 6.2 illustrates the nonparametrically estimated values
of the PA functions of Hyper PA model in HEP-coauthor, STA-coauthor,
math-sx-user, and NDC-substances. The nonparametrically estimated Ay
in these datasets increase on average, which indicates the existence of
the PA effect. Furthermore, they are substantially linear in log-log scale.
Therefore, we also fitted the log-linear form Ay = k* with hyperdegree k to
the estimated Ay values and calculated the exponent « by the least-squares
method. The values of PA exponent « of Ay for all datasets are given in
Table 6.1. Since the estimated attachment exponents « are greater than 1 in
all co-authorship datasets and thread participants datasets, the PA effect is
superlinear in those datasets. And the values of « for the tagging datasets
and NDC datasets were all in the range of 0.9 to 1.2, and 0.77 for Eu-Email.
This result suggests the existence of the PA effect, particularly the strong
PA effect in the co-authorship datasets and thread participants datasets.
For example, in co-authorship data, the PA effect is that authors who have
written more papers in the past are more likely to write new papers in the
future.

In the 13 real-world datasets, we found that, while PA successfully cap-
tures first-order structures, it alone cannot explain the observed second-
order structures. Fig. 6.3(a) shows a remarkably high correlation between
the estimated attachment exponent & with the power-law exponent 7 in
the real-world datasets. There is a theoretical reason for this high corre-
lation. In PA trees with Ay = k*, v has been shown to be highly corre-
lated with « when & < 1 (Krapivsky & Redner, 2001). Extrapolating this
result to our hypergraph-based growth model, it is reasonable to expect
that when the average size of hyperedges is not large, the degree distri-
bution of our model behaves similarly to that of a PA tree. This explains
the observed high correlation between & and -y when a is around 1. How-
ever, given «, one cannot infer too much about the clustering coefficient
C, as can be seen from the high variation of C in Fig. 6.3(b). This implies
that PA alone cannot explain second-order structures, which is expected
since PA is only a first-order mechanism. It is reasonable to expect that
second-order structures, such as the clustering coefficient C, also depend
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on various higher-order growth factors, such as the distributions of sizes

and numbers of hyperedges at each time-step.

6.1.3 Evaluation of Goodness-of-fit for Second-order Struc-

tures

In this section we perform additional experiments to compare the pro-
posed Hyper PA model with some baseline models in reproducing second-
order structures in the observed data. As in Section 5.2.2, in addition to
Edge PA and Hyper PA models, we also consider the Hyper Uniform
model. This special case of the Hyper PA model uniformly adds hyper-
edges, i.e., the PA function in Hyper Uniform is Ay = 1 for all hyperde-
gree k. As already described in Section 5.2.2, we will adopt a simulation-
based approach to investigate the goodness-of-fit of the models. Specif-
ically, we will generate networks from each model and compare several
important statistics of the generated data to those of the real-world data.
In each dataset, Hyper PA incorporates Ay estimated in the previous sec-
tion, and Edge PA incorporates A; obtained from a nonparametric esti-
mation method (Pham et al., 2015). Since Edge PA generates graphs, we
converted hypergraphs generated by Hyper PA and Hyper Uniform into
graphs for comparison.

One of the most important graph properties often found in real-world
networks is triangle-rich, which is manifested as a high value of the clus-
tering coefficient (Bianconi et al., 2014; Newman, 2001a). We here examine
the distribution of the number of triangles that each node has. We denote

the number of triplets of node i as:
Aj =Y X ixj g,
il

where x;; = 1 indicates the presence of edges between i and j, whereas
x;; = 0 indicates the absence of edges. Fig. 6.4 shows the observed and
simulated cumulative probabilities of the numbers of triplets in represen-
tative cases when Hyper PA succeeded and when it failed. When Hyper
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FIGURE 6.4: Observed and simulated cumulative proba-
bility distributions of the numbers of triplets in some rep-
resentative datasets. For each of 13 datasets, we gener-
ate 10 graphs by Edge PA, and 10 hypergraphs by Hyper
PA and Hyper Uniform, respectively. The generated hy-
pergraphs are converted into graphs for comparison. The
average values over 10 simulations are compared with the
observed distributions. To illustrate, we show the ob-
served and simulated distributions for four representative
datasets: HEP-coauthor, STA-coauthor, math-sx-user, and
NDC-substances. The quantitative comparison results for
all datasets are given in Table 6.1. In datasets where Hyper
PA is the best, Edge PA often over-estimates in the region of
small numbers of triplets, as can be seen in HEP-coauthor,
STA-coauthor, and math-sx-user. This is expected, since the
independence of edges in Edge PA makes it more prone to
produce nodes with a small number of triplets. For NDC-
substances, Hyper PA and Hyper Uniform failed by under-
estimating in the region of low number of triplets, while
Edge PA performed well.



88 Chapter 6. Real Data Analysis with HyperPA

PA succeeded, Edge PA often over-estimated the region of small number
of triplets, which may be caused by the edge independence assumption
in Edge PA. When Hyper PA failed, it often under-estimated the region of
small number of triplets. Table 6.1 shows a quantitative comparison for all

datasets using E™P!¢t, which is calculated as follows:

. 1 me
Etrlplet N Z ’pobs A/ Psim(A;I) ,
in ;—

where Ny, is the number of logarithmic bins, and pgps and psim are the
probability distributions of the numbers of triplets in real-world data and
simulation data, respectively. We note that Ay, ..., Ay, are the logarith-
mic binning of A, and we describe the result with Ny, = 10 in Table 6.1.
Hyper PA provided the best fit in 10 datasets, whereas Edge PA and Hyper
Uniform prevailed in the remaining three.

For closer inspection, we investigate the density of triangles around
nodes, i.e., the local clustering coefficient. The high density of triangles
in low-degree nodes is a signature property of many real-world networks.
This property is also important since it may make practical tasks such as
low-dimensional embedding more difficult (Seshadhri et al., 2020). The
local clustering coefficient of node i with degree d; is

24,
C: — J dildi-1) (di 22)
=
0 (d; = 0,1).

The average of C; over all nodes in a graph is called the clustering coeffi-
cient. We analyze the distribution of C; averaged over nodes that has the
same degree d:

Y. G, 6.1)

Nd i€V,

where the set V; is all nodes with degrees d in a graph, and Nj is the
number of nodes in V;. Fig. 6.5 shows the observed and simulated dis-

tributions C(d) for some representative datasets. Hyper PA succeeded
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FIGURE 6.5: Observed and simulated local clustering coef-
ficients averaged over nodes with degree d in some repre-
sentative datasets. See Fig. 6.4 for simulation settings. To il-
lustrate, we show the observed and simulated C(d) for four
representative datasets: HEP-coauthor, STA-coauthor, math-
sx-user, and NDC-substances. The quantitative comparison
results for all datasets are given in Table 6.1. In these four
datasets, Hyper PA succeeded in replicating the signature
decreasing of C(d) when d increases. Edge PA often under-
estimated C(d), especially in the region of low 4.

in reproducing the signature decreasing of C(d) when d increases, while
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Edge PA under-estimated C(d), especially in the region of low d. Table 6.1
shows a quantitative comparison in all the 13 datasets using E!°®@, which
is calculated as follows:

N in
Elocal_ 1 i{c (d’)—C (dl)
- Nbin = obs\%p sim\4y

7

where Ny, is the number of logarithmic bins, and C,,s and Csim are (6.1)
of observed and simulated data, respectively. We note thatd, .. ., d}\,bm are
the logarithmic binning of 4, and we describe the result with Np;,, = 10 in
Table 6.1. Out of the 13 datasets, Hyper PA provided the best fit in all.
Hyper Uniform prevailed over Edge PA in 11 datasets, in spite of the fact
that Hyper Uniform uses a constant PA function, while Edge PA estimates
the PA function from data. Even though the number of parameters in
Hyper Uniform is zero, it has a better fit than Edge PA, which uses the
estimation results as parameters. This suggests that the good fit of Hyper
PA is more than just overfitting. These results highlight the importance
of incorporating hyperedge information. Taking into accounts the results
in Section 5.2.2, Hyper PA replicates well various first-order and second-

order structures in all datasets.

6.1.4 Further Discussions

Some words are needed to bound the scope of our proposed hypergraph
growth model. While our model does not allow the deletion of nodes and
edges in the temporal network, it is indeed natural for nodes or edges to
disappear in some network types. For example, an author may become
inactive in co-authorship networks, while in relationship networks a re-
lationship edge may be dissolved after some years. Our model also as-
sumes that the PA function does not change with time. However, in co-
authorship networks it is not unreasonable to expect that yearly advance-
ments in communication and transportation technologies, which poten-

tially ease how collaborations are formed and maintained, may make the
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PA function change with time. Even for those types of networks, the pro-
posed growth model can still be a viable approximation for the growth
of the network in a short time span, e.g., five to ten years, where one can
reasonably assume that the disappearances of nodes and edges, as well as
any temporal change in the PA function, are negligible.

Our approach can potentially be used in predicting properties of a tem-
poral network in the future. Some common network properties that are
of potential interest are local properties such as degree and betweenness
centrality of a node or global properties such as the diameter of a net-
work (Yang et al., 2014). In principle, by using a probabilistic generative
model such as our proposed hypergraph-based model, one can get infor-
mation about any network property at a specific time in the future in the
form of probability distributions. In order to do this, one uses the fitted
model to generate multiple simulated networks at that specific time in the
future, and calculates the empirical probability distribution of the prop-
erty of interest in these simulated networks.

6.2 Conclusion

In this part, we have provided a proposed statistical method for estimat-
ing the preferential attachment in temporal hypergraphs. We also derived
the conditional probability and the recursive formula that stabilize and
accelerate the estimation on the hypergraph model. The analysis of the
real-world datasets showed that the PA function of the hypergraph model
had a similar form to that of the graph model in previous works. Further-
more, we demonstrated that our hypergraph PA growth model has advan-
tages over conventional graph-based models in that it can better capture
the first-order and second-order structures around each node.
Investigating the trade-offs of graph models, such as simplification
by pairwise relationships, can provide valuable insight when consider-
ing which structures to choose for real-world complex systems: graphs,
hypergraphs, or others. Future work includes more scrutiny of growth

mechanisms in hypergraph models. In the case of functions using node
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features such as hyperdegree in our model, the computational complexity
of the likelihood function can be similarly reduced by utilizing the pro-
posed recursive formula. For example, the log-likelihood function can be
efficiently computed when (5.2) is modified to

Py(t) o< [ T Ak fis
i€B
where f; is the “fitness” parameter of node i (Pham et al., 2016). However,
in the case of features that use dyadic relations, such as common neighbor
nodes between a node pair, or features defined for a node set, the recur-
sive formula can not be directly applied. Therefore, when extending the
method to higher-order features, it will be necessary to solve the combina-

torial computation problem, which hypergraph models often face.
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Conclusion and Future Directions
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Chapter 7

Conclusion

7.1 Summary

In this thesis, we have discussed the modeling of PA in complex networks
which have local community structures and the statistical inference of the
growth functions to address the issues of the conventional graph-based
PA models. In this thesis, we have discussed the modeling and statistical
inference of the growth functions of PA in complex networks which have
local community structures. In Chapter 1, we provided the motivation and
overview of this thesis. We then described the background knowledge of
the network growth models related to Parts I and II in Chapter 2. In Parts I
and II, we considered the following issues:

7.1.1 Issues

(1) The scale-free degree distribution and the high value of the cluster-
ing coefficient are often observed simultaneously in real-world com-
plex networks. PA and transitivity, the classic and simple mecha-
nisms, are widely used to explain the formation of the heavy tail of
the degree distribution and the high clustering, respectively. Since
one of the above simple mechanisms is not well suited to capture
both features, many existing studies have attempted to reveal the
driving force behind the formation of the two features by consider-
ing both PA and transitivity. The estimation of PA and transitivity in
existing studies can be classified into the following two categories,
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(2)

each of which has its own problems. Existing approaches either esti-
mate one mechanism in isolation (Jeong et al., 2003; Newman, 2001a;
Pham et al., 2015) or jointly estimate both mechanisms assuming
some functional forms (Krivitsky & Handcock, 2019; Ripley et al.,
2018). They each have the problems of poor fitting or risks losing the
fine details of the two phenomena. Thus, statistically sound methods
are needed to answer the questions: Do PA and transitivity co-exist
in the growth of real-world complex networks? If they co-exist, how

can we compare the effect of the two?

Graphs have been widely utilized to represent pairwise interactions
between individuals and their dynamics in various domains. How-

ever, in some real-world data, the collectivity of interactions is lost

when expressed in graphs. Since group interactions such as co-authorship

may contain more than two individuals, in graph expression, each
of them is decomposed into multiple edges: the pre-specification of
pairwise relationships. Most of the existing growth models for com-
plex networks rely on graph representations and thus fail to capture
the feature caused by group interactions in the growth process. Ex-
isting hypergraph models of temporal complex networks often em-
ploy some data-independent growth mechanism, which is the linear
PA in most cases (Do et al., 2020; Lee et al., 2021; Liu et al., 2014). In
principle, this pre-specification is undesirable since it completely ig-
nores the data at hand. Thus, modelings which are free from the pre-
specifications need to be considered to answer the questions: Is the
graph-based growth model most suitable for representing networks
with group interactions? Isn’t there any drawback to graph-based
PA that has still not been apparent?

To address the above issues, we provided the following contributions:

7.1.2 Contributions

(a)

We discussed the issue (1) in Part I. We proposed a method for the

non-parametric joint estimation of PA and transitivity in complex
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(b)

networks, as opposite to conventional methods that either estimate
one mechanism in isolation or jointly estimate both assuming some
functional forms. We also derived an efficient MM algorithm that
iteratively updates the estimates. We apply our method to two sci-
entific co-authorship networks: the authors in the Strategic Manage-
ment Journal and the statistics field. Our non-parametric method
revealed complex trends of PA and transitivity that would be un-
available under conventional parametric approaches. In both net-
works, having one common collaborator with another scientist in-
creases at least 60 times the chance that one will collaborate with
that scientist. Finally, by quantifying the contribution of each mech-
anism, we found that transitivity dominates preferential attachment
in the two networks. We also developed a publicly available R pack-
age FoFaF (Inoue et al., 2020a).

We discussed the issue (2) in Part II. We proposed a hypergraph ap-
proach for estimating the function that determines the growth of
real-world hypergraphs and generating hypergraphs with the esti-
mated functions. We used PA for our hypergraph growth model and
presented a maximum likelihood estimation for the function. We
analyzed 13 real-world networks, and the results suggest the exis-
tence of PA growth in real-world hypergraphs. We also found the
advantages of combining PA with hypergraph growth in terms of
the first-order and second-order structures. We also derived a recur-
sive formula and a conditional probability that significantly reduce
the computational cost of our model and the selection bias of new-
comer nodes in analyzing hypergraphs, respectively. Even the spe-
cial case of the proposed hypergraph model, which adds hyperedges
to uniformly chosen nodes, outperformed the graph PA model in re-
producing second-order structures of graphs. We also developed a

publicly available R package HyperPA (Inoue et al., 2022).
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7.2 Future Directions

Finally, we list the future directions for the modeling and statistical infer-

ence of the PA growth models discussed in this thesis.

Time-invariability Test of Growth Mechanisms

The first future direction is verifying the time-invariability of the growth
functions. The growth models discussed in both Chapter 3 and Chap-
ter 5 assume time-invariance of the growth function that determines PA
and transitivity. In Section 4.1.4, we tested this assumption on real data
and confirmed that the influence of time points on the estimation results
is small for the two co-author network datasets used in the experiment.
However, testing this on networks of various types or networks collected
over longer time periods would help us to better understand the nature of
growth mechanisms in the real-world. One way to perform this analysis
is adapting the time-invariability test also used in stochastic actor-based
models (Lospinoso et al., 2011).

Directed Networks

Secondly, there is future work to consider directions or orders in the inter-
actions of network data. For example, in social network field, it is difficult
to observe the direction of the co-authorship relationship in co-authorship
networks, but the directions can be easily obtained from some domains
such as citation networks of scientific papers or friendship networks on
Twitter. In this thesis, we did not exploit the directions or orders of the
interactions in the complex network data. That is, in the case of graphs,
we considered undirected graphs, which do not have the directions on
edges. In the case of hypergraphs, we considered undirected hypergraphs,
where a set of nodes included in a hyperedge does not have any order. The
PA functions of directed graphs have already been discussed in previous
works since only two patterns, in-degree and out-degree, need to be con-

sidered. However, the estimation of the growth function of the following
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situations has not yet been discussed. The directed version of transitiv-
ity is more complicated than PA since all the direction of the edge among
three nodes needs to be considered. In directed hypergraphs, estimating
growth functions is more complex because one hyperedge may contain
more than three nodes. Since a hyperedge can contain more than three
nodes, even PA needs new frameworks for the growth of directed hyper-

graphs.

Generalizing the Growth Mechanism of Hypergraph Mod-

els

The third possible future direction is to consider growth mechanisms other
than PA to the hypergraph growth mechanisms discussed in Part II. In our
Hyper PA model (5.2), the probability of growth was defined only by the
hyperdegree. If a feature 6; is defined for each node i, its PA function Agy
can be estimated by the same procedure as Hyper PA, and this would be
a promising extension. On the other hand, a feature 91{]. defined between
two nodes i, j, such as the number of common neighbors bij of transitiv-
ity in Chapter 3, cannot be directly adopted into our model. When using
such features that are defined between two or more nodes, it is necessary
to consider a new scheme of acceleration for maximum likelihood esti-
mation, such as the recursive formula proposed in Section 5.3.1. Another
challenging direction is to consider the hyperedge size m in the growth
mechanisms defined for each node. This would require estimating a func-
tion of m for each node, which would be an advanced version of the fitness
mechanism (Pham et al., 2016), and it would be difficult to estimate them.
However, if this becomes possible, it is expected that the model can cap-
ture the growth characteristics between the mass and individual, for ex-
ample, researchers who are good at single-author research and researchers

who are good at collaborative research in co-authorship networks.
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