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We performed a novel �+p scattering experiment at the J-PARC Hadron Experimental
Facility. Approximately 2400 �+p elastic scattering events were identified from 4.9 × 107

tagged �+ particles in the �+ momentum range 0.44–0.80 GeV/c. The differential cross sec-
tions of the �+p elastic scattering were derived with much better precision than in previous
experiments. The obtained differential cross sections were approximately 2 mb/sr or less,
which were not as large as those predicted by the fss2 and FSS models based on the quark
cluster model in the short-range region. By performing phase-shift analyses for the obtained
differential cross sections, we experimentally derived the phase shifts of the 3S1 and 1P1

channels for the first time. The phase shift of the 3S1 channel, where a large repulsive core
was predicted owing to the Pauli effect between quarks, was evaluated as 20◦ < |δ3S1

| < 35◦.
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If the sign of δ3S1
is assumed to be negative, the interaction in this channel is moderately

repulsive, as the Nijmegen extended-sort-core models predicted.
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1. Introduction
Understanding the origin of the short-range repulsion in the nuclear force is a central challenge
in nuclear physics. In pioneering nuclear force research, the short-range repulsion was treated
phenomenologically [1] or was attributed to the ω exchange in a boson-exchange picture [2].
The effect of antisymmetrization among quarks on short-range interactions was first consid-
ered using the quark cluster model (QCM) by Oka and Yazaki [3,4]. They reported that the
short-range repulsion could be explained by the Pauli principle between quarks and the color–
magnetic interactions. In the nuclear force, a detailed study of the Pauli principle at the quark
level is impossible because quark Pauli-repulsive spin–isospin configurations are excluded as
a result of the Pauli principle at the baryon level. However, by extending the nucleon–nucleon
(NN) interaction to the baryon–baryon (BB) interaction between octet baryons, it is possible to
investigate the distinct quark–Pauli forbidden states, which are labeled as 8s-plet and 10-plet in
the flavor SU(3) symmetry representations for completely and partially Pauli-forbidden states,
respectively [5]. Table 1 shows the relationship between the isospin and flavor SU(3) bases for
the BB interaction for strangeness 0 and −1 sectors. In particular, the �N (I = 3/2) channel is
one of the best channels for studying the repulsive nature in the 10-plet because the �N (I =
3/2) channel is simply represented by the 27-plet and 10-plet. Here, the channels represented by
27-plet, such as the 1S0 channel in the �+p system, are less uncertain because 27-plet is well-
estimated from the NN (I = 1) interaction based on the flavor SU(3) symmetry. Therefore, the
nature of the 10-plet can be extracted from information on the �N (I = 3/2) system.

Theoretical treatments of the short-range BB interactions have led to relatively different re-
sults for the �N (I = 3/2, 3S1) interaction. The fss2 model, which includes the QCM in the
short-range region and empirical meson-exchange potential in the middle- and long-range re-
gions, naturally predicts a repulsive interaction in the �N (I = 3/2, 3S1) channel [6]. However,
the meson-exchange models such as Nijmegen soft core (NSC) model [7,8] and Jülich hyperon–
nucleon (YN) model A [9], which represent short-range repulsion from a heavy vector meson
exchange, cannot predict such a large repulsive force. The NSC97 model, whose �N interaction
is extensively used in � hypernuclear studies, predicts an attractive interaction for the �N (I =
3/2, 3S1) channel [8]. Experimental information on the �N interaction in the nuclear core region
has been limited owing to the lack of observations of � hypernuclei, except for 4

�He [10]. How-
ever, the quasi-free �− production spectra in medium nuclei obtained at KEK-PS revealed that
the spin–isospin-averaged � potential had a strong repulsion and a sizable absorption [11,12].
This was confirmed even for the �− + 5He system [13,14]. Based on these experimental results,
the �N (I = 3/2, 3S1) channel is believed to be repulsive. In the Nijmegen extended-soft-core
(ESC) model, an additional short-range interaction owing to Pomeron exchange is included, to
explain the repulsive nature of the �N (I = 3/2, 3S1) channel [15,16]. The potentials of the BB
S-wave interaction in the flavor-irreducible representation were calculated from a lattice QCD
simulation in the flavor SU(3) limit, and the potential shapes agreed with QCM predictions
[17]. Furthermore, the �N (I = 3/2, 3S1) potential derived from the lattice QCD simulation in
almost physical quark masses demonstrated a repulsive core in the short-range region, with-
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Table 1. Relationship between the isospin and flavor SU(3) bases for the BB interaction channels. Spin
states s and the parity of the orbital angular momentum L are denoted as 2s + 1( − 1)L, such as singlet-
even (1even) and triplet-odd (3odd).

Strangeness BB channel (I) 1even or 3odd 3even or 1odd

0 NN(I = 0) — (10∗)
NN(I = 1) (27) —
�N

(
I = 1

2

) 1√
10

[(8s) + 3(27)] 1√
2

[−(8a) + (10∗)]

−1 �N
(
I = 1

2

) 1√
10

[3(8s) − (27)] 1√
2

[(8a) + (10∗)]

�N
(
I = 3

2

)
(27) (10)

out any attractive pocket in the middle-range region [18]. Recent chiral effective field theory
(χEFT) calculations, extended to the YN sectors, also predicted repulsive interactions for this
channel [19,20]. In the χEFT calculations, short-range interactions were included as contact
interactions represented by low-energy constants (LECs).

Currently, all theoretical calculations predict repulsive interactions in the �N (I = 3/2) chan-
nel. However, the predicted strengths of the repulsive interaction, that is, the phase shift of the
3S1 channel, are different from each other; therefore, this strength should be experimentally
determined. The theoretical predictions of differential cross sections for �+p scattering in the
intermediate-momentum region (above 400 MeV/c) vary depending on the size of the repulsion
of the 3S1 channel [6,15,16,19,20]. Therefore, an accurate determination of the differential cross
sections of �+p plays a crucial role in determining the strength of the repulsive interaction.
Moreover, owing to the simple representation of the multiplet, one can experimentally derive
the phase shift of the 10-plet from a numerical phase shift analysis of the differential cross sec-
tions with some assumptions, as explained in Sect. 6. Until now, none of the phase-shift values
of the YN and YY channels have been determined experimentally. This is in contrast to the
NN interaction, in which the phase shifts have been precisely determined from the scattering
observables of pp and np scatterings [21].

The BB interactions provide essential information for predicting the onset of hyperons in neu-
tron stars [22]. Recently, the particle composition in the high-density region of the inner core
of neutron stars has been extensively discussed to consider the mechanism that supports mas-
sive neutron stars with two solar masses. Because the onset of �− permits the appearance of
protons owing to charge neutrality, the �−’s impact on the particle composition is significant.
Although the � potential in symmetric nuclear matter is estimated from �− quasi-free pro-
duction data in medium-heavy nuclei, the �− potential in neutron matter provides important
information regarding neutron stars. The �−n interaction, which is equal to the �+p interac-
tion due to isospin symmetry, is an important input for obtaining the �− potential in neutron
matter through G-matrix calculations [23]. Therefore, investigation of the �+p interaction is
also essential to determine the nature of �− in neutron stars.

Experimental data of the YN scatterings are, historically, rare, owing to the experimental
difficulties regarding the short lifetime of hyperons [24–32]. For the intermediate energy, two
experiments to measure the differential cross sections of the �+p channel have been conducted
[32,33]. However, no conclusions could be drawn on the repulsive nature owing to the in-
sufficient precision of the studies stemming from low statistics. Although there is one spin-
observable measurement on the �+p channel [34], information on �+p scattering is relatively
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Fig. 1. Conceptual drawing of the �+p scattering caused by the initial �+ traveling in the LH2 target. The
initial �+ is produced by the π+p → K+�+ reaction. The �+p scattering can be kinematically identified
by measuring the initial �+’s momentum, the recoil proton’s kinetic energy, and the recoil angle.

limited. However, we (the J-PARC E40 collaboration) have recently succeeded in systematic
measurements of �±p scatterings with high statistics at the J-PARC Hadron Experimental Fa-
cility. �−p results can be found in Refs. [35,36]. In this article, we report the results of the
differential cross section measurements of �+p elastic scattering in the �+ momentum range
from 0.44 to 0.80 GeV/c.

2. Experiment
We performed the �+p scattering experiment, J-PARC E40, at the K1.8 beam line [37] in the
J-PARC Hadron Experimental Facility. Secondary particles were produced by exposing a pri-
mary Au target to a 30 GeV primary proton beam from the J-PARC main ring, and were deliv-
ered to the experimental area. Undesired beam particles were deflected from the central beam
orbit by the electric field of the two stages of the electric separators, with the aid of correction
magnets. A mass-separated π+ beam was used within the experiment. The spill cycle and beam
duration during accelerator operation were 5.2 and 2 s, respectively.

A conceptual drawing of the �+p scattering identification is shown in Fig. 1, and the ex-
perimental setup used to realize this concept is shown in Fig. 2. A high-intensity π+ beam
of approximately 2 × 107/spill was used to produce many �+ particles inside a liquid hydro-
gen (LH2) target via the π+p → K+�+ reaction. The central momentum of the beam was
1.41 GeV/c. The produced �+ particles traveled in the LH2 target within their lifetimes. Such
�+ particles are regarded as “incident �+” for �+p scattering. �+p scattering can occur dur-
ing the �+ flight in the LH2 target. The momentum of each �+ particle can be calculated as
the missing momentum of the π+ beam and scattered K+, analyzed using the K1.8 beam-line
spectrometer and forward magnetic spectrometer (KURAMA spectrometer), as shown on the
left-hand side of Fig. 2. The LH2 target was surrounded by the so-called CATCH system, which
comprises a cylindrical fiber tracker (CFT), BGO calorimeter (BGO), and plastic scintillator
hodoscope (PiID) [38], as shown on the right-hand side of Fig. 2. The momentum vector, which
means both the momentum amplitude and direction, of the recoil proton was determined using
CATCH. Subsequently, the �+p scattering events can be kinematically identified from the mo-
mentum vectors of the incident �+ and recoil proton in the �+p scattering. The spectrometers
and CATCH are described in detail in the following paragraphs.

The π+ beam was focused on the center of the LH2 target via a set of QQDQQ magnets
downstream of the K1.8 beam line. These magnets form the K1.8 beam-line spectrometer
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Fig. 2. (Left) Experimental setup of the J-PARC E40 experiment. The K1.8 beam-line spectrometer
comprises five analyzer magnets in a QQDQQ configuration, two hodoscopes (BH1 and BH2), and three
tracking detectors (BFT, BC3, and BC4). In the KURAMA spectrometer, seven tracking detectors (SFT,
SCH, SDC1, SDC2, SDC3, FHT1, and FHT2) and two counters (SAC and TOF) are used. (Right) Per-
spective and cross-sectional views of CATCH. CATCH comprises a cylindrical fiber tracker (CFT), BGO
calorimeter (BGO), and plastic scintillator hodoscope (PiID), and surrounds the LH2 target. The BGO
and PiID segments overlapping the K+ path to the KURAMA spectrometer were removed.

together with detectors upstream and downstream of the magnets. A plastic scintillator ho-
doscope (BH1) and plastic scintillating fiber detector (BFT [39]) were placed upstream of the
magnets. In contrast, the drift chambers (BC3 and BC4) and another plastic scintillator ho-
doscope (BH2) were placed downstream of these magnets. BH2 determines the origin of the
timing for all detectors. The π+ beam momentum was reconstructed event-by-event using the
spatial information at BFT, BC3, BC4, and the third-order transfer matrix for the spectrometer.

LH2 was filled in the target cylindrical container of diameter 40 mm and length 300 mm with
half-sphere end-caps at both edges. A vacuum window around the target region was created
using a CFRP cylinder of diameter 80 mm and thickness 1 mm.

The outgoing particles produced at the LH2 target by the π+p reaction were analyzed us-
ing the KURAMA spectrometer downstream of the LH2 target. The KURAMA spectrome-
ter comprises a dipole magnet (KURAMA magnet), plastic scintillating fiber tracker (SFT),
fine segmented plastic scintillator hodoscopes (SCH, FHT1, and FHT2), three drift chambers
(SDC1, SDC2, and SDC3), a plastic scintillator wall (TOF), and an aerogel Cherenkov counter
(SAC). The KURAMA magnet was excited to 0.78 T at the central position. SFT, SDC1, SAC,
and SCH were placed either at the entrance or inside the KURAMA magnet gap. SDC2, SDC3,
FHT1, FHT2, and TOF were installed downstream of the KURAMA magnet. The trajectories
of the charged particles in the magnetic field were reconstructed using the Runge–Kutta method
[40]. Their momenta were obtained to reproduce the hit positions measured at the tracking de-
tectors. The time-of-flight of the outgoing particle along a flight path of approximately 3 m
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distance was measured using TOF. The typical time resolution was 300 ps. The spectrometer
acceptance for K+ in the π+p → K+�+ reaction was approximately 6.7%, and the survival ratio
of K+ was 65%. The large acceptance and short flight length are advantages of the KURAMA
spectrometer for accumulating many �+ particles.

Charged particles involved in �+p scattering, such as the recoil proton and decay products
of �+, were detected using CATCH [38]. CATCH comprised CFT, BGO, and PiID. The CFT
along the beam axis is 400 mm long. It comprises eight cylindrical layers of plastic scintillating
fibers. The fibers were placed parallel to the beam axis in four layers, called φ layers. In the
other four layers, called uv layers, fibers were arranged in a spiral shape. This configuration
enabled us to reconstruct the trajectories of the charged particles in three dimensions. The BGO
calorimeter was placed around CFT, and designed to measure the kinetic energy of the recoil
proton from �+p scattering by stopping it in the calorimeter. The size of each BGO crystal was
400 mm (l) × 30 mm (w) × 25 mm (t). PiID was placed outside BGO to determine whether the
charged particles penetrated BGO.

The experiment was performed in April 2019 and May–June 2020. In each period we collected
�+p scattering data for approximately 10 days of beam time. Additionally, pp scattering data
using proton beams with various momenta between 0.45 and 0.85 GeV/c were collected. The pp
scattering data were used for energy calibration and estimation of CATCH detection efficiency.

3. Analysis I: Identification of the �+ production events
The analysis of the �+p scattering events consists of three components. First, �+ production
events were identified, and the momentum of each �+ was tagged from the analyses of the K1.8
beam-line and KURAMA spectrometers. Second, the �+p scattering events were identified by
requiring kinematical consistency for the recoil proton, which was detected using CATCH.
Finally, differential cross sections were derived. In this section, we explain the first component
by detailing the analysis of the two spectrometers. The identification of the �+p scattering
events and the derivation of the differential cross sections for �+p scattering are described in
Sects. 4 and 5, respectively.

3.1 π+ analysis using the K1.8 beam-line spectrometer
The momenta of incoming π+ particles were analyzed event by event using the K1.8 beam-
line spectrometer. The position and angle downstream of the spectrometer magnet were re-
constructed using BC3 and BC4. Additionally, the one-dimensional hit position upstream was
measured using BFT. The beam momentum was reconstructed by connecting them with a third-
order transfer matrix. The details are described in Ref. [14]. The distribution of the recon-
structed momentum of the π+ beam is shown in Fig. 3. The momentum resolution of the K1.8
beam-line spectrometer σ p/p is better than 3 × 10−3 [41].

3.2 K+ analysis using the KURAMA spectrometer
The outgoing particles produced at the LH2 target by the π+p reaction were analyzed using
the KURAMA spectrometer. The trajectories of the outgoing particles in the magnetic field
were traced using the Runge–Kutta method [40], based on the equation of motion defined
by the initial parameters, namely, the momentum vector and the position at TOF. The initial
parameters were determined using a set of hit positions measured by the tracking detectors.
The velocity β of the outgoing particle can be calculated using the path length Ltrack of the
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Fig. 3. Momentum distribution of the π+ beam analyzed by the K1.8 beam-line spectrometer.

Fig. 4. Reconstructed m2 distribution after the momentum selection of 0.65 < p [GeV/c] <1.05. The red
shaded spectrum shows the estimated background due to the miscalculated time-of-flight for multi-beam
events. The K+ and side-band regions are indicated by the red solid and blue dashed lines, respectively.
The side-band region was used to estimate the contribution of the miscalculated events in further anal-
yses.

reconstructed trajectory and the time-of-flight between the target and TOF, t. The outgoing
K+ was identified by calculating the mass squared m2 of the outgoing particles as follows:

m2 =
( p
βc

)2
(1 − β2), β = Ltrack

ct
. (1)

K+ was selected from the m2 gate of 0.15 < m2 [GeV2/c4] < 0.40, as indicated by the red solid
lines in Fig. 4, with an additional momentum gate of 0.65 < p [GeV/c] <1.05. There was a back-
ground contamination in the m2 spectrum between the π+ and the proton peaks. These back-
ground events were caused by the high-intensity π+ beam, which is explained as follows. When
multiple particles pass the same segment of BH2 within a shorter time interval than its pulse
shape, BH2 sometimes failed to record the timing of the later pulse. In the case that the later
beam reacted at the target, the recorded timing for the former pulse was regarded as the BH2
timing for such events. These fake BH2 timings, irrelevant to the reaction, result in the time-
of-flight being miscalculated, where the hits of BH2 and TOF were attributed to mismatched
events. This is why a constant background exists in the m2 spectrum. These background events
were partially rejected using information on the energy deposit in TOF, as described in Ref.
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Fig. 5. Vertex distributions of the (π+, K+) reaction. (a) z-vertex distribution. (b) Correlation between
the x- and y-vertices for events in which two protons were detected with CATCH. The gray dotted lines
show the envelopes of the target container and vacuum window. The events inside the red-line region
were selected to suppress the contamination of the reaction at the target container.

[35]. The background structure was estimated as the shaded spectrum in Fig. 4 by selecting the
non-K+ region in the TOF dE/dx analysis for multi-beam events. Although some K+ events are
present in the spectrum, the background is expected to have a smooth structure. Finally, the
contamination fraction of the miscalculated events was estimated to be 10.0% for the selected
K+ events, by fitting the m2 spectrum with the K+ peak and background contribution.

The momentum resolution of the KURAMA spectrometer was evaluated as σ p/p = 2.5 ×
10−2 for 1.37 GeV/c π+ by analyzing the π+p elastic scattering reaction. This resolution was
insufficient for identifying the �+p scattering event. However, once K+ is identified from m2,
the K+ momentum can be calculated from the scattering angle θK+ , based on the two-body
kinematics of the π+p → K+�+ reaction. By applying this analysis method, the momentum
resolution for K+ was improved to σ p/p = 6.5 × 10−3.

3.3 �+ identification with (π+, K+) analysis
�+ particles were identified from the missing mass spectrum of the π+p → K+X reaction using
the reconstructed momentum of the π+ beam and the outgoing K+. To select the reactions
occurring in the LH2 target, information regarding the vertex of the π+p → K+X reaction was
used. This was determined to be the closest point between the π+ and K+ tracks. Figure 5(a)
shows the z-vertex distribution. The LH2 target can be identified from −200 mm to 150 mm
from the vertex image. Reflecting the differential cross section with a forward peak, the ver-
tex distribution was flatter than that in �− production [35]. For the �+p scattering analysis,
the −150 < z [mm] < 150 region shown by the dotted lines in Fig. 5(a) was selected, consid-
ering CATCH acceptance. Figure 5(b) shows the correlation between the x- and y-vertices. In
this plot, the detection of two protons with CATCH was required to enhance the background
events, owing to interactions between the π+ beam and the target vessel. A horizontally wider
beam caused such background events. To suppress them, x- and y-vertices are required within
the red line in Fig. 5(b). The vertex resolution of the spectrometers was evaluated using multi-
particle events, such as the π+p → π+π+π−p reaction, by comparing the vertex obtained from
the spectrometer analysis with that obtained from the two other tracks measured by CATCH
from the same reaction vertex. The z-vertex resolution depends on the scattering angle θK+ , and
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Fig. 6. Missing mass spectrum of the π+p → K+X reaction for the K+ events (black open histogram)
and side-band events of K+ (red shaded histogram) to estimate the effect of the contamination of the
miscalculated events under the K+ region in the m2 spectrum. �+ events were selected by the 1.15 <

MX [GeV/c2] < 1.25 gate, represented by the arrows.

typical resolutions are σ z = 16 mm and 10 mm for θK+ = 10◦ and 20◦, respectively. The x- and
y-vertex resolutions were evaluated as σ x = 2.6 mm and σ y = 3.5 mm, respectively, with a neg-
ligibly small angular dependence. These vertex resolutions were considered in the simulation
study to estimate the analysis cut efficiency.

The missing mass spectrum of the π+p → K+X reaction is shown in Fig. 6. A clear peak cor-
responding to �+ was identified. As mentioned in the previous subsection, there were misiden-
tification backgrounds in the K+ selection owing to multiple beam events. Their contribution
was examined by selecting the sideband region of K+, as shown by the blue dashed lines in
Fig. 4, with a momentum gate of 0.65 < p [GeV/c] < 1.05. The red shaded histogram in Fig.
6 shows the missing mass spectrum for the sideband contribution. We selected �+ particles
from 1.15 to 1.25 GeV/c2, as shown by the arrows in Fig. 6. Contamination was estimated to
be 8.6% for �+ selection. In total, 4.9 × 107 �+ particles were accumulated after subtracting
the contamination.

The reconstructed �+ momentum, as the missing momentum of the π+p → K+X reaction,
is shown in Fig. 7. This ranges from 0.44 to 0.85 GeV/c. In the �+p scattering analysis, the �+

events were categorized into three momentum ranges: low (0.44 < p� [GeV/c] < 0.55), middle
(0.55 < p� [GeV/c] < 0.65), and high (0.65 < p� [GeV/c] < 0.80) momentum. The resolution
of the �+ momentum was 6 × 10−3 GeV/c in σ , which was determined predominantly by the
momentum resolution of the KURAMA spectrometer.

4. Analysis II: Identification of the �+p scattering events
As explained in Sect. 3, the momentum vector of the incident �+ is reconstructed from the spec-
trometer information. In addition, the momentum vector of the recoil proton was measured
using CATCH. Combining these momentum vectors enables us to identify the �+p scatter-
ing events by checking the kinematical consistency of the recoil proton between the measured
energy Emeas and the calculated energy Ecal from the recoil angle. This section describes the anal-
ysis of the �+p identification, with an emphasis on background suppression and derivation of
the numbers of scattering events.
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Fig. 7. �+ momentum reconstructed as the missing momentum of the π+p → K+�+ reaction. The
red dotted lines show the boundaries of the three momentum regions: low (0.44 < p� [GeV/c] < 0.55),
middle (0.55 < p� [GeV/c] < 0.65), and high (0.65 < p� [GeV/c] < 0.80) momentum.

Fig. 8. dE–E correlation between the energy loss in CFT and summed energy deposit in CATCH. The
two red lines show the selection region for protons.

4.1 Analysis for recoil/decay protons in �+ production events using CATCH
The charged particles involved in the �+p scattering, that is, the recoil proton and decay prod-
uct of �+, were detected using CATCH. The trajectory was reconstructed using CFT with an
angular resolution of 1.5◦ in σ . The kinetic energy was measured by summing the energy de-
posits in CFT (dECFT) and BGO (EBGO) on the trajectory. This measured energy is denoted as
Emeas and its resolution was evaluated as 6 MeV in σ for a 100 MeV proton.

Particle identification in CATCH was performed using the so-called dE–E method between
dECFT, corrected by the path length in CFT (dE/dx), and Emeas for each track. Figure 8 shows
the dE–E plot for the �+ production events. The locus defined by the two lines corresponds
to the protons. The typical purity of a proton was 90% for the selection gate. The other locus
shows an approximately constant dE/dx distribution with a branch toward the higher dE/dx
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Fig. 9. Schematic of the �+p scattering followed by the �+ → pπ0 decay. θ indicates the opening angle
between the �+ track, which is reconstructed from the incoming π+ and outgoing K+ using the spec-
trometers, and the recoil proton track measured with CATCH.

value mainly corresponding to π+s. Most π+s penetrated BGO by losing only a part of the
kinetic energy. Therefore, the only available information for π+ is the tracking information.

Low-energy protons, which stopped in CFT before arriving at BGO, were also identified by
setting a dE/dx value larger than 2.7 MeV/mm in CFT. Additionally, these protons were used
for the �+p scattering analysis.

4.2 Kinematical consistency check for recoil proton
A schematic of �+p scattering in the LH2 target is shown in Fig. 9. The identification of the
�+p scattering event was performed by a kinematical consistency check for the recoil proton,
as indicated by the red arrow in Fig. 9. From the kinematic relation of the �+p scattering, the
kinetic energy of the recoil proton Ecal can be calculated from the momentum of the incident
�+ and the recoil angle of the recoil proton θ . The kinetic energy of the recoil proton was
also measured using CATCH, and is denoted by Emeas. We then defined the difference between
the two measurements E as E = Emeas − Ecal. If the proton recoils in �+p scattering, such
events would produce a peak around E = 0.

After �+p scattering, the scattered �+ decays mainly into nπ+ or pπ0. For �+p scattering
followed by �+ → nπ+ decay, one proton, that is, the recoil proton, is in the final state. However,
this recoil proton is severely contaminated by the mere �+ → pπ0 decay and other secondary
background events. Therefore, we focus on �+p scattering followed by �+ → pπ0 decay, in
which two protons can be observed with CATCH. In the following analysis, the detection of
two protons with CATCH is required and these events are called “two-proton events.” The E
spectrum for two-proton events is shown in Fig. 10(a). In the analysis of two-proton events,
the proton with the smaller |E| value was regarded as the recoil proton. In Fig. 10(a), a peak
structure can be identified around E = 0 without any further selection of the �+p scattering.

The E spectrum was compared with that of a Monte Carlo simulation. For the background
contamination in the two-proton events, the four cases shown in Fig. 11 were considered within
the simulation. Figure 11(a) shows the pp scattering following �+ → pπ0 decay, generated
based on the cross section. In the case shown in Fig. 11(b), the �+ → pπ0 decay finally pro-
duces a proton and e+e− pair, where the e+ or e− are misidentified as a proton by CATCH
after losing a large energy deposit in CFT, as mentioned in Sect. 4.1. This misidentification
was reproduced by the simulation. Therefore, we can estimate this background contribution
by generating �+ events within the simulation. The two other reactions are accidental coinci-
dences of �+ production and different reactions of the LH2 target or the target vessel, shown
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Fig. 10. E spectra for the two-proton events without cuts to select the �+p scattering events for (a) data
and (b) simulation. As shown by the arrows, a peak structure was identified around E = 0. In the
simulation (b), the contributions of the assumed reactions are additionally shown, reaction-by-reaction.

Fig. 11. Schematics of four types of backgrounds in the two-proton events: (a) the pp scattering following
the �+ → pπ0 decay; (b) the combination of a proton from the �+ → pπ0 decay and misidentified e±;
(c) the combination of a proton from the �+ → pπ0 decay and a proton from the elastic π+p scattering
in the LH2 target caused by the accidental π+; and (d) the combination of a proton from the �+ → pπ0

decay and a proton from the scattering between the accidental π+ and the target vessel.

in Fig. 11(c) and (d), respectively, induced by the accidental π+ beam. To reproduce accidental
backgrounds, the probability of accidental coincidence and the distributions of the energy and
angle of the accidental protons must be estimated from the real data. In real data, the π+p
elastic scattering events can be identified by detecting the recoil proton using the KURAMA
spectrometer. For these events, an additional proton was searched for with CATCH, because
this additional proton was attributed to accidental coincidence. From this analysis, the prob-
abilities for types (c) and (d) were obtained as approximately 0.8% and 1.2% for the number
of �+ production events, respectively. These probabilities are considered in the simulations.
Figure 10(b) shows the E spectrum obtained by analyzing the simulation, considering these
backgrounds. The simulated spectrum consistently reproduced that of the real data.
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Table 2. Survival ratios of the �+p scattering and background events after applying cuts as described in
each subsection. Types (a)–(d) correspond to the background types in Fig. 11.

�+p (a) type (b) type (c) type (d) type

Cuts in Sect. 4.3.1 89.9% 69.3% 74.8% 55.7% 53.5%
Cuts in Sect. 4.3.2 86.7% 68.2% 8.3% 13.0% 5.7%
Cuts in Sect. 4.3.3 69.8% 12.8% 7.6% 11.3% 4.7%
Cuts in Sect. 4.3.4 (all cuts) 54.5% 7.1% 5.5% 0.4% 1.6%

Fig. 12. Simulated distributions of the closest distances at the scattering (a) and decay points (b). The
dotted lines indicate the boundaries of selected regions: 20 and 25 mm in (a) and (b), respectively.

4.3 Cut conditions to select �+p scattering events
To reduce the background in the E spectrum, shown in Fig. 10(a), additional cuts regarding
the spatial and kinematical information obtained from the two detected protons were applied.
The detailed procedure is described in the following subsections. Table 2 summarizes the sur-
vival ratios for �+p scattering events and the four types of background events considered.
Finally, more than 90% of the background events were eliminated, while maintaining approx-
imately half of the �+p scattering events.

4.3.1 Vertex cut and closest distance cut. The spatial consistency between two proton tracks
can be used to select �+p scattering events. The vertex of �+p scattering, which was calcu-
lated as the closest point between the incident �+ and recoil proton tracks, should be inside
the target. Accordingly, the scattering vertex (xscat, yscat, zscat) must be x2

scat + y2
scat < 252 mm2,

and |zscat| < 170 mm. Similarly, the decay vertex (xdecay, ydecay, zdecay), which was obtained from
the decay proton and scattered �+, was required to be −30 mm < xdecay < 25 mm, |ydecay| <

30 mm, and |zdecay| < 180 mm. The momentum vector of the scattered �+, denoted as �+′
, can

be kinematically calculated from the recoil angle of the proton. The trajectory of �+′
is recon-

structed from the momentum vector and the scattering vertex. The closest distances between
�+ and the proton tracks at the scattering and decay points also reflect spatial consistency. The
simulated distributions of the closest distances at the two vertices are shown in Fig. 12. The clos-
est distances at the scattering and decay points were required to be less than 20 mm and 25 mm,
respectively. These cuts can reduce the background events by 30%–50% while maintaining ap-
proximately 90% of the �+p scattering events, as shown in the second row of Table 2.
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Fig. 13. Squared missing mass distribution of the �+′ → pX reaction. The green shaded spectrum shows
the pp scattering following the �+ → pπ0 decay, which can be selected using the kinematical consistency
and opening angle of the two detected protons, as explained in Sect. 4.3.3. Here, M2

X > 0 is selected.

4.3.2 Missing mass cut to select the scattered �+ decay. Assuming that �+p scattering is
followed by �+′ → pπ0 decay, the missing mass of the �+′ → pX reaction, MX, should be
the mass of π0. The squared missing mass (M2

X ) distribution shows a π0 peak and a broad
distribution toward the negative region, as shown in Fig. 13. The broad distribution in the
negative region was mainly attributed to accidental backgrounds. The event forming the π0

peak comes not only from �+p scattering, but also from pp scattering following the �+ → pπ0

decay, because both reactions have the same final state of ppπ0, originating from the initial �+.
The green shaded spectrum in Fig. 13 shows the M2

X distribution for pp scattering, identified
with the cuts described in Sect. 4.3.3. The cut condition M2

X > 0, shown by the dotted line in
Fig. 13, was determined to include the green spectrum. The survival ratios estimated from the
Monte Carlo simulation are listed in the third row of Table 2.

4.3.3 Kinematical cut for secondary pp scattering. The pp scattering following the �+ → pπ0

decay, shown in Fig. 11(a), can be identified by the kinematical consistency check for the decay
proton, as is the case for �+p scattering.

Assuming that the two protons originate from pp scattering, the incident proton’s momentum
can be reconstructed from the momenta of the two protons. Because the incident proton in this
pp scattering is also the decay proton from the �+ → pπ0 decay, the reconstructed momentum
should satisfy the �+ decay kinematics for a real pp scattering event. This kinematical check
was performed by evaluating the consistency between the reconstructed proton momentum
pmeas and the calculated momentum pcal, from the emission angle of the decay proton from the
initial �+. The difference between pmeas and pcal, p, was evaluated to identify the pp scattering
event from the peak near p = 0. The opening angle of the two protons, α, was also verified
because α is kinematically constrained to be approximately 90◦ for the pp scattering event.
The correlation between p and α is illustrated in Fig. 14, where a clear event concentration
owing to pp scattering can be confirmed within the expected region. To reject the identified pp
scattering events, the cut region defined as the ±2 σ areas for p and α was defined, as shown
by the red box in Fig. 14. Although this cut condition rejected approximately 20% of the �+p
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Fig. 14. Correlation between p and the opening angle of two detected protons from real data. The
events inside the red-line region were rejected as the secondary pp scattering background.

Fig. 15. Correlation between the angle of protons with respect to the central axis of CFT, θ lab, and Emeas

of the recoil proton. The red dotted line indicates the kinematics of π+p elastic scattering induced by the
1.41 GeV/c π+ beam. When calculating the kinematics, the energy loss in the LH2 target was considered.
The events inside the red-line region were rejected as the protons from elastic π+p scattering in response
to the accidental π+.

scattering events, the signal-to-noise (S/N) ratio was improved by cutting approximately 80%
of the secondary pp scattering events.

4.3.4 Kinematical cut for π+p elastic scattering. Finally, we describe the rejection of the acci-
dental coincidence of π+p elastic scattering. The recoil proton by π+p elastic scattering shows
a kinematical correlation between the recoil angle and energy. Figure 15 shows the correlation
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between the angle of protons with respect to the central axis of CFT and the energy. The lo-
cus corresponding to the π+p kinematics, indicated by the red dotted line, can be determined.
The events inside the red-line region in Fig. 15 were rejected as the protons from elastic π+p
scattering. This cut reduced almost all of the type (c) background in Fig. 11.

4.3.5 �+p scattering identification after all cuts. The E spectrum for two-proton events
after applying all cuts is shown in Fig. 16(a). The S/N ratio in the peak region of −20 <

E [MeV] < 20 was significantly improved to 1.78. The evaluation of the S/N ratio is based
on the fitting results of the E spectra explained in the next subsection. The simulated spec-
trum after the same cuts was in agreement with the data shown in Fig. 16(b). The analysis
efficiency for the �+p scattering events was estimated to be 54.5%, and the rejection factors of
the four background sources were greater than 90%, as summarized in Table 2.

4.4 Estimation of the number of �+p scattering events
To estimate the number of �+p scattering events and survival background events, the E spec-
trum for the �+p scattering was fitted with the sum of the simulated spectra for both the �+p
scattering and background reactions. Fitting was performed for the E spectrum at each scat-
tering angle independently to correctly reproduce the angular dependence of the background
contribution. Figure 17(a) shows a typical fitting result of the E spectrum for the scatter-
ing angle of −0.4 < cos θCM < −0.3 in the momentum range of 0.44 < p� [GeV/c] < 0.55.
To constrain the contamination of the pp scattering events in this fitting, the p spectrum for
the pp scattering kinematics was simultaneously fitted with the simulated spectra, as shown in
Fig. 17(b). The cut condition for the p spectrum, where the pp scattering rejection cut de-
scribed in Sect. 4.3.3 was not applied, was different from that for the E spectrum. However,
the same scale parameters were used for both the E and p spectra for each reaction, and
these parameters were obtained by simultaneous fitting. We also examined the fitting of only
the E spectrum with the simulated spectra in order to study the systematic differences due to
the background estimation and fitting procedure. The difference in the estimated �+p scattering
events in these fittings is considered as the systematic uncertainty. The uncertainty due to the

Fig. 16. E spectra for the two-proton events with cuts to select the �+p scattering events for (a) data
and (b) simulation. In the simulation (b), the contributions of the assumed reactions are shown reaction-
by-reaction.
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Fig. 17. Fitted E and p spectra for �+p scattering and pp scattering following the �+ → pπ0 decay
at the scattering angle of −0.4 < cos θCM < −0.3 in the momentum range of 0.44 < p� [GeV/c] < 0.55.
In the p spectra (b), the pp scattering rejection cut was not applied.

bin size of the spectra was also estimated by iterating the same procedure for the spectra with
different sets of bin sizes. This uncertainty was also included as a systematic error, although it
was smaller than that owing to the fitting condition mentioned earlier.

The fitting results of E for all measurements within detector acceptance are shown in
Figs. B1, B2, and B3 in Appendix B. As shown in these spectra, the S/N ratio of the E spectra
worsened in the forward angular region because of the limited acceptance of the low-energy
recoil proton. Therefore, we set the maximum scattering angle for each incident �+ momen-
tum region. The obtained number of �+p scattering events is shown in Fig. 18 as a function
of cos θCM, for each incident �+ momentum region. The error bars and boxes represent sta-
tistical and systematic errors, respectively. The systematic error includes the uncertainty in the
background estimation, as previously discussed. A total of approximately 2400 �+p scattering
events were identified.

5. Analysis III: Derivation of differential cross sections
For the analysis deriving the differential cross sections, several values should be evaluated for
each scattering angle and �+ momentum region. Therefore, these values are denoted as a func-

Fig. 18. The estimated numbers of the �+p scattering events for each scattering angle and momentum
region of �+: (a) the low-momentum region (0.44 < p� [GeV/c] < 0.55); (b) the middle momentum
region (0.55 < p� [GeV/c] < 0.65); and (c) the high-momentum region (0.65 < p� [GeV/c] < 0.80). The
error bars and boxes indicate the statistical and systematic errors, respectively.
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tion of p� and cos θCM, such that N(p�, cos θCM) represents the number of scattering events.
The differential cross section was calculated as follows:

dσ

d�
= N(p�, cos θCM)

ρ · NA · L(p� ) · ε̄(p�, cos θCM) · �
, (2)

where ρ and NA represent the density of the LH2 target, 0.071 g/cm3, and Avogadro’s number,
respectively. L(p� ) is the total flight length of the incident �+ in the LH2 target. ε̄ represents
the efficiency of the �+p scattering event averaged for the vertex position. � represents a
constant solid angle of � = 2πcos θCM. The following subsections describe the evaluation
of each factor such that, finally, the differential cross sections were derived.

5.1 Total track length of the incident �+ in the LH2 target
In ordinary scattering experiments, the expression ρ · NA · t · Nbeam is used for the luminos-
ity, where t and Nbeam represent a target thickness and number of beam particles, respectively.
However, this evaluation was inappropriate in this experiment because the incident �+ was
produced in the LH2 target, and primarily decayed inside the target. The direct measurement
of the �+ track length, event-by-event, is also difficult because of the limited acceptance of the
decay proton. However, the total track length of the incident �+ can be reliably evaluated using
a Monte Carlo simulation. Information regarding the production vertices and momentum vec-
tors of all identified incident �+ particles was obtained from the spectrometer analysis. �+ par-
ticles with measured momenta were generated at the production points in the simulation. The
flight length of �+ was subsequently summed until �+ decayed or exited the target. Figure 19
shows the estimated �+ track length distribution. The total track lengths for each momentum
region L(p� ) were obtained by integrals of these histograms. The background contribution in
the �+ identification was also estimated from the sideband event in the m2 distribution. Table 3
summarizes the estimated total track lengths after subtracting background contributions.

In this procedure, the simulation inputs of the vertex point and momentum vector contained
uncertainties owing to the resolution and systematic errors of the spectrometers. This may have
caused uncertainties in the estimated track length. Such uncertainties were estimated to be 3% at
maximum, which is similar to that of the �− case [35]. This uncertainty is considerably smaller
than other uncertainties, such as the statistical errors shown in Fig. 18.

Fig. 19. Distribution of estimated �+ track lengths for the three momentum regions.
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Table 3. Estimated �+ total track lengths for the three momentum regions: low-momentum re-
gion (0.44 < p� [GeV/c] < 0.55), middle momentum region (0.55 < p� [GeV/c] < 0.65), and high-
momentum region (0.65 < p� [GeV/c] < 0.80). The values in the “All events” row include the contribu-
tions from the miscalculated background events. The background contributions are listed in the “Side-
band BG” row. By subtracting “Sideband BG” from “All events,” the �+ track length was calculated and
is listed in the row labeled “�+.”

Region Low Middle High

All events [cm] 3.69 × 107 1.13 × 107 6.70 × 106

Sideband BG [cm] 0.27 × 107 0.12 × 107 0.86 × 106

�+ [cm] 3.42 × 107 1.00 × 107 5.84 × 106

5.2 Average efficiency of the �+p scattering events, including the detection and
analysis efficiency

The average efficiency ε̄ for the �+p scattering events, including the detection and analysis
efficiencies, was evaluated by analyzing the simulated data with the same analyzer program as
for the real data. The difference in the detection efficiency of CATCH for protons between the
simulation and real data should be considered. In the following, we first discuss the evaluation
of the CATCH efficiency. Then, the average efficiency ε̄ is obtained by correcting the difference
between the simulation and real data.

5.2.1 Detection efficiency of CATCH. The detection efficiency of CATCH includes the ge-
ometrical acceptance, tracking efficiency of CFT, and the energy measurement efficiency for
protons. They depend on the angle in the laboratory frame θ lab, the kinetic energy E, and z-
vertex position z. The efficiencies were evaluated based on the pp scattering data taken for cali-
bration, by irradiating the LH2 target with proton beams of seven momenta between 0.45 and
0.85 GeV/c. In parallel, we estimated the proton efficiency in a Monte Carlo simulation, where
protons with arbitrary angles and energies can be generated.

The procedures for the efficiency evaluation using the pp scattering data are as follows:

(i) For the efficiency estimation, at least one proton among the two protons in the final
state must be detected by CATCH. From the kinematics, the momentum (p′(θ ′)) of the
detected proton with the recoil angle θ

′
was calculated. The scattering vertex (xscat, yscat,

zscat) was also reconstructed as the closest point between the beam and recoil proton
tracks.

(ii) The momentum vector of the other proton was obtained as p = pbeam − p′(θ ′), where
the pbeam was the proton beam momentum analyzed by the K1.8 beam-line spectrometer.
From the momentum vector p, the angle and kinetic energy of the second proton can be
predicted; they are denoted as θ and E, respectively.

(iii) The CATCH efficiency was estimated by checking whether the predicted track and energy
were measured or not. The tracking and energy measurement efficiencies were derived
separately.

First, we explain the energy measurement efficiency εBGO(θ , E, zscat). In this case, we checked
whether the measured energy for the predicted track agreed with the predicted E within 40 MeV.
The obtained εBGO(θ , E, zscat) at θ = 37◦ is shown as the red points in Fig. 20(a) as an exam-

19/35

D
ow

nloaded from
 https://academ

ic.oup.com
/ptep/article/2022/9/093D

01/6677374 by Kyoto U
niversity user on 05 Septem

ber 2022



PTEP 2022, 093D01 T. Nanamura et al.

Fig. 20. (a) Energy measurement efficiency as a function of the kinetic energy at the scattering angle
of θ lab = 37◦. The red circles and black squares represent the data and simulation, respectively. The
simulated efficiency reproduces the data well. (b) Energy measurement efficiency map evaluated by the
simulation.

ple. This efficiency was compared with the efficiency estimated from the simulation. As shown
in Fig. 20(a), the simulation-based efficiency accurately reproduced the data-based efficiency.
Therefore, the simulation-based efficiency for the energy measurement was used for further
analysis to cover the entire θ , E, and zscat regions, as shown in Fig. 20(b).

We now describe the tracking efficiency of CFT, εCFT(θ , E, z). This was evaluated by check-
ing whether a track with the predicted direction was detected. Therefore, the effect of detector
acceptance was also included in εCFT. The energy dependence of the tracking efficiencies es-
timated from the simulation and pp scattering data is shown by the black and red points in
Fig. 21(a), respectively. Because CFT tracking required at least six layer hits, the efficiency
decreased sharply at low energies. This energy dependence of the efficiency can be phenomeno-
logically represented by the Fermi function for both the data and simulation. The efficiency was

Fig. 21. (a) CFT tracking efficiency as a function of the kinetic energy at the scattering angle of θ lab =
54◦. The red circles and black squares represent the data and simulation, respectively. The red and black
curves are the fit functions obtained for the data and simulation. (b) Data-based tracking efficiency map
used for analysis, which was calculated from Eq. (3) and the parameters determined by the fitting to the
real data.
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then formulated as follows:

εCFT(θ, E, z) = εmax(θ, z)

1 + exp
(

E−Ehalf (θ )
d (θ )

) , (3)

where εmax(θ , z), d(θ ), and Ehalf (θ ) are parameters representing the maximum efficiency, diffu-
sion, and kinetic energy with half efficiency, respectively. These parameters were determined
by fitting Eq. (3) to the estimated efficiency, as indicated by the solid red line in Fig. 21(a). The
realistic efficiency is slightly lower than that of the simulation, typically by 10%. This difference
is attributed to the geometrical effect of the fiber placement in the uv layers of CFT. There are
ineffective regions for tracks with scattering angles of approximately 45◦, owing to the zigzag
fiber configuration in the uv layers. This is illustrated in [38, Figs. 42 and 43]. In addition, both
the kinetic energy with half efficiency Ehalf and diffusion parameter d were slightly larger than
those in the simulation. These differences indicated that the realistic amount of material in the
experimental setup was larger than that considered in the simulation. It was difficult to incor-
porate the real spiral fiber configuration into the CFT uv layers and the missing amount of
material within the simulation. Therefore, the data-based efficiency for CFT tracking was used
for the analysis of the cross section. Figure 21(b) shows the efficiency map as a function of θ

and E.
The obtained efficiency map was checked by deriving the differential cross sections for the

calibration pp scattering data. The derived values agreed with the reference values to within
5%, except for the acceptance edge. To estimate the effect of the uncertainty of the efficiency
in the acceptance edge for the �+p scattering analysis, the possible lowest and highest CFT
tracking efficiencies were also estimated by changing the parameters within a reasonable range,
i.e. changing d within 20% and Ehalf within 4 MeV. The validity of the margin of efficiency
defined by the lowest and highest cases was additionally verified using another calibration re-
action. This calibration reaction was that of pp scattering following the �+ → pπ0 decay, which
has been described as the background event for the �+p scattering up to now. From the data
analysis, the angular distribution of the recoil proton was obtained, shown by the red points
in Fig. 22. This angular distribution was compared with a Monte Carlo simulation, including

Fig. 22. Angular distribution of the protons from the pp scattering following the �+ → pπ0 decay events.
The red points represent the data. The green and blue points show the simulation results with the effi-
ciency correction using the possible lowest and highest CFT tracking efficiencies, respectively. The sim-
ulations are normalized by the counts at 0 < cos θCM, p < 0.1.
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the secondary pp scattering process with a realistic angular distribution. While analyzing the
simulated data, the data-based CFT tracking efficiencies for the lowest and highest cases were
considered. We then confirmed that the angular distribution in the data was sandwiched be-
tween the two distributions estimated using the highest and lowest efficiencies, as shown by the
blue and green points in Fig. 22. As described next, the detection efficiency for �+p scattering
was corrected using these two efficiencies, and the difference was considered to be the systematic
uncertainty.

5.2.2 Evaluation of average efficiency for the �+p scattering events considering the real detec-
tion efficiency. The average efficiency ε̄ for the �+p scattering events, including the detection
and analysis efficiencies, was evaluated by analyzing the simulated data with the same analyzer
program for the real data. ε̄ is defined as follows:

ε̄(p�, cos θCM) = Nanalyzed(p�, cos θCM)
Ngenerated,�+id(p�, cos θCM)

= Ndetected(p�, cos θCM)
Ngenerated,�+id(p�, cos θCM)

· Nanalyzed(p�, cos θCM)
Ndetected(p�, cos θCM)

= ε̄detect(p�, cos θCM) · ε̄ana(p�, cos θCM). (4)

Ngenerated,�+id in Eq. (4) represents the number of generated �+p scattering events in the simula-
tion. �+ identification from missing mass analysis in the analyzer program is required. Nanalyzed

represents the number of identified �+p scattering events that satisfy all cut conditions for �+p
scattering for the two-proton events. The effect of the branching ratio of the �+ → pπ0 decay
is also included in Nanalyzed. ε̄ is factorized by the detection efficiency in CATCH, εdetect, and the
analysis cut efficiency, εana, from the second equation. Ndetected represents the number of events
in which the two protons were detected by CATCH for the tagged �+ events. The difference
in the CFT tracking efficiency between the data, εdata

CFT, and simulation, εsim
CFT, was corrected by

changing ε̄detect as follows:

ε̄detect �→ 1
Ngenerated,�+id

(
Ndetected∑
events

εdata
CFT(θp1, Ecal,p1, zscat) · εdata

CFT(θp2, Ecal,p2, zdecay)

εsim
CFT(θp1, Ecal,p1, zscat) · εsim

CFT(θp2, Ecal,p2, zdecay)

)
, (5)

where the efficiency correction for both protons was considered. The analysis cuts are explained
in Sect. 4.3, and the analysis efficiency for the entire angular region is summarized in Table 2.
The efficiency of the analysis was estimated for each angular region. The efficiencies obtained
are presented in Fig. 23. The vertical error represents the difference between the lowest and
highest possible CFT tracking efficiencies, as mentioned in the previous sub-subsection. The
angular dependence of the efficiency can be understood from the kinetic energies of protons.
The efficiency decreases for the forward scattering angle, because the tracking efficiency also
decreases for recoil protons with a lower kinetic energy. Similarly, the kinetic energy of the decay
proton decreases for the backward angle, and the efficiency therefore decreases for the backward
angle. The errors in the efficiency were considered as systematic errors in the derivation of the
differential cross sections.

5.3 Differential cross sections
The differential cross section was calculated using Eq. (2). The obtained differential cross sec-
tions for the three incident �+ momentum regions are shown as black circles in Fig. 24. The
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Fig. 23. Averaged efficiencies for the �+p scattering for each scattering angle and momentum region.
The vertical error represents the difference in the obtained efficiency using the two possible lowest and
highest CFT tracking efficiencies. The horizontal error corresponds to the angular step of cos θCM =
0.1.

mean momenta of the three momentum regions are 0.50, 0.59, and 0.71 GeV/c, respectively.
The error bars and boxes of the data points represent statistical and systematic uncertainties,
respectively. The systematic error was estimated as the quadratic sum of the error from the
background estimation, average efficiency, and �+ total flight length. The values of the dif-
ferential cross sections and their uncertainties are summarized in Tables C1, C2, and C3 in
Appendix C. For the lower two momentum regions, past measurements at KEK PS are plotted
in Fig. 24 with red boxes [33] and blue triangles [32]. The data quality in the present experiment
was improved significantly. Thus, a meaningful comparison with theories has become possi-
ble. The angular dependencies are isotropic for the present angular regions, especially for low
momentum. Moreover, the obtained values of the differential cross sections are not as large as
those predicted by the fss2 and FSS models based on the QCM in the short-range region [6],
as discussed in the next section.

6. Discussion
6.1 Comparison with theoretical calculations
The obtained data were compared with the theoretical calculations, which are overlaid as lines
in Fig. 24.

The blue dotted and dot-dashed lines show the calculations from the FSS and fss2 models,
which include the QCM in the short-range region [6]. Verification of the predicted large repul-
sive force originating from the quark Pauli effect is an important motivation for this experiment.
The difference in the strength of the quark Pauli effect between the two models is attributed
to the size parameter, which defines the size of the quark cluster in baryons. The FSS model,
using the larger size parameter, predicts a repulsive interaction, which increases the differential
cross section. However, the predictions by FSS and fss2 are much larger than the present data,
indicating that the repulsive forces in FSS and fss2 are too large and unrealistic.

The green solid and black dashed lines show the predictions from the Nijmegen NSC97f [8]
and ESC08 [15] models, respectively, based on the boson-exchange picture. Historically, in the
Nijmegen models it has been difficult to describe the repulsive nature of the �N(I = 3/2, 3S1)
channel. Although NSC97f agrees well with our data in terms of the differential cross sections,
it predicts an attractive �+p interaction, which does not agree with the current common un-
derstanding of the �N interaction. In ESC08, additional repulsive effects, including the quark

23/35

D
ow

nloaded from
 https://academ

ic.oup.com
/ptep/article/2022/9/093D

01/6677374 by Kyoto U
niversity user on 05 Septem

ber 2022



PTEP 2022, 093D01 T. Nanamura et al.

Fig. 24. Derived differential cross sections of the �+p scattering for the three momentum regions. The
error bars and boxes show the statistical and systematic uncertainties, respectively. The red boxes and
blue triangles represent the data of past measurements, KEK E251 [33] and KEK E289 [32], respectively.
The blue dotted and dot-dashed lines show the calculations from FSS and fss2 [6], respectively. The green
solid lines and black dashed lines show the calculations from the Nijmegen NSC97f [8] and ESC08 [15]
models, respectively. The orange and red dot-dashed lines show the calculations from the χEFT NLO
models [19,20].

picture, are considered by making an effective Pomeron potential as the sum of a pure Pomeron
exchange and a Pomeron-like representation of the Pauli repulsion. Subsequently, ESC08 pre-
dicts a moderate repulsive force within this channel. Although there were sizable discrepancies
between our data and ESC08, especially in the middle momentum region, ESC08 was closer to
the data than fss2. This suggests that the size of the repulsive force used in ESC08 is reasonable.

The orange and red dot-dashed lines show the calculations using the χEFT models extended
to the YN sector (NLO13 [19] and NLO19 [20], respectively), which use different sets of LECs.
In both cases, a cutoff value of 600 MeV was used. The LECs are essential parameters of the
χEFT models, representing the short-range part of the interaction, and should be determined
from experimental data. At present, the LECs for S waves have been determined based on
existing hyperon–proton scattering data in the low-momentum region. However, the LECs for
P waves have not been well-constrained owing to the lack of experimental data, especially for
the momentum region around the present data. At present, χEFT predicts much larger cross
sections, especially in the higher-momentum region. Our data are used to determine the LECs
for P waves in the χEFT models.

For the first time, we present precise data for the �+p channel in the higher-momentum range.
Currently, no theoretical model can reproduce our data consistently for the three momentum
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regions. This was mainly because of the lack of precise data. Therefore, our data are essential
inputs for improving these theoretical calculations in order to become realistic BB interaction
models.

6.2 Numerical phase-shift analysis
To extract the phase shifts of the �+p interaction, particularly for the 3S1 channel, from the
obtained differential cross sections, a phase-shift analysis was performed based on a general
formulation of the scattering problem in quantum mechanics. This was the first application of
hyperon–nucleon scattering data, whereas precise phase-shift analysis has been performed for
the NN scattering data to derive the phase shifts for each partial wave [21]. The differential cross
sections can be represented as a function of the phase shifts for the 27-plet δ[27] and 10-plet δ[10],
scattering angle θCM, and momentum pCM in the CM system (see Appendix A). This function
is denoted by I0(θCM, pCM, δ[27], δ[10]). In our analysis, partial waves up to D are considered. The
phase shifts for the 27-plet are taken up to five total spin states: δ[27] = {δ1S0

, δ3P2
, δ3P1

, δ3P0
, δ1D2

}.
For the 10-plet, five phase shifts and a mixing parameter for 3S1–3D1 mixing, that is, δ[10] =
{δ3S1

, δ1P1
, δ3D3

, δ3D2
, δ3D1

, ε1}, are included. The function I0(θCM, pCM, δ[27], δ[10]) has 11 phase-
shift parameters. To extract meaningful information from the fitting of the differential cross
sections, the number of phase shifts to be fitted should be reduced.

The phase shifts δ[27] can be constrained with reliability because δ[27] becomes identical to
the phase shifts in the NN(I = 1) channel in the limit of flavor SU(3) symmetry. In this limit,
δ[27] can be obtained from the phase shifts of pp scattering for the corresponding momentum.
However, in reality, δ[27] in the �+p scattering should be slightly different from that in the pp
scattering, owing to the breaking of flavor symmetry. In fact, all theories (FSS, fss2, ESC, and
NSC97f) predict smaller 1S0 phase shifts in �+p scattering than those in pp scattering. However,
the difference between the theoretical predictions of δ[27] is small because these models are
also constrained by pp scattering data. In this analysis, the effect of the uncertainty in δ[27]

was examined using three different sets of δ[27]. The phase-shift values of pp scattering and
theoretical predictions in ESC16 [16] and NSC97f [8] were used in this study.

In contrast, the phase shifts δ[10] are unique to the �N(I = 3/2) channel, and these phase shifts
should be determined from the fitting. The two theoretically uncertain phase shifts δ3S1

and δ1P1
,

representing the short-range interaction, were regarded as free parameters. For the remaining
phase shifts, namely δ3D3

, δ3D2
, δ3D1

, and ε1, the variation among the theoretical models is rather
small because the pion-exchange mechanism is expected to be dominant for long-range inter-
actions. Therefore, these phase shifts were fixed at the theoretical values as an approximation.

In summary, the two phase-shift parameters, δ3S1
and δ1P1

, were obtained by fitting the dif-
ferential cross sections with the function I0(θCM, pCM, δ[27], δ[10]). To study the effect of uncer-
tainties due to the assumed fixed phase shifts, fitting was performed for three conditions with
different sets of fixed parameters:

A. δ[27] was fixed at values taken from the pp scattering. δ3D3
, δ3D2

, δ3D1
, and ε1 were fixed

at 0.
B. δ[27] was fixed at values from the ESC16 or NSC97f models. δ3D3

, δ3D2
, δ3D1

, and ε1 were
fixed at 0.

C. δ[27] was fixed at values from the ESC16 or NSC97f models. δ3D3
, δ3D2

, δ3D1
, and ε1 were

fixed at the values from ESC16 or NSC97f.

25/35

D
ow

nloaded from
 https://academ

ic.oup.com
/ptep/article/2022/9/093D

01/6677374 by Kyoto U
niversity user on 05 Septem

ber 2022



PTEP 2022, 093D01 T. Nanamura et al.

Table 4. δ[27] and δ[10] for the pp scattering and �+p scattering in ESC16 [16] and NSC97f [8], respectively.
The units of p� and pCM are [GeV/c]. E pp

lab (unit: [MeV]) represents the kinetic energy of the beam proton
in the pp scattering in which pCM is equal to that of the �+p scattering. The units of phase shifts are [◦].

Low Mid High

pp ESC16 NSC97f pp ESC16 NSC97f pp ESC16 NSC97f

p� 0.496 0.50 0.50 0.59 0.60 0.60 0.71 0.70 0.70
pCM 0.214 0.216 0.216 0.253 0.257 0.257 0.303 0.297 0.297
E pp

lab 87.6 — — 122.1 — — 173.7 — —
δ1S0

27.9 19.1 20.2 19.5 10.8 11.8 10.4 2.80 3.71
δ3P2

9.92 6.76 6.44 12.7 8.50 8.02 14.9 9.82 9.04
δ3P1

−12.2 −13.2 −13.3 −15.5 −16.9 −17.1 −19.5 −20.8 −21.0
δ3P0

10.5 7.19 8.10 7.29 3.59 4.49 2.15 −0.92 −0.23
δ1D2

3.24 3.38 3.25 4.71 4.99 5.02 6.41 6.61 6.99
δ3S1

— ( − 27.9) (21.9) — ( − 32.6) (28.5) — ( − 36.6) (35.01)
δ1P1

— (8.33) (12.2) — (8.45) (13.71) — (7.46) (13.7)
δ3D3

— 1.14 1.42 — 1.59 2.29 — 1.93 3.18
δ3D2

— −3.53 −3.23 — −4.87 −4.23 — −6.42 −5.31
δ3D1

— 1.35 1.48 — 0.69 1.30 — −0.70 0.41
ε1 — −5.04 −1.65 — −5.24 0.11 — −5.14 1.87

By comparing conditions A and B, the effect of uncertainty in δ[27] was studied. From con-
ditions B and C, the effect of uncertainty in the other parameters, δ3D3

, δ3D2
, δ3D1

, and ε1, was
evaluated. Although the sign of δ3S1

is expected to be negative, as predicted by recent theoretical
models including ESC16, numerical fittings with a positive δ3S1

are possible using a different set
of phase-shift parameters, such as NSC97f. To investigate the negative and positive δ3S1

cases,
two different sets of fixed parameters were obtained from ESC16 and NSC97f, respectively.
The fixed phase shifts are presented in Table 4.

The fitting results in the three momentum regions are shown in Figs. 25, 26, and 27. In all
momentum regions, reasonably reduced χ2 values of approximately one were obtained. The
momentum dependencies of the obtained δ3S1

and δ1P1
values are plotted in Fig. 28. The abso-

Fig. 25. Differential cross section as a function of the scattering angle together with the calculated angu-
lar distribution in the phase-shift analysis for the low-momentum region (0.44 < p� [GeV/c] < 0.55) in
(a) the negative δ3S1

case and (b) the positive case. Three lines in each graph show the fitting results with
three different fitting conditions A, B, and C, as described in the text. The typical χ2/ndf is 4.4/11.
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Fig. 26. Differential cross section as a function of the scattering angle together with the calculated angular
distribution in the phase-shift analysis for the middle momentum region (0.55 < p� [GeV/c] < 0.65).
The fitting conditions are the same as in Fig. 25. The typical χ2/ndf is 14.0/11.

lute values of δ3S1
for the low-, middle-, and high-momentum regions were (28.3 ± 1.5 ± 2.1)◦,

(23.4 ± 2.0 ± 3.0)◦, and (32.5 ± 2.5 ± 2.5)◦, respectively. The former error comes from the fit-
ting error and the latter shows the effect of the different sets of fixed parameters. If the sign is
assumed to be negative, the momentum dependence of δ3S1

is consistent with the ESC models,
suggesting that the repulsive force is moderate as in the ESC models, as discussed in Sect. 6.1. In
contrast, the obtained δ1P1

values deviate considerably in the range −5◦ < δ1P1
< 25◦ depending

on the conditions. Although the results of δ1P1
are ambiguous, they may support the predictions

of fss2, ESC, and NSC97f, in which the interaction of the 1P1 state in the �+p system is weakly
attractive.

7. Summary
Revealing the nature of flavor SU(3) multiplets is important for a systematic understanding
of BB interactions. Among them, 10-plet is predicted to be considerably repulsive, owing to
the Pauli effect at the quark level, which is closely related to the origin of the repulsive core

Fig. 27. Differential cross section as a function of the scattering angle together with the calculated angular
distribution in the phase-shift analysis for the high-momentum region (0.65 < p� [GeV/c] < 0.80). The
fitting conditions are the same as in Fig. 25. The typical χ2/ndf is 11.0/13.
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Fig. 28. Obtained phase shifts δ3S1
and δ1P1

as a function of the incident momentum. The black dashed,
green solid, and blue dotted lines represent the calculated phase shifts of ESC16 [16], NSC97f [8], and
fss2 [6], respectively.

in the nuclear force. The �+p channel is one of the best channels for studying the repulsive
nature of the 10-plet. With this motivation, we performed a novel high-statistics �+p scattering
experiment at J-PARC (J-PARC E40).

The experiment was performed at the K1.8 beam line in the J-PARC Hadron Experimental
Facility. �+ particles were produced via the π+p → K+�+ reaction in the LH2 target. The �+p
scattering events caused by running �+ in the LH2 target were identified by a kinematical con-
sistency check for the recoil proton detected with the CATCH detector system. Approximately
2400 �+p elastic scattering events were identified from 4.9 × 107 tagged �+ particles in the
momentum range 0.44–0.80 GeV/c.

The differential cross sections of �+p scattering were derived for three separate momentum
regions. Their uncertainties were typically less than 20% with an angular step of cos θCM =
0.1. The data quality was significantly improved as compared to previous experiments. The
angular dependencies of the obtained differential cross sections are relatively isotropic for the
present angular regions of −0.8 < cos θCM < 0.6, particularly in the low-momentum region.
The obtained values of the differential cross sections are approximately 2 mb/sr or less, which
are not as large as those predicted by the fss2 and FSS models based on the QCM in the short-
range region [6]. Predictions from the Nijmegen ESC models [15,16], which include the moder-
ate repulsive force according to the Pomeron effect, are in close proximity to the data, although
sizable discrepancies still exist between the data and ESC08. The χEFT model predicts much
larger cross sections, particularly in the higher-momentum region. We expect that our data will
be used to specify the LECs for P waves in χEFT models [19,20].

Owing to the precise data points and simple representation of the �+p system, with respect to
the multiplets of the BB interaction, we derived the phase shifts of the 3S1 and 1P1 channels for
the first time by performing a phase-shift analysis for the obtained differential cross sections.
The absolute values of δ3S1

range from 20◦ to 35◦ in the present momentum range. If the sign is
assumed to be negative, the momentum dependence of δ3S1

is consistent with the ESC models,
which predict a relatively moderate repulsive force. Because the 3S1 channel is expected to be
related to the quark Pauli effect, the obtained δ3S1

will impose a strong constraint on the size
of the repulsive force.
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Appendix A. Specific expressions for the differential cross section as a function of phase
shifts
Similarly to the NN scattering case [42], a wave function for the �+p scattering can asymptot-
ically be written as

ψ s′
m′ (r) ∼ eikzξ s′

m′ + eikr

r

∑
s,m

ξ s
mMs,s′

m,m′ (θ, φ), (A1)

where k represents the wavenumber of relative motion in the CM system defined as k = pCM/�,
ξ s

m denotes the spin state with spin quantum number s and projection on the quantization axis m.
Ms,s′

m,m′ are the matrix elements of the spin-1/2–spin-1/2 scattering amplitude with a polar angle
θ and azimuthal angle φ. By the partial-wave decomposition, the matrix element becomes

Ms,s′
m,m′ (θ, φ) =

∑
L

L+s∑
J=|L−s|

J+s′∑
L′=|J−s′|

√
4π (2L′ + 1)Y m′−m

L (θ, φ)

× CL×s(J, m′, m′ − m, m)CL′×s′ (J, m′, 0, m′)iL′−L 〈L, s| Smat − 1 |L′, s′〉
2ik

,(A2)

where the CL × s are Clebsch–Gordan coefficients defined as CL×s(J, mJ, mL, ms) =
〈LmLsms|LsJmJ〉, Y m

L is a spherical harmonic, and Smat is the scattering matrix. The dif-
ferential cross section for scattering of an unpolarized incident particle on an unpolarized
target I0 is expressed by the matrix elements as

I0 = 1
4

∣∣M0,0
0,0

∣∣2 + 1
2

∣∣M1,1
1,1

∣∣2 + 1
4

∣∣M1,1
0,0

∣∣2 + 1
2

∣∣M1,1
0,1

∣∣2 + 1
2

∣∣M1,1
1,0

∣∣2 + 1
2

∣∣M1,1
1,−1

∣∣2
. (A3)

The explicit formulae for the matrix elements as a function of the partial wave amplitudes h
for a general angular momentum L can be found in Ref. [43]. The specific expressions up to D
wave (L ≤ 2) are:

M0,0
0,0 = h1S0

+ 3h1P1
cos θ + 5h1D2

×
(

3 cos2 θ − 1
2

)
, (A4)

M1,1
1,1 =

(
h3S1

−
√

2
2

h
3S1−3D1

)
+

(
3
2

h3P2
+ 3

2
h3P1

)
cos θ

+
(

2h3D3
+ 5

2
h3D2

+ 1
2

h3D1
−

√
2

2
h

3S1−3D1

)
× 3 cos2 θ − 1

2
, (A5)
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M1,1
0,0 = (

h3S1
+

√
2h

3S1−3D1
) + (2h3P2

+ h3P0
) cos θ

+ (
3h3D3

+ 2h3D1
+

√
2h

3S1−3D1
) × 3 cos2 θ − 1

2
, (A6)

M1,1
0,1 =

(
− 3

2
√

2
h3P2

+ 3

2
√

2
h3P1

)
× (− sin θ )

+
(

− 4

3
√

2
h3D3

+ 5

6
√

2
h3D2

+ 1

2
√

2
h3D1

− 1√
2

h
3S1−3D1

)
× (−3 cos θ sin θ ), (A7)

M1,1
1,0 =

(
1√
2

h3P2
− 1√

2
h3P0

)
× (− sin θ )

+
(

1√
2

h3D3
− 1√

2
h3D1

− 1√
2

h
3S1−3D1

)
× (−3 cos θ sin θ ), (A8)

M1,1
1,−1 =

(
1
6

h3D3
− 5

12
h3D2

+ 1
4

h3D1
− 1

2
√

2
h

3S1−3D1

)
× (3 sin2

θ ), (A9)

where the partial wave amplitudes h were defined as

h2s+1LJ
=

{
1

2ik (cos(2ε̄1) exp(2iδ̄2s+1LJ
) − 1) (3S1 and 3D1 cases),

1
2ik (exp(2iδ̄2s+1LJ

) − 1) (otherwise),
(A10)

h
3S1−3D1 = 1

2k
sin(2ε̄1) exp(iδ̄3S1

+ iδ̄3D1
). (A11)

δ̄2s+1LJ
and ε̄1 are the bar-phase shifts and mixing parameter for the 3S1–3D1 mixing, which are

different from the commonly used nuclear bar-phase shifts separated from Coulomb effects in
a precise sense. Because the energies of the �+p scattering are sufficiently high and the data for
very-forward angle is absent, the Coulomb effects might be negligible. Therefore, the bar-phase
shifts were equated with the nuclear bar-phase shifts and called merely “phase shifts δ” in this
study.

Appendix B. Angular dependence of the �E(�+p) distribution
In order to show the statistical significance of the �+p scattering events, the fitting results of
the E spectra for each scattering angle and momentum region of �+ are shown in Figs. B1,
B2, and B3. The E(�+p) spectrum can be reproduced by the sum of the simulated spectra.
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Figure B1. E spectra at each scattering angle of �+ in the low-momentum region (0.44 < p� [GeV/c] <

0.55). The data points with error bars show the experimental data. Simulated spectra for the assumed
reactions are also shown, and the red histogram shows the sum of these spectra.
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Figure B2. E spectra at each scattering angle of �+ in the middle momentum region (0.55 <

p� [GeV/c] < 0.65). The legends are the same as those in Fig. B1.
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Figure B3. E spectra at each scattering angle of �+ in the high-momentum region (0.65 <

p� [GeV/c] < 0.80). The legends are the same as those in Fig. B1.

Appendix C. Tables of the differential cross sections
The values of the differential cross sections and their uncertainties are summarized in Tables C1,
C2, and C3.

Table C1. Data table of differential cross sections for �+p scattering in the low-momentum region
(0.44 < p� [GeV/c] < 0.55). The systematic error was estimated as a quadratic sum of the error from
the background estimation (BG), averaged efficiency (eff), and �+ total flight length (L).

cos θCM dσ /d� stat. syst. (Total) syst. (BG) syst. (eff) syst. (L)
[mb/sr] [mb/sr] [mb/sr] [mb/sr] [mb/sr] [mb/sr]

−0.85 ± 0.05 2.22 ±0.46 ±0.40 ±0.23 ±0.32 ±0.04
−0.75 ± 0.05 2.31 ±0.32 ±0.33 ±0.17 ±0.28 ±0.05
−0.65 ± 0.05 2.12 ±0.26 ±0.29 ±0.18 ±0.22 ±0.04
−0.55 ± 0.05 2.00 ±0.29 ±0.38 ±0.34 ±0.17 ±0.04
−0.45 ± 0.05 1.93 ±0.27 ±0.43 ±0.41 ±0.13 ±0.04
−0.35 ± 0.05 2.40 ±0.22 ±0.22 ±0.15 ±0.15 ±0.05
−0.25 ± 0.05 1.92 ±0.19 ±0.23 ±0.18 ±0.15 ±0.04
−0.15 ± 0.05 2.22 ±0.19 ±0.31 ±0.25 ±0.17 ±0.04
−0.05 ± 0.05 2.22 ±0.19 ±0.26 ±0.16 ±0.21 ±0.04

0.05 ± 0.05 1.86 ±0.21 ±0.25 ±0.15 ±0.20 ±0.04
0.15 ± 0.05 2.54 ±0.23 ±0.37 ±0.12 ±0.35 ±0.05
0.25 ± 0.05 2.84 ±0.29 ±0.58 ±0.17 ±0.55 ±0.06
0.35 ± 0.05 3.02 ±0.51 ±0.90 ±0.24 ±0.86 ±0.06
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Table C2. Data table of differential cross sections for �+p scattering in the middle momentum region
(0.55 < p� [GeV/c] < 0.65).

cos θCM dσ /d� stat. syst. (Total) syst. (BG) syst. (eff) syst. (L)
[mb/sr] [mb/sr] [mb/sr] [mb/sr] [mb/sr] [mb/sr]

−0.75 ± 0.05 1.24 ±0.38 ±0.22 ±0.17 ±0.13 ±0.02
−0.65 ± 0.05 0.90 ±0.38 ±0.15 ±0.13 ±0.07 ±0.02
−0.55 ± 0.05 1.73 ±0.32 ±0.20 ±0.18 ±0.08 ±0.03
−0.45 ± 0.05 1.24 ±0.28 ±0.06 ±0.04 ±0.04 ±0.02
−0.35 ± 0.05 1.35 ±0.27 ±0.10 ±0.08 ±0.05 ±0.03
−0.25 ± 0.05 1.79 ±0.28 ±0.09 ±0.07 ±0.05 ±0.04
−0.15 ± 0.05 1.42 ±0.23 ±0.07 ±0.06 ±0.02 ±0.03
−0.05 ± 0.05 1.07 ±0.21 ±0.10 ±0.10 ±0.02 ±0.02

0.05 ± 0.05 1.70 ±0.29 ±0.10 ±0.08 ±0.05 ±0.03
0.15 ± 0.05 1.11 ±0.29 ±0.11 ±0.09 ±0.05 ±0.02
0.25 ± 0.05 2.34 ±0.37 ±0.16 ±0.05 ±0.15 ±0.05
0.35 ± 0.05 2.00 ±0.39 ±0.22 ±0.11 ±0.19 ±0.04
0.45 ± 0.05 2.25 ±0.53 ±0.47 ±0.23 ±0.40 ±0.05

Table C3. Data table of differential cross sections for �+p scattering in the high-momentum region
(0.65 < p� [GeV/c] < 0.80).

cos θCM dσ /d� stat. syst. (Total) syst. (BG) syst. (eff) syst. (L)
[mb/sr] [mb/sr] [mb/sr] [mb/sr] [mb/sr] [mb/sr]

−0.85 ± 0.05 0.81 ±0.52 ±0.21 ±0.19 ±0.09 ±0.01
−0.75 ± 0.05 0.58 ±0.39 ±0.41 ±0.40 ±0.04 ±0.01
−0.65 ± 0.05 1.26 ±0.42 ±0.20 ±0.19 ±0.06 ±0.02
−0.55 ± 0.05 0.68 ±0.34 ±0.12 ±0.12 ±0.02 ±0.01
−0.45 ± 0.05 1.08 ±0.33 ±0.09 ±0.08 ±0.02 ±0.02
−0.35 ± 0.05 1.35 ±0.31 ±0.06 ±0.05 ±0.02 ±0.02
−0.25 ± 0.05 1.29 ±0.35 ±0.22 ±0.21 ±0.02 ±0.02
−0.15 ± 0.05 1.58 ±0.44 ±0.10 ±0.09 ±0.01 ±0.02
−0.05 ± 0.05 2.08 ±0.40 ±0.21 ±0.20 ±0.06 ±0.03

0.05 ± 0.05 1.50 ±0.37 ±0.23 ±0.22 ±0.06 ±0.02
0.15 ± 0.05 2.40 ±0.47 ±0.26 ±0.23 ±0.10 ±0.04
0.25 ± 0.05 2.02 ±0.45 ±0.17 ±0.15 ±0.06 ±0.03
0.35 ± 0.05 1.47 ±0.43 ±0.30 ±0.29 ±0.06 ±0.02
0.45 ± 0.05 1.90 ±0.44 ±0.32 ±0.30 ±0.11 ±0.03
0.55 ± 0.05 1.70 ±0.52 ±0.20 ±0.09 ±0.18 ±0.03
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