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ABSTRACT

Optical nanocavities formed by defects in a two-dimensional photonic crystal (PC) slab can simultaneously realize a very small modal volume
and an ultrahigh quality factor (Q). Therefore, such nanocavities are expected to be useful for the enhancement of light-matter interaction and
slowdown of light in devices. In the past, it was difficult to design a PC hole pattern that makes sufficient use of the high degree of structural
freedom of this type of optical nanocavity, but very recently, an iterative optimization method based on machine learning was proposed that
efficiently explores a wide parameter space. Here, we fabricate and characterize an L3 nanocavity that was designed by using this method
and has a theoretical Q value of 29 x 10° and a modal volume of 0.7 cubic wavelength in the material. The highest unloaded Q value of the
fabricated cavities is 4.3 x 10%; this value significantly exceeds those reported previously for an L3 cavity, i.e., 2.1 x 10°. The experimental
result shows that the iterative optimization method based on machine learning is effective in improving cavity Q values.

© 2021 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license

(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0040793

I. INTRODUCTION

Optical nanocavities that are based on artificial defects in a two-
dimensional (2D) photonic crystal (PC) slab have attracted much
attention as device elements for light control. This is because they
can realize high quality-factor (Q) values while maintaining a very
small modal volume V. The experimental Q values were initially
limited to values of less than one thousand but increased to more
than ten million over time owing to advances in fabrication accu-
racy, material purity, and cavity design.'** The ratio Q/V is a per-
formance index that describes the strength of the light-mater inter-
action in the cavity material, as well as the product between the
photon storage time and the capability of the cavity for dense inte-
gration.” Therefore, by increasing Q/V, a higher performance can
be delivered in applications such as nanolasers,” * bio-/chemical
sensing devices,”” bistable memories,'’ second-harmonic genera-
tion,!! quantum information processing,'>!? Si Raman lasers,'* and
dynamic control of photons.'* !¢

APL Photon. 6, 036113 (2021); doi: 10.1063/5.0040793
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The Q value of a given PC nanocavity design [design Q value
(Qdesign)]> as well as V, depends on the cavity structure. It is known
that the former, in particular, is not only determined by the cavity
type; Qqesign can be improved by several orders of magnitude by fine-
tuning the positions of the air holes that define the cavity,” "%
while V' does not change so strongly except in cavity types based
on electric-field concentration, such as those using slits,”” and in
cavity types based on the direct design of the confinement poten-
tial.?>?* The Q value of a fabricated cavity [experimental Q value
(Qexp)] is lower than Qqesign due to factors such as the deviations of
the actual structure from the designed structure or light absorption
by the material.”* However, since the achievable maximum of Qexp
of a cavity is restricted by its Qqesign> the optimization of the cavity
design (e.g., the hole pattern) is important. In Table I, we summarize
some optimization results of Qqesign Values that have been obtained
for different 2D PC cavity types, such as the L3 cavity,”*’ " the
heterostructure cavity,>**® the HO cavity,””’! the L4/3 cavity,’” the
locally width-modulated line-defect cavity (Al cavity),”>** and the

6, 036113-1
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TABLE 1. Summary of the improvements in Qgesign due to structural optimization and the resulting Qexp values for various different cavity types. Here, Q values excluding the
load of the excitation waveguides are used for comparison, except for Qexp of the heterostructure cavities. The superscripts a, b, and ¢ indicate the medians that were obtained

by evaluating 21, 30, and 2 fabricated cavities, respectively. This table is for cavities fabricated from Si. The data of the cavity mode volume V (in units of 13/n%) as well as the

ratio Qexp/V (in units of n3/A%) are also provided.

Before optimization

After optimization

Optimization Optimized degrees
Cavity type method of freedom \% Qdesign \%4 Quesign Qexp Qexp/V References
L3 Gaussian envelope 1 0.61 7x10° 061 45x10* 45x10*  7.4x10* 2
196 x 10°  2.1x10°
i i 3 6 27 28
L3 Genetic algorithm 5 0.61 7x10° 095 4.1x10 (11x10%) (12 x 10%) 27 and 2
L3 Leaky mode 9 0.61 7x10° 075 42x10° 21x10°  28x10°  29and30
visualization
Hetero- Gaussian envelope 2 1.2 1x10° 1.3 2x 10 1x10° 8 x 10° 3and 26
structure
7 6
Hetero- Leaky mode 4 13 2x100 15 13x10® VL0 73xA0 L ndse
structure visualization (6.9 x 10°°) (4.6 x 10™)
HO Genetic algorithm 7 0.23 2.8x10° 034 1.7x10° 45x10° 1.3 x10° 27 and 31
L4/3 Particle swarm 11 0.35 33x 10" 032 2.09x 10’ 32
Al Manual 1 1.4 5x10° 1.7 7x100 13x10°  7.6x10° 22 and 33
Bi-chromatic ~ Manual 1 0.7 4%x10° 12 13x10° 12x10° 1x10° 23 and 24
L3 Particle swarm 27 0.59 65x10° 11  19x10° 41
7 6
Hetero- Machine learning 25 1.5 14x10° 15 Lex10° “1X10 o 73100 s nd e
structure (7.8 x10°°) (5.2 x10°)
43x10°  6.1x10°
L3 (this work) Machine learnin 25 0.61 7x10° 070 2.9 x 107 40, this work
(this work) ! g X (7% 10%) (5.3 x 105 1w
effective bichromatic potential cavity,”** together with the theoret-  to 1600 x 10° [with V = 1.5 (\*/#”)],*° and in the experiments, we

ical V values in units of (A*/n”) (here, 1 is the resonant wavelength of
the cavity and # is the refractive index of the cavity material).”* It can
be confirmed that Qqesign increases by optimizing the cavity structure
parameters. Several different methods have so far been proposed for
the optimization of the hole positions in the PC, e.g., the consid-
eration of the envelope function of the electromagnetic field distri-
bution,”**!** the use of a genetic algorithm,””***! the visualization
of the leaky-mode distribution,"**" particle swarm optimization,**
and the use of machine learning.”

Due to the problems of the cost of manual tuning, and even
computation time in the case of automatic tuning, the above-
mentioned methods, except for machine learning, can usually only
exploit a part of the high degree of freedom that is provided by the
hole positions of a 2D PC cavity structure (while there are 20-30
degrees of freedom under symmetry constraints, the number of
parameters that could be adjusted simultaneously was about 10 or
smaller). To make sufficient use of the high degree of the structural
freedom of a 2D PC nanocavity, machine learning can be used to
generate a regression function (in the parameter space) that predicts
Quesign based on the hole pattern that forms the cavity.”> The regres-
sion function can then be used to calculate the gradient of the Q
value with respect to the hole positions and updates the hole posi-
tions of a considered candidate pattern in such a way that the Q value
increases.”” By applying this method to the heterostructure cavity,
we were able to improve Qgesign from 140 x 10° [with V = 1.5 (A3 /n®)]

APL Photon. 6, 036113 (2021); doi: 10.1063/5.0040793
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succeeded in improving the Qexp distribution.”® After the publica-
tion of these results, attempts to optimize cavities with the help of
machine learning have increased significantly.”” Although even tun-
ing of a few parameters can lead to a high Quesign,”* ** optimization
techniques that enable tuning of a large number of structural param-
eters are important because such a tuning capability is inevitable
for more versatile purposes, such as simultaneous improvement of
different target parameters of a cavity.*>*"

However, the number of tuning parameters is not the only
important factor in optimization. For example, because the pre-
diction in the above-mentioned machine-learning method becomes
more incorrect as the new pattern departs from the vicinity of the
parameter space region of the initial training dataset, it has not been
possible to apply this method to optimizations where large shifts in
the hole positions are required to find a significantly improved cav-
ity (In the case of the above-mentioned results, the largest amount
of shift was about 2%-3% of the lattice constant.). To solve this
issue, a method has been proposed that additionally determines the
Quesign Values of the final candidate structures by a first-principles
method, adds them to the training dataset, and then iterates these
steps (i.e., generates a regression function, improves the candidates,
evaluates their Qqesign values by first-principles, and then adds these
values to the training dataset).”” The advantage of this iterative opti-
mization method is the combination of a relatively high number
of parameters and the automatic expansion of the training dataset

6, 036113-2
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based on the experience of the neural network to reach the param-
eter space region of the more optimized structure. This can signif-
icantly reduce the size of the training dataset required to reach a
given degree of optimization. By applying this method to optimize
25 cavity parameters of an L3 cavity with a low initial Qgesign Of
seven thousand, we obtained a pattern with a Qgesign of 29 x 106
and a small V of 0.7 (A*/n*).*° The maximum shift in the hole posi-
tions that was introduced in this case is 20% of the lattice constant.
This Qqesign is much larger than 4 x 10° obtained in the case of
the optimization by the genetic algorithm and the leaky-mode visu-
alization method.””*" However, an experimental verification with
respect to this iterative optimization technique has not yet been
performed.

Although there are cavity designs that exhibit even higher
Quesign Values, they usually also exhibit an increased V (see Table I).
For example, while a work using particle swarm reported a much
larger Qgesign Of 190 x 10%, the obtained V was 1.1 (A*/n®)."! How-
ever, because the experimental Q factors are limited to values below
10 x 10° with the present fabrication technologies, it is important
to realize cavity designs with Qgesign > 10 x 10° while maintain-
ing a small V. An optimized L4/3 cavity with a Qgesign of 21 x 10°
and a V of 0.32 (A’/n’) has been reported,”” but this design
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has not yet been verified experimentally. Therefore, the experi-
mental verification our L3 cavity design’’ optimized by the itera-
tive optimization method is significant for further development of
devices.

In this work, we fabricate samples with the L3 cavity structure
designed by our iterative optimization method based on machine
learning and verify the effectiveness of this optimization method
experimentally. We obtain one cavity with an unloaded Qep of
4.3 x 10°% and the median unloaded Qexp of the cavities with the
largest cavity-waveguide distance and hole radii within 102.5 + 2 nm
is 3.7 x 10°. These values significantly exceed the corresponding val-
ues of the previously reported L3 cavities, i.e., about 2.1 x 10° and
1.1 x 10°, respectively (see Table I).

Il. CAVITY DESIGN AND THEORETICAL ANALYSIS

In Fig. 1(a), we show the designed cavity structure (air-hole
pattern) of the L3 nanocavity investigated in this work. The basic
PC structure consists of air holes located at the sites of a triangu-
lar lattice on the Si slab with a refractive index # of 3.46 and a slab
thickness t of 220 nm. The hole radius is r = 102.5nm (= 0.25 a)
for all air holes, where a is the basic lattice constant of 410 nm.

(b)

106

th“gn ( x 106)

|

r(nm)

FIG. 1. The L3 cavity structure designed by the iterative optimization method based on machine learning. (a) The structure of the designed L3 cavity. The distribution of the
electric field in the y-direction, Ey, is visualized using red and blue for positive and negative values, respectively. The red broken rectangle indicates the holes considered
for the optimization. (b) The calculated result of the dependences of Qqesign Of the cavity in (a) on the average air-hole radius and the slab thickness. (c) Scanning electron
microscopy (SEM) image of a fabricated L3 cavity. The area indicated by the red broken rectangle in Fig. 1(c) corresponds to that in Fig. 1(a). As shown in the magnified
view indicated by the black broken rectangle, we estimated the hole radius from the ratio between the lattice constant and the diameter evaluated at the centerline of the

broad white ring at the hole edge.

APL Photon. 6, 036113 (2021); doi: 10.1063/5.0040793
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The L3 nanocavity is formed by removing three holes from this
basic PC structure. In addition, the positions of the air holes within
the red broken rectangle (extension: 21 columns x 5 rows) in the
vicinity of the cavity have been adjusted according to the iterative
optimization method based on machine learning.’ In particular,
for this optimization, we employed all three types of artificial losses
described in Sec. 3.3 of Ref. 39. In Fig. 1(a), the black arrows indicate
the changes in the hole positions with respect to the hole positions
before optimization. A discussion of the characteristics of this cav-
ity structure is given in Appendix A. For the present fabrication
procedure, we discretized the air-hole shifts at the resolution of the
electron beam lithography (EBL) system (0.125 nm). The details of
the hole position shifts after discretization are shown in Table II.
Moreover, we also confirmed Qqesign f the cavity with the discretized
hole positions by three-dimensional finite-difference time-domain
(FDTD) analysis. There was almost no difference compared to the Q
value before discretization, and we obtained Qesign = 29 x 10° and
V =0.70 (\3/n?).

Prior to fabrication, we also examined the impact of the
expected imperfections of the real device on the Q value. Three
types of losses are considered: fabrication errors in the hole pat-
tern, absorption by the material, and coupling to the excitation
waveguide.

First, to fabricate such a nanostructure pattern, an EBL pro-
cess and a transfer of the pattern by dry-etching are used. Here,
small fluctuations in the fabricated hole shape are unavoidable. With
respect to PC nanocavities, it is known that the influences of these
fluctuations can be characterized by converting them to fluctua-
tions in the air-hole radius and position.”**>** In our presently used
fabrication conditions, the empirical standard deviation of these
parameters is less than 0.5 nm.***** To determine the resulting loss,
1/Qscat, we generated 100 random air-hole patterns based on the

TABLE . The x- and y-shifts of each hole in the L3 cavity structure in the red broken
rectangle shown in Fig. 1(a). These shift amounts are discretized at the resolution of
0.125nm of the EBL system. Because the shifts were introduced in @ manner such
that the mirror symmetries with respect to the x- and y-axis are retained, only data
from the first quadrant are provided. The holes located on the x- or y-axis have only
one degree of freedom, while the other holes have two degrees of freedom, resulting
in 25 degrees of freedom in total.

X index Y index X shift (nm) Y shift (nm)
4 0 52.000 0.000
6 0 —21.000 0.000
8 0 -10.375 0.000
10 0 19.000 0.000
1 1 -2.875 -2.250
3 1 19.250 —22.750
5 1 -29.875 —18.750
7 1 -37.625 -34.375
9 1 77.500 —49.250
0 2 0.000 6.000
2 2 -8.375 -28.875
4 2 —-6.250 -7.750
6 2 —14.875 4.000
8 2 4.000 7.500
10 2 6.625 39.500

APL Photon. 6, 036113 (2021); doi: 10.1063/5.0040793
© Author(s) 2021

structure shown in Fig. 1(a) and calculated their cavity Q values.
The random patterns included fluctuations in the hole radius and
position with a standard deviation of 0.41 nm (one thousandth of
the lattice constant a), and the resulting loss 1/Qgcat = 1/(7.7 x 106)
was obtained by subtracting the inverse of the above-mentioned
Quesign of the ideal structure from the average of the inverse of the
Q values of these random structures. Note that this value is almost
the same as the loss of 1/(7.9 x 10°) that was obtained for a het-
erostructure cavity when we used the same standard deviation for
the calculation of 1/Qgcat.*** Thus, we confirmed that the present
optimized L3 cavity is not particularly weak with respect to struc-
tural imperfections. The explanation for this result is provided in
Appendix B.

We also examined the impact of the average deviation of the
air-hole radius from the optimum radius. This is necessary because
the average value can change by a few nanometers.’ The reason for
this is that the overall hole radius depends on the etching conditions.
On the other hand, the average deviation of the hole position defined
by the electron beam is, in principle, sufficiently small because the
EBL accuracy is sufficiently stable owing to the laser interferometer
stage in the EBL system. We also examined the effect of the thickness
variation of the top Si slab of the silicon-on-insulator (SOI) substrate
used in the fabrication because the slab thickness varies by about
1-2nm depending on the position in the wafer. The result in
Fig. 1(b) evidences that Qesign Of the presently considered cavity has
a small dependence on the slab thickness, but Qqesign decreases to one
third if the hole radius deviates by +2 nm from the optimum value.
Such a behavior has been also reported for an L3 cavity that has been
optimized by the visualization of the leaky modes.”” The reason for
this behavior is discussed in Appendix B. Here, it should be men-
tioned that, even if the average air-hole radius is deviated by about
+£21nm, Qqesign Would still be about two times larger than Qqesign 0f
the L3 cavities that have been optimized by conventional methods
and have optimum hole radii.””*

Second, it is known that a fabricated cavity has an additional
loss that is caused by light absorption due to both the material
and imperfections of its surface.**” The magnitude of this loss,
1/Qabs, can be changed by applying surface treatments, but from
our past exgerience it is expected that it is at least on the order of
1/(12 x 10°).* By considering the additional losses (1/Qscat and
1/Qabs), the theoretical Q value (:Qeory) becomes about 4 x 10° in
the case of the optimum average hole radius, and in the case that
the average hole radius deviates by +2 nm, it is expected that Qnocory
becomes about 3.2 x 10°.

Third, in order to actually measure the value of Qexp, it is nec-
essary to add a waveguide for excitation in the vicinity of the cavity.
A design with an appropriate coupling strength (several times larger
than the Q value of the cavity alone) is required because a reduction
in Qexp occurs due to the coupling to the waveguide.”® We decided
to use a width of 1.1 x /34 for the excitation waveguide. To clar-
ify the impact of the waveguide, we changed the distance between
the cavity and the waveguide, d, from 7 to 9 rows, and determined
the changes in the Q values. The waveguide-coupling losses, 1/Qug,
for d = 7, 8, and 9 rows determined by three-dimensional FDTD
analysis were 1/(0.84 x 10%), 1/(4.9 x 10°), and 1/(12 x 10°), respec-
tively. Hereafter, we denote Qcyp including the waveguide-coupling
loss 1/Quyg as the loaded Qexp orQIeﬂ(‘},dEd, and Qexp excluding 1/Quyg as
the unloaded Qexp.

6, 036113-4
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I1l. FABRICATION AND OPTICAL CHARACTERIZATION

Regarding the fabrication of the nanocavities, here we used a
SOI substrate, and after the formation of the PC pattern in the top Si
layer, we fabricated an air-bridge structure by removing the buried
oxide (BOX) layer by hydrofluoric acid (HF). The average thick-
nesses of the top Si layer and the BOX layer of the SOI substrate
were 220 and 3000 nm, respectively. For the formation of the PC pat-
tern, we employed EBL and inductively coupled plasma etching with
SF¢-based gas. As mentioned above, the resolution of the EBL sys-
tem was 0.125 nm. Even if all electron-beam-written radii are exactly
equal, the radii of the formed holes change depending on the etching
conditions. To experimentally verify the relation between Qexp and
the average air-hole radius, we fabricated several cavities with dif-
ferent average hole radii by slightly changing the hole radius used in
each EBL process. We fabricated nine types of cavities: Their average
air-hole radii after the etching process were in the range from 99 to
113 nm in equally spaced intervals. For each of the nine sample types,
we fabricated one long and thin PC pattern (total length 2.4 mm)
and placed a long waveguide for the excitation at the center of the
PC pattern. In the vicinity of the waveguide, the cavities were placed
with a sufficient distance between them in the direction of the waveg-
uide. In this way, we placed several cavities with different values of
d along a single excitation waveguide. For each cavity-parameter set,
two cavities were prepared.

A SEM image of one of the fabricated cavities is shown in
Fig. 1(c). The fabricated structure well reflects the designed hole pat-
tern. The air-hole radii can be evaluated from such SEM images by
assessing the ratio of the air-hole radius (measured from the center
of the air hole to the white ring at the hole edge) to the lattice con-
stant and multiplying the result by the known lattice constant of the
PC design. The lattice constant was measured in a location that con-
tains no intentional shift in the hole positions. Note that the white
ring at the hole edge has a certain linewidth, and we evaluated the
hole radius by measuring the distance from the center of the hole to
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the centerline of the broad ring. The threshold used to identify the
white ring is approximately set to the highest brightness observed
at the flat region of the slab. The accuracy of the evaluated value is
about one fifth of the width of the white ring and is about +2 nm in
our case. Moreover, to avoid a possible pollution of the sample sur-
face due to the SEM characterization, the characterization of the hole
radii was performed on a simultaneously fabricated reference sam-
ple. Here, we characterized the two hole radii of the structures with
the largest and smallest holes and estimated the radii in between by
using a linear approximation.

For the optical characterization of the fabricated cavities, we
first measured the resonance wavelength Ay by using a wavelength-
tunable laser. Then, we determined the photon lifetime in the cav-

ity, 7, from a time-resolved measurement and calculated Qé‘;’;ded

using the relation Qlei‘z,de‘i = ZT’ZCT (here, c is the speed of light in
vacuum).” We used the time-correlated single photon counting
(TCPSC) method to measure the decay of the light emitted from the
cavity after resonant excitation using an optical pulse with a width
of 10ns. In Fig. 2(a), we show the correlation between Qi“x”;,ded and
the average air-hole radius (note that the cavities with » = 101.2 nm
and 109.7 nm were not measured). The colors of the data points are
used to clarify the dependence on the distance d between the cavity
and the waveguide. The purple, green, and orange dots are the data
for d = 7, 8, and 9 rows, respectively. (The number of data points

for d = 7, 8, and 9 rows is not equal because not all fabricated cavi-
ties were characterized optically.) From Fig. 2(a), we find that Qii"l‘gd”i
exhibits a distribution with a peak at a hole radius of about 104.6 nm.
Moreover, the larger the value of d is, the higher Q]e‘;’;,de‘i becomes.
The highest Qi‘,’g,de'j among these cavities is 2.7 x 10° obtained for
the cavity with d = 9. The broken curves in Fig. 2(a) are theoretical
predictions (Qiﬁ‘;ﬁi’;) that consider the scattering loss (1/Qscat) due to
the fluctuations in the hole radius and hole position, the absorption

loss (1/Qabs), the loss due to the coupling to the waveguide (1/Quyg),
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FIG. 2. The relation between the experimental loaded Q value and the average air-hole radius r, and its dependence on the cavity-waveguide distance d. (a) Relation when
r is evaluated as the distance from the center of the air hole to the centerline of the white ring in the SEM image. The purple, green, and orange broken curves are the
corresponding theoretically predicted values for 1/Qug = 1/(0.84 x 108), 1/(4.9 x 108), 1/(12 x 10°). (b) Relation when the evaluated r is reduced by 15% of the width of
the white ring in the SEM image. The colored solid curves are the theoretical predictions when the losses due to coupling to the waveguide are changed to 1/(2 x 108), 1/(4

x 108), and 1/(9 x 108).
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and the influence of the deviation of the average hole radius from the
optimum value, as explained above. By comparing the experimental
and the theoretically predicted values, it is found that the experi-
mental values are overall shifted toward larger hole radii by about
3nm and that the dependence on d is slightly weaker. To explain
the shift by about 3 nm, we can consider the measurement error in
the hole-radius assessment by SEM (about +2 nm) and the deviation
between the structures of the sample used for the hole-radius assess-
ment and that actually used in the optical measurements. Note that
the theory and experiment agreed when the hole-radius evaluation
criterion in the SEM images was changed to the distance from the
center of the hole to a position closer to the inner edge of the white
ring by 15% of the width of the white ring. The relation between
the Qle”x‘;ded value and the hole radius evaluated with this corrected
criterion is shown in Fig. 2(b). Regarding the dependence on d, a
good agreement with the experimental results was obtained when

we assumed 1/Qyg = 1/(2 x 10%), 1/(4 x 10%), and 1/(9 x 10°) for

d =7, 8, and 9 rows, respectively [Qiﬂ‘;ﬁfgl; the purple, green, and

orange solid curves in Fig. 2(b)]. The 1/Quwg values derived in the
above-mentioned FDTD calculation are 1/(0.84 x 10°), 1/(4.9 x 10°),
1/(12 x 10°), respectively, but we believe that this degree of differ-

ence is reasonable. When we analyze the overall distribution of the

experimental results for d = 9 rows in Fig. 2(b), we find thatan Qlei’;ded

of about 2 x 10 can be obtained even if the hole radius deviates from
the optimum value by +2 nm.

As the intervals between the nine different average radii of the
samples fabricated in this work were about 1.6 nm, there is the pos-
sibility that the experimental optimum radius is not among the fab-
ricated average radii. To find the optimum radius experimentally,
we tried to adjust the hole diameter by using a post-process. Note
that the interval of 1.6 nm is not the accuracy limit of the EBL sys-
tem, and thus, a post-process is not necessary if it is more feasible to
prepare additional samples with different design hole radii. For the
adjustment, we used a method that consists of forming a thin oxide
layer on the sample surface by high-temperature oxidation and sub-
sequently removing the surface oxide layer using diluted hydrofluo-
ric acid (DHF). While the degree of diameter-change depends on
the details of the oxidation conditions, it has been reported that
about less than 1 nm of material is removed from the Si surface dur-
ing each cycle of this process.” In this process, the size of the hole
increases, and at the same time, the slab thickness decreases. How-
ever, as shown in Fig. 1(b), the impact of the slab-thickness decrease
on the Q value is small. We can accurately determine the amount of
the removed Sj, i.e., the change in the average air-hole radii, from the
change in the cavity resonance wavelength due to the post-process.
With the conditions used in this work, Ag was reduced by 3.3-3.4 nm
during each cycle of the post-process. By estimating the amount of
removed material that corresponds to this shift toward shorter wave-
lengths using FDTD calculations, we found that this decrease in Ao
is equivalent to uniform removal of 0.7 nm of the material (Si) from
all surfaces of the sample, that is, the top and bottom surfaces of the
slab and at the hole walls. Based on this result, we determined the
average hole radii after the post-process by adding 0.7 nm for each
post-process cycle to the hole radii that was determined from the
SEM image by using the criterion defined for Fig. 2(b).

The relations between the Qé‘;‘;d"d value and the hole radius
before post-processing, after one post-process cycle, and after two

APL Photon. 6, 036113 (2021); doi: 10.1063/5.0040793
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post-process cycles for the samples with d = 9 rows are shown in

Fig. 3 by the orange, blue, and red data points, respectively. More-

over, to make the changes clearer, each change in the Qi“x‘i,ded value

of a cavity due to a post-process cycle is indicated by a green arrow

(note that not all samples have been measured at each processing

step). From Fig. 3, it is found that the Qiox”;,de‘j values of the cavities

that had an initial hole radius smaller than 102.5 nm increase due
to the post-processing and the Qi‘;‘;ded values of the cavities that had
larger radii decrease. This trend agrees well with the theoretical pre-

diction (orange solid curve). Moreover, Qé‘;‘;,ded of the cavity with the

highest initial Qle‘;’;ded among our samples (2.7 x 10°) increased fur-

ther due to the post-processing. With this, we confirmed that this
cavity had a structure with an average hole radius slightly (about
0.7 nm) below the optimum hole radius. The lifetime measurement
result of this cavity after one post-process cycle is shown in Fig. 4.
From Fig. 4, a photon lifetime of 2.36 ns is obtained, which corre-
sponds to a Qi”{;de"’ of 2.9 x 10°. The unloaded Qexp of this cavity is
4.3 x 10°, which is obtained by subtracting the waveguide coupling
loss evaluated in Fig. 2(b) [1/Quwg = 1/(9 x 109)].

The median Qle‘;‘;‘”d of the fabricated cavities with d = 9 rows
and appropriate hole radii (within 102.5 + 2nm) is 2.25 x 10°
before post-processing and 2.6 x 10° after the second post-process
cycle. The corresponding median unloaded Qexp values are 3.0 and
3.7 x 10°, respectively. When we define the yield as the ratio of the
number of cavities with Qleﬂ(’;,de‘i > 2 x 10° to the number of cavities
with average hole radii within 102.5 + 2 nm, the yield was 75% before
post-processing and 100% after the first and second post-process
cycles. These values demonstrate the robustness of this L3 cavity to
fabrication-dependent fluctuations.

3.5
Before post-processing
3.0 @ After Ist post-process
' /.C ® After 2nd post-process
Q{i}i‘g;\d "d=9 rows
2.5 1

:// \'

loaded Q (X 10°)

0.5 1

0.0

90.0 92.5 95.0 97.5 100.0 102.5 105.0 107.5 110.0 112.5 115.0
r (nm)

FIG. 3. The relations between Q%% and the hole radius measured before post-
processing (orange points), after one post-process cycle (blue points), and after
two post-process cycles (red points) for the samples with d = 9 rows. The hole
radii shown are those determined using the criterion defined for Fig. 2(b). Each
green arrow indicates a change in the Q value of a single cavity due to one or
two post-process cycle(s). The orange solid curve is the theoretical prediction [the
same curve as in Fig. 2(b)].

6, 036113-6


https://scitation.org/journal/app

10

8 i
o 6 4
Q
=
L8
o
E 4T A = 1560.72 nm
%ﬁ 1=2.36ns
— loaded _ .

> | Oarp =29 %10

unloaded Q,,, = 4.3 X 10°
0 0 10 20 30

Time (ns)

FIG. 4. The result of the time-resolved measurement of the emission from the
cavity with the longest photon lifetime among the post-processed samples. The
resonance wavelength is 1560.72 nm, and the photon lifetime is 2.36 ns, which
corresponds to a Q2% of 2.9 x 10° and an unloaded Qex, 0f 4.3 x 10°.

IV. DISCUSSION

Figure 4 shows that it was possible to fabricate an L3 cavity with
an unloaded Qexp of 4.3 x 10°. This value significantly exceeds the
previously reported top experimental L3-cavity unloaded Q values
of 1.96 x 10° (the directly measured Q value of the cavity alone)*
and 2.1 x 10° (the Q value of the cavity alone obtained by remov-
ing the loss due to the coupling to the waveguide from QU%'*?).”
Additionally, the modal volume of our cavity design, V = 0.70
(A*/n®), is smaller than those of the cavity designs used in these two
previous investigations, i.e., V = 0.96 (A*/n’)** and 0.75 (A*/n’).”’
In our present work, the median unloaded Qe after the second
post-process cycle was 3.7 x 10° (obtained by evaluating two cav-
ities), which significantly exceeds the median value that has been
reported for an L3 cavity optimized by a genetic algorithm (1.1 x 10°,
obtained by evaluating 21 cavities).”® It is plausible that a large part
of this improvement is due to an increase in Qgesign from 4 x 10°
(previous designs)”*" to 29 x 10° (the present design). This explana-
tion is supported by the fact that the predicted unloaded Qexp would
become 2.2 x 10° (which is similar to the values in Ref. 28) if Quesign

of the present structure decreased to 4 x 10°. This result indicates
that the recently proposed iterative optimization based on machine
learning can result in a clear positive effect even in the presence of
imperfections such as fabrication-induced fluctuations in the hole
radius and hole position.

For comparison with values of other investigations, it should be
mentioned that the loss due to the coupling to the waveguide, 1/Quwg,
is usually evaluated experimentally from the waveguide transmission
spectrum.’® However, because it was difficult to measure a reliable
transmission spectrum in the presently employed structure, wherein
many cavities are coupled to the single, long (2.4 mm) waveguide, we
were not able to estimate this coupling loss experimentally. Instead,

APL Photon. 6, 036113 (2021); doi: 10.1063/5.0040793
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we evaluated 1/Qyg by fitting the Q’;’;},M values for samples with dif-

ferent waveguide—cavity distances d. As explained in Sec. III, the
obtained value of Qug for d = 9 rows was comparable to the value
obtained from the 3D-FDTD simulation without structural fluctua-
tion (9 x 10° and 12 x 10°, respectively). For the estimation of the
degree of the uncertainty in Qug in the presence of structural fluc-
tuations, we performed one hundred 3D-FDTD simulations of the
cavity pattern for d = 9 rows including random fluctuations in the
hole radius and position with a standard deviation of 0.41 nm. We
obtained an average Qug value of 9.9 x 10°, and the corresponding
standard deviation was 1.1 x10°. When we consider a Quwg of 9.9
x 10° + 1.1 x 10, the unloaded Qexp Of the cavity with Qi”,f;ded =29
x 10° (Fig. 4) lies in the range of 3.9-4.3 x 10°. When we assume that
the predicted standard deviation of 1.1 x 10° applies to the experi-
mentally fitted Qwg of 9 x 10%, the estimated range of the unloaded

Qexp Value is 4.1-4.6 x 10°. Therefore, we consider that the unloaded

Qexp Of the cavity with Qiﬂ%dm: 2.9 x 10° lies within a range of

3.9-4.6 x 10°.

An additional aspect of the fabrication is that we fabricated nine
types of cavities with different average hole radii in order to confirm
the results of the theoretical prediction. A result that is worth noting
is that the dependence of the Qeyy on the hole radius almost coin-
cides with the theoretical prediction if the air-hole radius is appro-
priately estimated from the SEM image. Therefore, it is considered
that by adding a few cavities with different average hole radii as a
set of cavities for adjustment on one chip in addition to the main
cavity-set, the necessity of an adjustment of the hole radius of the
main cavity-set can be judged from the measurement of the Q values
of the cavity set for adjustment.

V. CONCLUSION

We have reported on the fabrication and performance charac-
terization of an L3 cavity with a design Q value of 29 x 10°. The
design was obtained in a previous study by optimizing 25 degrees
of freedom of the L3 cavity using an iterative optimization method
based on machine learning. In this work, we obtained experimen-
tal results that well reflect the theoretical relationship between the Q
value and the average hole radius, and thus, we have confirmed thata
cavity with a complex hole pattern design can be actually fabricated.
The ratio of cavities with an unloaded Qeyp > 2.6 x 10° (Qg{%’kd >2
x 10°) to the cavities with d = 9 rows and appropriate average hole
radii (within 102.5 + 2nm) was 75% before post-processing and
100% after the first and second post-process cycles. The obtained
maximum unloaded and loaded experimental Q values were 4.3
x 10° (3.9-4.6 x 10° when considering the uncertainty in the waveg-
uide coupling loss) and 2.9 x 10°, respectively. These values largely
exceed the previously reported unloaded experimental Q value of 2.1
x 10°. Moreover, the obtained median unloaded and loaded exper-
imental Q values were 3.7 and 2.6 x 10° respectively, both being
significantly larger than the median unloaded experimental Q value
of 1.1 x 10° reported previously. We consider that a large portion
of this improvement can be attributed to an increase in the design
Q value from 4 x 10° of the previous design to 29 x 10° of the
present design. Our experimental results have shown that the iter-
ative optimization method based on machine learning is effective
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FIG. 5. Line plot (in the plane y = 0) of the E, electric field distribution of the
optimized L3 cavity shown in Fig. 1(a) (black solid curve). The result of the fits of
the field to a sinc envelope function and a cosine function [Asinc(Bx) cos(Cx),
red dashed curve] and to a Gaussian envelope function and a cosine function
[A exp(—x?/B?) cos(Cx), blue dashed curve].

for the improvement of cavity Q values. We believe that exploiting
the high degree of freedom in the design of 2D-PC nanocavities by
machine learning will play an important role in optimization of not
only single Q factor values but also other parameters of nanocavities.
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APPENDIX A: AIR-HOLE PATTERN AND ELECTRIC
FIELD OF THE OPTIMIZED CAVITY

With respect to our present optimized cavity design, we noticed
that many air holes tend to shift toward the center of the cavity along
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the direction normal to the contour of the electric field, although
exceptions exist, as shown in Fig. 1(a). It is also interesting that
the cavity-field envelope function in the plane of the x axis (y = 0)
is more similar to a sinc function than to a Gaussian function, as
shown in Fig. 5. Because the Fourier transform of a sinc function is
a rectangular function while that of a Gaussian function is another
Gaussian function, a sinc envelope function (in real space) is the-
oretically more appropriate to reduce leaky components.”’ These
results indicate that our iterative machine learning method automat-
ically detected a cavity design that had a mode field better than the
Gaussian confinement.

APPENDIX B: RELATION BETWEEN LOSS
AND AVERAGE HOLE RADIUS

First, we consider the reason why the scattering loss of the
present optimized L3 cavity is comparable to that of the heterostruc-
ture in Ref. 4. It is known that the magnitude of the scattering loss
is determined by (AP)® = (eAV x E)*,* where AV is the change in
the dielectric volume due to a fluctuation, € is the dielectric constant,
and E is the electric field in that volume. Therefore, in the case that
the magnitude of the fluctuation is independent of the hole size, the
scattering loss due to small fluctuations in the air-hole radius and
position is determined by the optical energy that is distributed at the
edges of the air holes. The distribution of the optical energy at the
air-hole edge in an L3 nanocavity is considered to be slightly larger
than that in a heterostructure nanocavity because of the existence
of air holes in the center row of the L3 cavity [e.g., see Figs. 1(a)
and 6(a)]. However, the air-hole radius of the optimized L3 cavity
used in this work (102.5 nm) is smaller than that of the heterostruc-
ture cavity used for comparison (110 nm), which partly compensates
(by about 13%) the effect of the field distribution. As a result, the
scattering loss of an optimized L3 cavity with r = 102.5nm can be
comparable to that of a heterostructure nanocavity with » = 110 nm.
Although a difference between the tolerances to structural fluctua-
tions of partially optimized L3 and heterostructure cavities has been
reported,” it should be noted the structures investigated in this
previous work are different from ours.
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FIG. 6. The dependences of a heterostructure cavity designed by machine learning [Fig. 8(c) in Ref. 30] on structural parameters. (a) The structure of the optimized
heterostructure cavity. The distribution of the electric field in the y-direction, Ey, is visualized using red and blue for positive and negative values, respectively. (b) The
calculated result of the dependences of Qqesign Of the cavity in (a) on the average air-hole radius and the slab thickness.
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FIG. 7. Electric field distributions (top panels) and leaky component distributions (lower panels) of the optimized L3 cavity hole pattern for three different air-hole radii.

Second, we found that the dependence of Qqesign On the aver-
age hole radius is weaker for the optimized heterostructure cavity,
as shown in . This different tendency for different cavity
types is attributed to a difference in the intensity of the radiation
field that occurs if the air-hole positions are not tuned in accor-
dance with the hole size. In other words, we consider that the hole
shifts introduced during the optimization process lead to a sub-
tle cancellation of the radiation field, and this cancellation can be
destroyed by a change in the air-hole radius. shows the
electric field distributions and the leaky component distributions
of three L3 cavities with the same optimized hole position pattern
(optimized for r = 0.25a), but with three different air-hole radii.
We can confirm that the electric field distributions are almost the
same ( , upper panels), while the intensities of the leaky compo-
nents are very different ( , lower panels). This result supports
the explanation that a finely established far-field cancellation can
be easily disturbed by a change in the air-hole radius. In such a
situation, the radiation intensity can reach levels equivalent to the
case without tuning. Such a degradation in Qgesign can be consid-
ered more severe for cavities with a larger ratio between the initial
and optimized Qqesign Values. The Qqesign Values of the present L3
nanocavity before and after our optimization are seven thousand
and 29 x 10%," respectively, which differ by four orders of magni-
tude. On the other hand, the Qgesign Values before and after our opti-
mization of the heterostructure nanocavity are 20 x 10° and 1600
x 105, respectively, which differ by only two orders of magni-
tude. Therefore, the degradation of the Q factor is more severe for L3
cavities.
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