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Abstract Large text corpora are indispensable for natural language processing. How-
ever, in various fields such as literature and humanities, many documents to be studied
are only scanned to images, but not converted to text data. Optical character recog-
nition (OCR) is a technology to convert scanned document images into text data.
However, OCR often misrecognizes characters due to the low quality of the scanned
document images, which is a crucial factor that degrades the quality of constructed
text corpora. This paper works on corpus construction for historical newspapers. We
present a corpus construction method based on a pipeline of image processing, OCR,
and filtering. To improve the quality, we further propose to integrate OCR error cor-
rection. To this end, we manually construct an OCR error correction dataset in the
historical newspaper domain, propose methods to improve a neural OCR correction
model and compare various OCR error correction models. We evaluate our corpus
construction method on the accuracy of extracting articles of a specific topic to con-
struct a historical newspaper corpus. As a result, our method improves the article
extraction F-score by 1.7% via OCR error correction comparing to previous work.
This verifies the effectiveness of OCR error correction for corpus construction.

Keywords OCR error correction - historical newspapers - corpus construction -
public meeting

1 Introduction

Large-scale text corpora are essential for natural language processing (NLP). Most
existing corpora are created from text that has already been digitized. For instance,
the benchmark syntactic parsing dataset Penn Treebank (Marcus et al,[1993) is created
by labelling part-of-speech tags and syntactic information on the digitized text from
the Wall Street Journal newspapers. The parallel corpus Europarl (Koehn, 2005) that
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has been used for shared tasks in the conference on machine translation (Barrault
et al, |2019), is created by aligning parallel sentences from the digitized multilingual
European Parliament data.

However, in various fields including literature, humanities, and engineering draw-
ing digitization (Moreno-Garcia et al, [2019j; [Moreno-Garcia and Elyan| [2019), many
materials to be studied are not digitized, which are stored in a physical medium such
as papers or just scanned to images but not transcribed into text. By digitizing and
transcribing such materials into text, and structuring them via extracting specific top-
ics, we can apply many NLP techniques to analyzing them automatically. In these
research fields, digitization, text transcription, and structuring can significantly in-
crease the value of the original materials. Therefore, corpus construction for these
fields is very important.

Optical character recognition (OCR) is the technology for converting scanned
images to text data. In general, OCR is implemented by character delimiter recogni-
tion, size normalization, feature extraction, and character classification (Smaithl[2007).
OCR is indispensable for constructing corpora in literature, humanities, and engi-
neering drawing digitization fields. However, OCR often makes errors when the doc-
ument images have defects due to, e.g., dirt and damage (Chiron et al, |2017). OCR
errors may significantly decrease the quality of the constructed corpus. In particular,
historical documents may suffer from severe OCR errors due to immature printing
technologies and deterioration of media; therefore, automatic OCR error correction
is crucial to improve the quality of the corpus.

In this paper, we work on corpus construction based on the historical newspaper
database Trove (Cassidy, 2016; |Sherratt, 2021 and target “public meeting” articles
in Australian historical newspapers (Fujikawal, [1990). Public meetings were the main
pillar of public opinion formation for Western Europe, spanning 120 years from the
19th to 20th century (Fujikawa, [1990). Note that our targeted “public meeting” arti-
cles in this paper are the ones in the “advertisement” pages not the ones in the main
news pages. We do appreciate that Trove has already provided the page boundary of
advertisements in their database in the formats of both PDF files and OCRed text,
but unfortunately the boundaries for individual articles including “public meeting”
articles in advertisement pages are unavailable. We start our work from the available
advertisement pages provided by Trove.

The knowledge obtained from “public meeting” articles is important for under-
standing Australian history, and it is expected that analysis of long-running “pub-
lic meeting” articles will provide new insights in Australian history. In our previous
study (Tanaka et al, [2020), we proposed a method to construct a “public meeting”
domain corpus from Trove. However, OCR errors significantly affected the corpus
construction accuracy and the effective use of the corpus. To address OCR errors,
this paper extends our previous study by improving the corpus construction method
integrating OCR error correction.

! nttps://trove.nla.gov.au

2 Trove is an online library database service maintained by the Australian government, which covers
major Australian daily newspapers and local newspapers.
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To this end, firstly, we build an OCR error correction dataset for historical news-
papers, especially in the “public meeting” domain. Our OCR error correction dataset
consists of OCRed text and manually corrected text correspondingly. Our dataset pro-
vides knowledge on wording and typical failures especially due to immature printing
technologies and deteriorated printing of historical newspapers. We conduct OCR er-
ror correction experiments, comparing one statistical and two neural network (NN)-
based models (i.e., a neural machine translation (NMT)-based model and a semi-
supervised NN-based model) on our dataset. For the semi-supervised NN-based model,
we propose fine-tuning a model pretrained on a news domain dataset on our dataset,
which improve word error rate (WER) and character error rate (CER) by 8.63% and
3.26%, respectively. In addition, we propose reranking with language models and
dictionary match scores, which further improves OCR error correction for proper
nouns. We also demonstrate that the statistical model performs better than the NN-
based models, which reduces WER and CER by 23.43% and 9.07%, respectively,
compared to vanilla OCR.

Secondly, we present a corpus construction method based on a pipeline of image
processing, OCR, and filtering following [Tanaka et all (2020) but with novel integra-
tion of OCR error correction. We first identify the rule lines in advertisement page
images and trim the images into articles. Next, we apply OCR to the trimmed arti-
cles. Then, we use our best OCR error correction model for the OCRed text. Finally,
we extract the articles with specific topic words by filtering. Evaluation conducted on
manually annotated ground-truth “public meeting” articles indicates that our method
achieves a F-score of 68.7% with a high recall of 93.7%, whose F-score is 1.7% im-
proved via OCR error correction comparing to the best performance of (Tanaka et al,
2020). In addition, our method can extract 15.9% more articles without excess and
deficiency, compared to a baseline that is based on linguistic features to identify be-
ginning and ending sentences of “public meeting” articles from the OCRed text of the
entire advertisement pages provided by Trove. We will release our OCR error correc-
tion dataset, corpus construction toolkit, and the constructed corpus upon acceptance.
The contributions of this paper are as follows:

— We create an OCR error correction dataset in the “public meeting” domain. We
further propose fine-tuning on our dataset, and reranking with language models
and dictionary match scores to improve a semi-supervised NN-based OCR er-
ror correction model and compare it with one statistical and another NN-based
model.

— We integrate OCR error correction to our previous “public meeting” corpus con-
struction method, and verify the effectiveness of it.

— Although experiments are conducted on the “public meeting” domain only, our
OCR error correction construction method and models can be easily applied to
other domains, and our corpus construction method is general enough to be ap-
plied to any historical newspapers data.

The remaining of this paper is organized as follows. We first present related work
in Section[2] After presenting our OCR error correction dataset and models in Section
we introduce our corpus construction method with OCR error correction in Section
Next, we describe the experimental settings for OCR error correction and corpus
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construction in Section [5] and discuss the results in Section [6] Finally, we conclude
this paper in Section [7]

2 Related Work

2.1 OCR Error Correction Methods

There are two types of OCR error correction methods, i.e., supervised ones (Kolak
and Resnik] 2002} Kolak et al, [2003; [Yamazoe et al, 2011)) and unsupervised ones
(Lund et al, 2013; |Dong and Smith} |2018). Although the unsupervised methods are
being improved to an accuracy that is near to supervised methods, supervised meth-
ods still outperform unsupervised methods (Dong and Smith, [2018)). Therefore, we
create a dataset for supervised and semi-supervised OCR error correction modeling,
improve OCR error correction models based on it, and apply OCR error correction
trained on our dataset to the corpus construction system.

2.2 OCR Error Correction for Historical Documents

There are many studies aimed at OCR error correction for historical documents (Ko-
lak and Resnik| 2002} [Kolak et al, 2003} [Yamazoe et al, [2011). In particular, his-
torical documents are difficult to perform OCR due to the underdeveloped printing
technology and paper degradation. For this reason, there can be many OCR errors,
making error correction more difficult. Barbaresi| (2016) compared many morpho-
logical analysis systems for OCR error detection for German newspapers. |Afli et al
(2016) proposed to adopt statistical machine translation (SMT) to OCR error correc-
tion for historical documents and WER was reduced by 2.9% compared to vanilla
OCRed text. [Eger et al (2016) compared different character-level translation mod-
els for spelling error correction. | Xu and Smith|(2017)) proposed duplication passage
detection and a consensus decoding method. Dong and Smith| (2018) presented an
unsupervised OCR error correction model based on NMT. In this paper, we compare
SMT and our improved NN-based methods for OCR error correction on our dataset.
Lyu et al| (2021)) proposed a convolutional NN encoder with a recurrent NN (RNN)
decoder for OCR error correction.

Klein and Kopel| (2002) presented a post-processing system based on statistical
information and dictionaries. |Richter et all (2018)) proposed a post-processing tool.
The tool suggests multiple correction word candidates for an incorrect word, and
annotators can select a suitable candidate as the correction word. As a result of an-
notation using the tool, they achieved 6.3% improvement in WER compared to the
OCRed text. OCR post-processing also has been studied for other languages, includ-
ing Arabic (Trad and Doush, |2016) and French (Afli et al, [2015). We leave OCR
post-processing as one of our future work.
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2.3 Historical Corpus Construction

Several studies on corpus construction for historical documents have been conducted.
Davies| (2012) built an American English historical corpus. They collected text from
magazines, newspapers, and books from 1810 to 2000. They further lemmatized and
labeled part-of-speech (POS) tags on the corpus. Rognvaldsson et al (2012) built an
Icelandic parsed historical document corpus. They collected text from the 12th to
the 21st century and annotated them for parsing using the same schema as the Penn
Treebank (Marcus et al| |1993)). Sanchez-Martinez et all (2013)) built a Spanish histor-
ical corpus. They collected text from prose, theatre, and verse from 1481 to 1748,
lemmatized them, and labeled POS tags. Neudecker| (2016)) built a corpus for named
entity recognition from historical newspapers in French, Dutch, and German. They
annotated named entity tags for the Europeana Newspaper from the 17th to the 20th
century using the INL Attestation ToolE] Cassidy| (2016) built an Australian histor-
ical newspaper corpus and published it on a website called Trove. They converted
newspapers from the 19th century to the 21st century into text data using OCR. We
construct our corpus based on Trove. Different from (Cassidy, |2016) and other pre-
vious studies, we extend our previous method (Tanaka et al, 2020) to extract articles
with the specific topic of “public meeting” from Trove with OCR error correction.

3 OCR Error Correction
3.1 Dataset
3.1.1 Annotation

We used the advertisement pages crawled from Trove, and the targeted articles were
the ones containing the key phrase “public meeting.” We searched the key phrase
“public meeting” on Trove and narrowed our search range to advertisement pages
only to get the advertisement page IDs. There were 407, 756 advertisement pages
including the key phrase “public meeting” in Trove. Figure [[|shows an screenshot of
the Trove search interface to get the “public meeting” advertisement pages. Next, we
obtained the advertisement page PDF data through the API provided by Trove with
the advertisement page IDs.

We first manually sampled 5 advertisement pages from 1838 to 1954 each year
in Trove, which include the “public meeting” articles. We used the OCRed text pro-
vided by Trove. An advertisement page may contain multiple “public meeting” arti-
cles. As a result, we obtained 719 “public meeting” articles (including 13, 543 lines).
Note that volunteers are correcting a part of the OCRed text in the Trove database as
well (Evershed and Fitch, 2014). However, we wanted to create a “public meeting”
domain-specific OCR error correction corpus in this paper, and thus we sampled the
“public meeting” articles and annotated them by ourselves.

The OCRed text has many errors because the newspaper medium (i.e. paper)
is smeared or deteriorated before scanning. This imposes a particular challenge for

3 https://github.com/INL/AttestationTool
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Fig. 1 The Trove search interface to get the “public meeting” advertisement pages.

proper nouns, such as person and place names in the articles. Because proper nouns
are barely inferred from the context, whereas they are crucial for historical analysis.
Therefore, we asked an expert of Australian history to manually correct all OCR
errors including person and place names. Specifically, under the expert’s supervision,
5 students who major in British history annotated the 719 “public meeting” articles by
comparing the OCRed text and the original advertisement pages so that they identified
OCR errors and corrected them accordinglyﬂ The expert then checked the corrected
text to ensure the quality.

3.1.2 Statistics

We divided the annotated dataset into 577, 71, and 71 articles for training, valida-
tion, and testing, respectively. Table [T]shows the statistics. WER is calculated for the

4 Note that due to the large number (i.e., 407, 756) of overall advertisement pages including “public
meeting” articles, it is almost impossible to either digitize all of them or correct the OCR errors in all of
them manually.
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Articles Lines Tokens  Characters WER(%) CER(%)

Train 577 11,575 70,914 337,896 26.50 9.82
Valid 71 1,227 6,881 33,462 25.49 9.66
Test 71 1,389 8,528 40, 319 26.57 9.68

Table 1 Statistics of our dataset for the training, validation, and testing splits.
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Fig. 2 Average number of lines in an article per year Fig. 3 Average WER in a single article per year in
in the annotated OCR error correction dataset. the annotated OCR error correction dataset.

OCRed text against the corrected text as:
WER = (C+ I+ D)/N,

where C, I, and D are the numbers of words corrected, inserted, and removed dur-
ing the manual annotation; N is the number of words in the corrected text. CER is
calculated in the same way as WER but on characters. Figures [2] and [3| show the av-
erage number of lines and the average WER in the articles over the respective year.
Although the number of annotated samples per year is small, we would say that there
are some trends in WER and the number of lines in a single article: WER increases
until 1910’s, and then decreases; the number of lines seems to keep decreasing over
time, and this could be because of changes in the design of articles. Figure [4] shows
some examples of “public meeting” articles in 1840, 1881, and 1938. We can see that
a newer article has less lines. In addition, a newer article uses more diversified fonts,
and important information is printed with larger characters, which can affect OCR
errors.

3.2 Models

We compare one statistical and two NN-based models (an NMT-based model and
a semi-supervised NN-based model) on our dataset for our corpus construction task.
For the semi-supervised NN-based model, we further propose fine-tuning and rerank-
ing.
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Fig. 4 Visual differences in example articles in 1840, 1881, and 1938.

3.2.1 Statistical Machine Translation (SMT) based Model

Afli et al| (2016) showed that SMT is effective for OCR correction in historical doc-
uments. Therefore, we employ a SMT model for OCR correction. Let X = {x;|i =
1,...,M}andY = {y,|j = 1,..., N} denote original OCRed text and corrected
text, where z; and y; denote characters and M and IV are the number of characters.

SMT finds Y that maximizes the following joint probability:

Y = argmax, ZP(X,a |Y)P(Y),

where a is the character-level alignment between X and Y. P(Y) is the language
model probability, defined as:

N
P(Y) = HP(yj | y1:5-1),

=1

where N is the character numbers in Y.

3.2.2 Neural Machine Translation (NMT) based Model

Mokhtar et al| (2018)) showed that the character-level sequence-to-sequence model
proposed by |Chung et al (2016) outperforms a SMT-based OCR error correction
model for modern documents. Therefore, we apply NMT as one of our NN-based
OCR error correction models. The model we use is a RNN-based character-level
sequence-to-sequence model. We train the model with X and Y pairs. Firstly, we
obtain the encoder’s hidden states h.,. = hj, for the last character x; by:

henc - 111\H\Ienc (SCM, h]VI—l )7

where hj;_; is the hidden state vector at time step M — 1.
For inference, we compute the decoder’s hidden state h; for character y; at time

step j by]
h; = RNNgec(y;—1,h;-1),
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Fig. 5 Overview of the pretrained OCR error correction model by Dong and Smith|(2018).

where h;_ is the hidden state for the previous generated character y;_1, and the
decoder’s hidden state is initialized by he,.. The corrected text Y is given by maxi-
mizing the following probability:

=

PY | X)= || Py | X;y1;5-1)

1

<.
Il

[
=

softmax(4(h;)),
1

<.
Il

where the summation is computed over all possible characters and special tokens
(i.e., [BOS] and [EOS]), and ¢ is an activation function.

3.2.3 Semi-Supervised Model

We also adopt a NN-based semi-supervised model for OCR error correction. The
model is based on a model pretrained with a large-scale OCRed text corpus from
another domain. We further fine-tune on our OCR error correction dataset in order to
be specific to the “public meeting” domain. Moreover, we propose to apply reranking
to the model to correct the error correction of proper nouns in a sentence.

Pretrained Model (Pre) Although we only have a small amount of annotated data for
OCR error correction in a specific domain, multiple candidates of text obtained using
different OCR techniques may be available in other domainsE] Therefore, we use the
unsupervised model by Dong and Smith|(2018) to correct OCR errors, where multiple
OCR candidates are used for training. Figure [5] shows an overview of the model by
Dong and Smith/(2018). Let X = {X; | [ =1, ..., L} denote a set of original OCRed

5 Unfortunately, multiple OCR candidates are unavailable for our “public meeting” domain, and thus
we used a corpus from a different domain in our experiment.
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text of the same sentence by different OCR techniques. These lines of text are fed into
the respective encoders (with shared parameters). Character-level attention weights,
computed based on the decoder’s j-th hidden state g;, are multiplied to the hidden
states of each encoder. Formally, let h;; denote encoder I’s hidden state for X;’s i-th
character x;;, and g;_; the decoder’s hidden state for j — 1-th character. The context
vector c;; from encoder [ for the decoder’s j-th character is given by:

o = softmax(f(g;_1, hy;)),
M,

cjl = E aiihy,
i=1

where f is a fully-connected layer and M is the number of characters in X;. The
context vectors from all encoder layers are then average pooled as:

tq
C; = Z Ele.
=1
For the decoder’s j-th output ;, we compute the probability by:

g'; = tanh(W,[c;, g;] + b.),
P(y; | y1.j—1,X) = softmax(W,g'; + by), (D

where [-, -] denotes concatenation; W.., b.., Wy, and b, are parameters to be trained.
Based on Eq. (I)), we can define the sentence generation probability given the original
OCRed text X as:

N
PY) =[Py, %),
j=1

where NV is the number of output characters.

Fine-Tuning (FT) The domain of the pretrained model is different from our “pub-
lic meeting” dataset, which is a specific topic in Australian newspapers. Therefore,
there are differences in wording and grammars. Moreover, historical documents can
be more different over time. To alleviate this problem, we propose to fine-tune the
pretrained model to adapt to the “public meeting” domain. Although the model is
trained in an unsupervised manner, we fine-tune it in a supervised manner because
we do have the original OCRed text and its corrected text. For this, we remove aver-
age pooling and train it with X and Y pairs on our dataset.

Reranking (RR)

Language Model Score. Our pretrained model corrects OCRed text in the character
unit and does not consider fluency defined in the word unit. Therefore, we pro-
pose to rerank top—kﬂ outputs obtained from beam search based on a language

© We used top-128 in our experiments.
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model to improve the fluency. Because our dataset is too small to train a good
language model, we use the pretrained GPT modeﬂ (Radford and Narasimhan,
2018)), which is a large-scale language model for natural language generation re-
leased by OpenAl. We denote the probability of the ¢-th word given the sequence
of words w1 obtained from GPT by Pyt (wy | wi:4—1). Using Pype, we define
r1m indicating the fluency of the sentence based on GPT as:

T
Tm = Hngt(wt | wl:t—l)a

t=1

where T is the number of words.

Dictionary Match Score. Proper nouns are one of the most important factors for his-
torical document analysis. Therefore, we further propose to use a proper noun
dictionary dedicated for the domain to rerank. Let S denote the sequence of words
in the corrected text, D the set of proper nouns that can appear in the articles. We
define a dictionary match score by

Tdict = Z (5(d S S) 112;1((2))7

deD

where 6(d € S)is 1 if d € S and 0 otherwise, and len(-) gives the length of the
sequence in characters. rq;c¢ yields 1 when all words in S are proper nouns in D.

Optimization over Reranking Score Parameters. We define the reranking score for Y
by:

R(Y)=aP(Y)+ Brm + V7dict,

where «, 3, and y are weights to determine the contribution of respective terms. «,
3, and ~y are tuned with Bayesian optimization (Snoek et al,2012) on a validation
set to minimize WER.

4 Corpus Construction

The overview of our proposed corpus construction method is shown in Figure [6]
Because the OCRed text provided by Trove lacks the rule line information in the
advertisement pages, it is difficult to extract only “public meeting” articles accurately.
Therefore, we propose a method to address this problem by detecting rule lines from
the image. We first identify the rule lines in advertisement images, and then trim
the rule lines to extract images for articles. Next, we apply OCR to the extracted
article images to extract text for the articles. We further apply OCR error correction
to OCRed text. Finally, we filter the articles with a query phrase and thus extract only
the target articles that we are interested in.

7 lhttps://openai.com/blog/language-unsupervised/
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Fig. 6 Overview of the corpus construction method (We start from advertisement images containing the
keyword “public meeting” obtained from Trove. Small columns in articles are shown as blue lines in the
“trimming” sub-figure, and OCR errors are shown in blue fonts in the “OCR” sub-figure).

4.1 Trimming

We use OpenCVﬂ for identifying the rule lines in advertisement images and trim-
ming. Firstly, we binarize the advertisement images using the method proposed by
(1979). The binarization method transfers grayscale images to white-black im-
ages by calculating the threshold that maximizes the separation degree from the his-
togram of picture element numbers. Next, we apply the contour tracking processing
algorithm of (Suzuki and Abel, [1985) to extract the contours from the binarized im-
ages. In order to identify the contours, this algorithm calculates the boundary of the
binarized images and sequentially detects the pixels that are the contour counter-
clockwise. Areas with a height above a threshold and a width below a threshold are
identified as a column, and areas with a width above a threshold and a height below a
threshold are identified as an article split in the advertisement image. The thresholds
are tuned manually. After that, we can finally trim the article images accordingly.

There are small columns in articles as the blue lines shown in the sub-figure “trim-
ming” of Figure[6] To deal with this, we propose the following method to determine
the vertically split column. Firstly, we trim the column with the z coordinate (hori-
zontal direction) value. We then compare the minimum and maximum y coordinate
(vertical direction) values with the advertisement coordinate value. If the difference
is above a predefined threshold, we determine it as a small column and do not use it
for trimming.

4.2 OCR

OCR is generally performed following the procedures of character delimiter recogni-
tion, size normalization, feature extraction, and classification. Google open-sources
the OCR method Tesseract 2007), which achieves 98.4% and 97.4% on news-
paper articles in character and word level, respectively. However, after comparing the

8 https://opencv.org/
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OCR accuracy of Google Driveﬂ to Tesseract, we find that Google Drive works bet-
ter. Therefore, we use the OCR function of Google Drive for extracting text from the
article images.

4.3 OCR Error Correction

Because the OCRed text has errors (as shown in blue fonts in the sub-figure “OCR”
of Figure[6), we apply OCR error correction (see Section [3) to the OCRed text. We
use the SMT model for OCR error correction as it shows the best performance in our
experiments (see Section [6.T). Note that this differs from our previous work (Tanaka
et al, |2020) where we did not integrate OCR error correction. In addition, words can
be separated into two continuous lines by hyphens, and our OCR error correction
model can also address this issue.

4.4 Filtering

We filter the OCRed articles that are not our target with a query phrase, leaving the
target articles to be extracted. In order to allow the error of character recognition
by OCR, we define similarities in character level. We use the Python difflib module
SequenceMatChe for calculating similarities. In SequenceMatcher, the similarities
between a character string pair is defined as:

2.0+« M

Similarity = T

2)
where M is the number of matched characters and T is the sum of character numbers
in the character string pair.

We get word n-grams from the articles according to the number of words in the
query character string. We then calculate the similarity between the n-gram and query
character string, and take the articles with the highest similarity above a threshold as
the target article. The threshold is tuned on a validation set, which shows the highest
F'-score.

5 Experimental Settings

5.1 OCR Error Correction

SMT We used the phrase based SMT (PBSMT) toolkit Moses (Koehn et al, 2007)[[]
We trained a 5-gram language modeE] on the target side of the training data using the

% https://onlizer.com/google_drive/tesseract_ocr
10 https://docs.python.jp/3/library/difflib.html
W http://www.statmt.org/moses/

12 5_grams language models have been used by default in SMT and we followed that for the OCR error
correction task following (Chu et al, [2015)).


https://onlizer.com/google_drive/tesseract_ocr
https://docs.python.jp/3/library/difflib.html
http://www.statmt.org/moses/

14 Tanaka et al.

KenLM toolkilE] with interpolated Kneser-Ney discounting. For word alignment, we
used the GIZA++ toolkitE] Tuning was performed by minimum error rate training
(Ochl [2003).

NMT We used the Open-NMT tookilE] (Klein et al, 2017) and trained the model on
our dataset. We set the dimensions of the word embedding and the RNN hidden unit
to 128 and 512, respectively. The batch size was set to 16. The AdaGrad (Duchi et al,
2011) optimizer with a learning rate of 0.15 was used for optimization. We used the
model with the lowest validation perplexity for testing, and set the beam size to 4.

Semi-Supervised Model We used the implementation from (Dong and Smith, 201 8
for pretraining the OCR error correction model. We used gated recurrent unit (GRU)
(Cho et all 2014) as RNN layers in the model, and set the dimensions of the GRU
hidden unit to 512. The batch size was set to 128. The cross-entropy loss was used
for the loss function, and the Adam (Kingma and Ba, |2015) optimizer with a learn-
ing rate of 3e — 4 was used for optimization. We trained the pretrained model on
the Richmond Daily Dispatch (RDD) newspaper corpus RDD is a dataset in the
American newspaper domain. RDD contains 1, 384 issues (2.2M lines) from 1860
to 1865. As RDD does not have multiple OCRed text by different OCR techniques,
following (Dong and Smith, 2018)) we retrieved 3 similar lines of text from other is-
sues in RDD. We applied the text reuse approach (Smith et al| [2014; [Wilkerson et all
2015)) to retrieve similar lines. To be specific, we created an inverted index of word
5-gram hashes and extract all lines from different issues. When fine-tuning, we used
the pretrained model with the lowest perplexity in the RDD validation data for ini-
tializing the model. We used the model with the lowest perplexity in our validation
data for testing, and the beam size was set to 128. We collected person and place
names from the Australian Dictionary of Biography Australia Post and Ghostly
Gazetteer of Australisz] for calculating the dictionary match score. As a result, we
collected 13, 127 person names and 6, 071 place names.

Evaluation Metrics We used WER and CER to evaluate comparison models’ perfor-
mance. In addition to WER and CER, we used a domain-dictionary based evaluation
metric myjc. Myjc s calculated as:

count(Up, N U,.)
count(U,)
where Uy, is the words in the domain-dictionary included in generated text, U, is the

words in the domain-dictionary included in reference text, and count is a function
that counts the number of words appeared in text.

Myic =

3 https://github.com/kpu/kenlm/

http://code.google.com/p/giza—pp

http://opennmt .net/

16 https://github.com/Doreenruirui/ACL2018_Multi_Input_OCR

17 http://dlxs.richmond.edu/d/ddr/

18 http://adb.anu.edu.au/

https://auspost.com.au/

http://www.let.osaka-u.ac. jp/seiyousi/Ghost-Gazetteer/index.htm


https://github.com/kpu/kenlm/
http://code.google.com/p/giza-pp
http://opennmt.net/
https://github.com/Doreenruirui/ACL2018_Multi_Input_OCR
http://dlxs.richmond.edu/d/ddr/
http://adb.anu.edu.au/
https://auspost.com.au/
http://www.let.osaka-u.ac.jp/seiyousi/Ghost-Gazetteer/index.htm

Title Suppressed Due to Excessive Length 15

40

w
o

# of article
N
o

10
0 l ] m-m
40 60 80 100 120 140
# of line

Fig. 7 Line number distribution of the ground-truth article data.

5.2 Corpus Construction
5.2.1 Data

We manually created the ground-truth data for “public meeting” articles in adver-
tisement pages, in order to evaluate the accuracy of article extraction. As OpenCV
cannot handle PDF files, we converted the PDF data of “public meeting” advertise-
ment pages to PNG with ImageMagickE]

In our experiments, we manually extracted 307 articles about “public meeting”
in advertisement pages spanning from 1838 to 1954, and split them into 149 and
158 articles for validation and testing, respectively. Figure [7| shows the line number
distribution of the ground-truth data used for our evaluation. We can see that most
ground-truth articles contain less than 60 lines, but there are also exceptions.

5.2.2 Comparison

We compared the following methods in our experiments:

— Baseline: We compared a baseline method, which is based on text features to
identify articles from OCR error corrected text The baseline method extracts
features from the beginning and ending sentences of articles for article identifica-
tion. The features are as follows:

— Beginning sentence: Take 2 sentences before the sentence that contains “pub-
lic meeting.”

2l https://www.imagemagick.org/

22 Note that here, we applied our SMT OCR correction model to the OCRed text provided by Trove.
Therefore, this baseline can be treated as an improved version on how good we can get “public meeting”
articles from the advertisement pages using the functions provided by Trove.
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— Ending sentence: We first apply named entity recognition using the Stanford
parser@ Then we take the sentence containing LOCATION, DATE, PERSON
tags, but the following sentence that does not contain these tags as the ending
sentence.

Baseline w/o Correction: Apply the Baseline feature extraction method directly
on the OCRed text provided by the Trove website.

Proposed: This is our proposed method presented in Section [4]

Proposed w/o Correction (Tanaka et al, 2020): This is our proposed method
presented in Section 4] but does not apply OCR error correction, i.e., our previous
method (Tanaka et al, 2020)).

Baseline+Proposed: Use Proposed for articles that the Baseline fail to extract[]
Baseline fails to extract articles when the ending sentence corresponding to the
beginning sentence is not found.

Baseline+Proposed w/o Correction (Tanaka et al, |2020): Use Proposed w/o
correction for articles that the Baseline w/o Correction fail to extract. This is
another method used in our previous work (Tanaka et al, [2020)).

5.2.3 Parameter Tuning

To tune the thresholds for the rule line and small column identification described in
Section .1 we used the advertisement data spanning in one month and determined
the thresholds empirically. For the threshold used for filtering as described in Section
we tuned it on the validation data and chose the one achieving the highest F-
score. We tuned the threshold from O to 1 with an increment of 0.05, and it turned out
that 0.8 was the best and thus we used the threshold of 0.8 for filtering.

5.2.4 Evaluation Methods

In our experiments, we conducted an article level evaluation to check if the articles
were successfully extracted. In addition, we also conducted a line level evaluation to
verify the accuracy for article extraction. These two evaluation methods are described
as follows:

Article level evaluation method

We calculated the similarity following Equation (2) between the sentences con-
taining the keyword “public meeting” in the extracted article and ground-truth
article, respectively. Note that for methods with OCR error correction, we cal-
culated the similarity on ground-truth articles after OCR error correction; while
for methods without OCR error correction, we used the ground-truth articles with
OCRed text to calculate the similarity. If the similarity is higher than a threshold
then the extraction is evaluated as success, otherwise it is failure. The threshold
was empirically determined to be 0.6. Then we calculated the precision, recall,
and F-score for the baseline and proposed methods.

2 https://nlp.stanford.edu/software/lex—parser.shtml

24 As advertisement pages in our data contain the key phrase “public meeting,” there must be target
articles to be extracted. If no articles are extracted by Baseline from a advertisement page, we treat it as a
failure.
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WER (%) CER (%) mgic(%)

OCRed 26.57 9.68 80.64
SMT 3.14 0.61 99.19
NMT 18.4 8.72 84.68
Pre (Dong and Smith, 2018) 22.70 8.79 86.29
Ours: Pre+FT 14.07 5.53 88.71
Ours: Pre+RR 22.67 8.84 87.10
Ours: Pre+FT+RR 14.16 5.56 89.11

Table 2 Results of OCR error correction on our dataset described in Section

Line level evaluation method
We compared the beginning and ending lines of the extracted articles to the
ground-truth articles to investigate the difference. Then we calculated the ratio
of excess and deficiency lines between the extracted and ground-truth articles.

6 Results
6.1 OCR Error Correction

Table 2] shows the evaluation OCR error correction results on our dataset described
in Section [3.1] Ours: Pre+FT, Ours: Pre+RR, and Ours: Pre+FT+RR denote three
different combinations of pretraining (Pre), fine-tuning (FT), and reranking (RR) of
our proposals for the semi-supervised NN-based model. We can see all models show
better performance compared to the OCRed text, and SMT achieves the best scores
for all metrics. Zoph et all (2016)) showed that in low-resource MT, SMT outperforms
NMT. We think that the same phenomenon occurs in our OCR error correction experi-
ments. Comparing the semi-supervised NN-based models, Ours: Pre+FT achieves the
best scores for both WER and CER. Ours: Pre+FT also achieves better scores than
NMT in both WER and CER, indicating that error correction can be more accurate by
fine-tuning on our dataset after pre-training on the open domain dataset, compared to
directly training on our dataset with NMT. Therefore, in the case of domain-specific
OCR error correction, it is better to create a small amount of data and train SMT,
or fine-tune the model pretrained on OCRed only datasets with NMT for compari-
son. In the domain-dictionary based metrics mg;., Ours: Pre+FT+RR gives the best
score among the NN-based models. Therefore, reranking is effective for OCR error
correction for domain-specific proper nouns.

Table[3|shows some OCR error correction examples of SMT and Ours: Pre+FT+RR.
The first example shows that SMT can correct serious errors in the OCRed text. On
the other hand Ours: Pre+FT+RR cannot correct them. Therefore, it can be seen that
SMT is robust against terrible errors. The second example shows that both SMT
and Ours: Pre+FT+RR can correct a word in the domain-dictionary. The red words
in Table|3|indicate the word in the domain-dictionary. Although SMT does not use a
domain-dictionary, SMT can correct the proper noun “Federal.” We can see that SMT
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OCRed SMT Pre+FT+RR References

1 June 30, 1851’$E  June 30, WALLY June 30, 1851.
fIAILY TEfcE- 1851.DAILY TELE- TEKEGRAW. DAILY TELE-
GRAWT GRAPH GRAPH

2 the’F&leral Bill. the Federal Bill. the Federal Bill. the Federal Bill
Ladies iiivrfE?3.-.. Ladies invited Ladies invessed Ladies invited

3 NOYVETHj.of NOWETH, of Os- NOWVETRY of NOWETH, of Os-
Osborne Flat, near borne Flat, near Osborne Flat, near borne Flat, near
Y’ ackan- Yackan Yackan- Yackan-

4  etreet ; Mr Duncan’s,  street, Mr Duncan’s,  street; Mr Duncan’s,  street; Mr Duncan’s,

Georgt-jireeL; or at

George-street, or at

Georgia, or at

George-street; or at

Table 3 Examples of SMT and Pre+FT+RR. The red word indicates the word in the domain-dictionary.
The blue word indicates the word which SMT mistook to correct.

is also robust against domain-specific words. 31.2% of SMT mistakes are cases that
do not include symbols in the generated sentences, as shown in the third example.
12.6% of SMT mistakes are cases that generate a symbol different from the reference
as shown in the fourth example. However, we think that these errors will not signifi-
cantly affect document extraction and analysis. We recalculated WER ignoring these
symbol-based errors, and SMT achieved a 1.51% WER.

6.2 Corpus Construction
6.2.1 Article Level Evaluation

Table[d]shows the results for article level evaluation. We can see that Baseline+Propo-
sed has the highest F-score among all methods. This is because Proposed correctly
extracts “public meeting” articles, which are failed to be extracted in Baseline. How-
ever, Baseline has a higher F-score than Proposed. The reason for this is that Baseline
uses the feature of a sentence that includes “public meeting” when getting the first
lines of the article, and thus the sentence used for article level evaluation is extracted.
However, there are still many failures in the extraction of Baseline. This is because
firstly there can be multiple “public meeting” articles in an advertisement image,
secondly there are OCR errors about the keyword “public meeting.” Also, Proposed
has a low precision. This is because the extracted article by Proposed is OCRed by
Google Drive, but the ground-truth article is OCRed by Trove. This difference causes
the similarity between extracted articles by Proposed and ground-truth articles to be
lower, which decreases the precision. After combining Proposed with the Baseline,
the article extraction results are improved significantly.

As for the effect of OCR error correction for article extraction, all the methods
with OCR error correction show higher F-scores than the methods without OCR error
correction. The improvements are 2.6%, 2.5%, and 1.7% F-scores for Baseline, Pro-
posed, and Baseline+Proposed, respectively. Therefore, we can conclude that OCR
error correction is very effective for our corpus construction task.
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Method Precision  Recall  F-score
Baseline w/o Correction 76.1 56.3 64.7
Baseline 71.1 63.9 67.3
Proposed w/o Correction 59.4 51.9 55.4
Proposed 61.9 54.4 57.9
Baseline+Proposed w/o Correction (Tanaka et al ) 53.1 91.1 67.1
Baseline+Proposed 54.2 93.7 68.7

Table 4 Article extraction evaluation results in article level.
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Fig. 8 Line level evaluation results (beginning line). Fig. 9 Line level evaluation results (ending line).
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Fig. 10 Line level evaluation results for Baseline w/o Fig. 11 Line level evaluation results for Baseline w/o
Correction and Baseline (beginning line). Correction and Baseline (ending line).

6.2.2 Line Level Evaluation

Figures [8] and [9] show the line level evaluation results for the beginning and ending
lines, respectively. The horizontal axis represents the gap ratio of the number of the
excess and deficiency lines against the entire number of lines in an article. The ver-
tical axis represents the number of articles. We can see that on both the beginning
and ending lines, Proposed extracted significantly more articles without excess and
deficiency than Baseline. In addition, for the case of articles without excess and de-
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Fig. 14 Line level evaluation results betweenFig. 15 Line level evaluation results between
Baseline+Proposed w/o Correction and Base- Baseline+Proposed w/o Correction and Base-
line+Proposed (beginning line). line+Proposed (ending line).

ficiency in both the beginning and ending lines, Baseline only successfully extracted
13 (8.2%) articles but Proposed extracted 38 (24.1%) articles. Therefore, we can
say that the proposed method that uses visual features to identify the article split, is
more effective for extracting articles with specific topics. In the beginning line, Base-
line+Proposed extracted more articles without excess and deficiency than Baseline.
This is because Baseline+Proposed includes articles that could not be extracted by
Baseline but could be extracted by Proposed. In the ending line, Baseline+Proposed
is also helpful for preventing extracting articles with large error gap ratios compared
to Baseline and Baseline+Proposed.

Figures [I0] and [T1] show the line level evaluation results in the beginning and
ending lines for Baseline w/o Correction and Baseline. We can see that in the be-
ginning line, OCR error correction is effective for extraction, but it is not effective
in the ending line. We analyzed and found the reason for this was that OCR error
correction incorrectly replaced proper nouns with other words, making them not be-
ing proper nouns anymore. Because we use named entities as the features for the
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before correction after correction

usual Publie Meetide of usual Public Meetide of

# PUILIO MEETING of  #PUILIOMEETING of

Table 5 Examples of success to extract and failure to extract due to OCR error correction.

ending line identification in the baseline method, the incorrect replacement of proper
nouns affect the results. For the case of articles without excess and deficiency in both
the beginning and ending lines, Baseline w/o Correction extracted 9 (5.7%) articles.
As such, Baseline can extract more than Baseline w/o Correction without excess or
deficiency.

Figures[I2]and[13|show the line level evaluation results in the beginning and end-
ing lines for Proposed w/o Correction and Proposed. We can see that in both of the
beginning and ending lines, OCR error correction is effective for extraction. The rea-
son for this is that before applying OCR error correction it is difficult to align lines
for evaluation due to differences in the OCR systems, i.e., Google Drive is used for
Proposed, but Trove OCR is used for ground-truth articles; applying OCR error cor-
rection makes it easier to align lines for evaluation. For the case of articles without
excess and deficiency in both the beginning and ending lines, Proposed w/o Correc-
tion extracted 24 (15.2%) articles. Therefore, OCR error correction is also effective
for line level accuracy improvement for Proposed. Figures 14| and [15]show the line
level evaluation results in the beginning and ending lines for Baseline+Proposed w/o
Correction and Baseline+Proposed. We can see that it significantly improves both
the beginning and ending line results. The reason for this is the boost from both the
Baseline and Proposed by OCR error correction.

6.2.3 Discussion

Table [5] (upper) shows an example where Proposed succeeds to extract an article be-
cause of OCR error correction. Before OCR error correction, an OCR error “publie
meetide” exists, and extraction fails. By applying OCR error correction, “publie” is
corrected to “public”, making extraction successful. 3.8% of the articles are success-
fully extracted after OCR error correction.

On the other hand, Table [5] (bottom) shows an example where Proposed fails to
extract the article after OCR error correction. Before OCR error correction, an OCR
error “PUILIO MEETING” exists, but the similarity with “public meeting” is high.
However, by applying OCR error correction, it is corrected as “#PUILIOMEETING”,
so the similarity with “public meeting” becomes low, and thus extraction fails. 1.3%
of the articles are failed to be extracted due to OCR error correction mistakes.

Articles that fail to be extracted by Baseline+Proposed are the ones that do not
match the features used in Baseline or are cut across columns by trimming. Figure
[I6] (left) shows examples that Baseline+Proposed failed to extract due to trimming
mistakes. The phrase “public meeting” is cut off by unexpected trimming. The unex-
pected trimming is due to the horizontal line on the left. Therefore, the phrase “public
meeting” could not be detected in the filtering process. Figure[I6|(right) shows an ex-
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ample that Baseline+Proposed extracted an extra article. Extra extraction is caused by
the failure to detect the horizontal line in the middle. 6.3% of the articles are failed to
be extracted due to such reasons. Therefore, we believe that the accuracy of extraction
can be further improved by improving the trimming accuracy of Proposed.

6.3 Statistics of the Constructed Corpus

We first searched the keyword “public meeting” in advisement pages using the search
function in Trove to get all the 407, 756 advisement pages in PDF. After that, we
applied our corpus construction method, and extracted “public meeting” articles in
the advisement pages from 1804 to 1954. In the constructed corpus, the total number
of articles is 305, 821, and the total number of lines is 2, 181, 869, the total number of
vocabulary is 2,496, 765. Note that the number of “public meeting” articles are less
than the entire number (which is around 1.7M results) that we can get from Trove
via searching the keyword “public meeting.” This is because our targeted articles are
only the ones in the advertisement pages, but not in all newspaper pages. Figure
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shows statistics on the number of articles per year in the constructed corpus. We can
see that “public meeting” articles begin to be published actively from 1840, and the
number of articles reaches the maximum from 1860 to 1880, and gradually decreases
from 1880 to 1960. Figure [I8] shows statistics on the average of lines per year in
the constructed corpus. Until 1860, the constructed corpus has many articles with a
large number of lines; on the other hand, since 1860, it has many articles with a small
number of lines. This is because newer articles tend to write only the information
they want to convey.

7 Conclusion

In this paper, firstly, we constructed an OCR error correction dataset for the “pub-
lic meeting” articles in the advertisement pages of Australian historical newspapers
in order to adapt an OCR correction method to that domain. We proposed fine-
tuning, and reranking with language models and dictionary match scores for the semi-
supervised NN-based OCR error correction model, which improved WER and CER
by 8.54% and 3.23%, respectively. As a result of comparing statistical and NN-based
models on our OCR error correction dataset, SMT achieved 3.14% WER and 0.61%
CER. Moreover, 99.2% of domain-specific proper nouns in the references could be
corrected accurately. Secondly, we constructed a corpus of “public meeting” articles
via image processing, OCR, OCR error correction, and filtering. Experiments con-
ducted on the advertisement data from Trove indicated that the proposed method can
successfully extract 93.7% of the targeted articles and 24.1% of the extracted articles
are without excess and deficiency. In addition, our proposed method improved 1.7%
F-score by applying OCR error correction comparing to previous work.

As future work, we plan to conduct automatic analysis of the constructed “pub-
lic meeting” corpus by identifying the participants, times, places, and purposes of
“public meetings” in a historical span.
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