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ABSTRACT
This paper proposes a new algorithm with deep neural networks to solve optimal control prob-
lems for continuous-time input nonlinear systems based on a value iteration algorithm. The
proposed algorithm applies the networks to approximating the value functions and control
inputs in the iterations. Consequently, the partial differential equations of the original algorithm
reduce to the optimization problems for the parameters of the networks. Although the con-
ventional algorithm can obtain the optimal control with iterative computations, each of the
computations needs to be completed precisely, and it is hard to achieve sufficient precision in
practice. Instead, the proposedmethod provides a practicalmethod using deep neural networks
and overcomes the difficulty based on a property of the networks, under which our convergence
analysis shows that the proposed algorithm can achieve the minimum of the value function
and the corresponding optimal controller. The effectiveness of the proposed method even with
reasonable computational resources is demonstrated in two numerical simulations.
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1. Introduction

Optimal control problems [1–3] for nonlinear sys-
tems are generally challenging since it requires to solve
nonlinear partial differential equations called Hamil-
ton–Jacobi–Bellman (HJB) equations. While those still
remain as open problems, approximate dynamic pro-
gramming (ADP) [4,5] has been one of the successful
methods to solve such problems in many areas, e.g.
process control [6] and vehicle routing problems [7].
In this method, instead of calculating all the necessary
values in time and state spaces which causes a serious
computational complexity known as the curse of dimen-
sionality [5], appropriate approximations are searched
for the value functions and controllers. Value itera-
tion (VI) is one of the ADP-based algorithms, which
achieves optimal control by iterative computing from
a simple initial value function. The main interest of
VI algorithms has lain in discrete-time (DT) systems
[8,9] though a number of physical systems desired to
be controlled are continuous-time (CT) systems. In this
case, we cannot utilize the results ofDT systems directly
for CT systems since the relationships between them
which are especially involved in the important prop-
erties of control are not trivial. For avoiding the non-
trivial problems and extending the scope of application
of the VI algorithm, several works have made efforts
to develop new VI-based algorithms for CT systems
recently [10,11].

Even though the effectiveness of the VI algorithm
has been demonstrated in a lot of situations, the prac-
tical forms of the algorithm with theoretical guarantees
have not been established yet. This is due to the reg-
ulation where each step of the algorithm is proceeded
precisely. This requirement is not easy to meet because
the preciseness depends on the approximations or the
classes of functions for each of the step which cannot
be known in advance inherently. In [8], the approxi-
mation of value functions is proposed based on linear
basis expansion, where the designer has to prepare suit-
able handmade basis functions while meeting some
other requirements of regulations. To broaden the class
of functions for approximations, the value functions
are approximated with kernel functions in [11], where
the convergence of the proposed algorithm is guaran-
teed successfully. The kernel functions have also been
studied for data-driven optimal control problems [12]
recently. However, the computational cost with kernel
functions increases cubically depending on the num-
ber of data [13] for representing value function, so that
it is desired to use some techniques [14,15] together to
decrease the computational burden.

Deep neural networks (DNNs) [16] are expected to
solve both the above problems of approximations and
computational costs, which have attracted attention in
many fields including reinforcement learning [17] in
recent years because of the higher level of the generality
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and fitting ability. In neural networks (NNs), the per-
formances of activation functions have been researched
a lot as well [18–20]. According to the results, design-
ers can pick up activation functions from commonly
used ones depending on the requirements, so that they
do not have to make any basis functions satisfying
constraints carefully. This benefit relieves us from bur-
densome tasks which directly connect to the quality of
results. In addition, the update of the parameters for the
networks demands the computational cost whose size is
at most around the number of data. The recent research
also verifies that under a rational assumption standard
stochastic gradient descent (SGD)methods can find the
global minima of loss functions for DNNs [21]. This
result is fundamental to guarantee the convergence of
our algorithm based on DNNs.

In this paper, we proposeDeepValue Iteration (DVI)
algorithm for CT input-affine nonlinear systems for
solving the optimal control problems. The proposed
method applies DNNs tomodelling the value functions
and control inputs of each iteration. By doing so, the
procedures of the original VI algorithm reduce to the
computations of the parameter optimization to mini-
mize a loss functionwhich are set to be the square errors
between the values of data points and of the outputs
of DNNs. Its convergence to the optimal cost function
and optimal control input is proved under the assump-
tion to gain the globalminima of loss functionswith the
universal approximation theorem [22].

This paper is organized as follows. In Section 2, the
optimal control problem for nonlinear systems is for-
mulated and the relevant results are shown. The VI
algorithm is also introduced. In Section 3, we provide
the proposed algorithm followed by its convergence
analysis. In Section 4, the effectiveness of the DVI is
demonstrated practically using a nonlinear scalar sys-
tem and an inverted pendulum. In Section 5, we con-
clude this paper.

The notations used in this paper are defined as
follows.

• S
n++: the set of n× n positive-definite matrices.

• diag(a): the n× n diagonal matrix whose diagonal
components are the components of a ∈ Rn.

2. Preliminaries

2.1. Optimal control problem for CT input-affine
nonlinear systems

Consider a CT nonlinear input-affine system as follows.

ẋ(t) = f (x(t))+ g(x(t))u(t), (1)

where x(t) ∈ Rn is a state, u(t) ∈ Rm is a control
input, and f : Rn→ Rn and g : Rn→ Rn×m are func-
tions which characterize the dynamics. We assume that
x = 0 is an equilibrium which satisfies f (x) = 0. It is

also supposed that the system (1) is stabilizable on a
compact set X ⊂ Rn. For t ≥ 0, we define the solution
to the equation (1) with an initial state x0 := x(0) and
an input u as

ϕ(t; x0, u) := x0 +
∫ t

0
f (x(τ ))+ g(x(τ ))u(τ ) dτ . (2)

If the argument is obvious, the notation in (2) is abbre-
viated as ϕ(t) occasionally. Then suppose that there
exist control inputs u such that for all x0 ∈ X ,

lim
t→∞ϕ(t; x0, u) = 0

holds. Our goal is to acquire a controller thatminimizes
the following cost function.

J(x0, u) =
∫ ∞
0

q(ϕ(t; x0, u))+ u(t)TRu(t) dt

=:
∫ ∞
0

L (ϕ(t), u(t)) dt, ∀ x0 ∈ X (3)

where q : Rn→ R is a positive-definite function and
R ∈ S

m++. The controller u is supposed to stabilize the
system (1), to be continuous with u = 0 at x = 0, and
to guarantee the boundedness of value function in (3).
We define this class of controllers as an admissible
controller. The value function in (3) is assumed to be
continuously differentiable. According to dynamic pro-
gramming [3], the minimum of (3) with respect to u
satisfies

V∗(x0) = min
u

(∫ �t

0
L (ϕ(t), u(t)) dt

+ V∗(ϕ(�t; x0, u))
)
, (4)

which is called the HJB equation. Here V∗ is time-
invariant and �t > 0 is an arbitrary constant. When
�t→ 0, the optimal feedback controller

u∗(x) = −1
2
R−1g(x)T

∂V∗(x)
∂x

T
(5)

is obtained. Substituting (5) into (4) as �t→ 0, the
HJB equation (4) is rewritten as a nonlinear partial
differential equation expressed as

∂V∗

∂x
f − 1

4
∂V∗

∂x
gR−1gT

∂V∗

∂x

T
+ q(x) = 0. (6)

For linear systems, the equation in (6) can be solved
efficiently with well-established algorithms. In general
cases of nonlinear systems, however, it is difficult to
solve (6) analytically.

2.2. Value iteration algorithm

Before we give a new algorithm, the Value iteration (VI)
algorithm for CT nonlinear systems proposed in [11]
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Algorithm 1 Value Iteration
1: Initialize with V0(x) := 0,∀ x ∈ X
2: Given an arbitrary �t and set i = 0
3: repeat

4:

ui← argmin
u

(∫ �t

0
L (ϕ(t), u(t)) dt

+ Vi(ϕ(�t; x0, u))
)

5: Vi+1 : x0 
→
∫ �t
0 L

(
ϕ(t), ui(t)

)
dt +

Vi(ϕ(�t; x0, ui))
6: i← i+ 1
7: until convergence

to solve (6) is described in this section. The recursive
computation is based on (4), where finding the best
controller for the value function and updating the cur-
rent value function based on the controller are repeated.
This algorithm is shown in Algorithm 1. Although
this algorithm assumes that the value function can be
expressed analytically, it is not realistic to expect that
every Vi+1 in Algorithm 1 can be obtained perfectly
since solving nonlinear partial equations is required to
get the value function. It is noted that the VI algorithm
is a conceptual algorithm based on which [11] also pro-
posed the practical algorithm using kernel functions
whose computational cost increases cubically depend-
ing on the number of data points due to the calculations
of inverse matrices. This motivates us to develop the
improved method to approximate the function Vi+1 in
Section 3.

Note that the superscript of control inputs or value
functions denotes the iteration number. The size of �t
can be chosen from 0 < �t <∞ arbitrarily, but as �t
is approaching to infinity, the task to find the argument
of minimum for ui is getting as difficult as that to find
the solution of (4) directly, so �t should be smaller
preferably. In particular, since in the limit as �t goes
to 0,

argmin
u

(∫ �t

0
L (ϕ(t), u(t)) dt + Vi(ϕ(�t; x0, u))

)

= −1
2
R−1g(x)T

∂Vi

∂x

T

, (7)

it is practical to use (7) approximately by setting �t as
small as possible. Under the assumption that �t can
be small arbitrarily, the convergence of Algorithm 1 is
proved in [11]. In the following discussion, �t is small
enough to satisfy (7).

3. Main results

3.1. Deep value iteration algorithm

In this section, we will show our proposed algorithm.
The function Vi is modelled as fully connected DNNs,

Algorithm 2 Deep Value Iteration
1: Initialize with w0 := 0
2: Given an arbitrary �t and set i = 0
3: repeat

4: uwi(x)←− 1
2R
−1g(x)T ∂Vwi (x)

∂x
T

5: wi+1← wi

6: repeat
7: Update wi+1 by descending the stochastic

gradient of
L(wi,wi+1) in (8).

8: until convergence
9: i← i+ 1
10: until convergence

which is expressed as Vwi(x) := V(x;wi) in the follow-
ing. Here wi is a parameter of the function Vwi for each
iteration and Vwi is assumed to be over-parametrized,
which means that the number of hidden nodes can be
sufficiently large comparedwith the input dimension or
the number of training data [23]. The loss function is
defined as follows.

L(wi,wi+1) := l
(
ε(x0,wi,wi+1)

)
, (8)

where l : R→ R is a positive-definite function and
ε(x0,wi,wi+1) is defined as

ε(x0,wi,wi+1) := Vwi+1(x0)−
∫ �t

0
L

(
ϕ(t), uwi(t)

)
dt

− Vwi(ϕ(�t; x0, uwi)), (9)

and uwi(x) := u(x;wi) is defined as

uwi(x) = −1
2
R−1g(x)T

∂Vwi(x)
∂x

T
. (10)

The proposed algorithm, Deep Value Iteration (DVI),
is described in Algorithm 2. In the updating steps 6–8,
which learn the parameters wi+1 of DNNs, training
data are collected by picking states from X and com-
puting the values ε(x0,wi,wi+1) on each of the states
to calculate the values of (8). Note that the initial set-
ting of parameter is w0 = 0, so that Vw0 ≡ 0. It is also
noted that the computational cost of the DVI algorithm
mainly depends on the SGD1. Although the cost also
depends on which variants of the SGD one uses, the
general cost for one iteration of optimization isO(1), i.e.
constant. This means that the cost does not depend on
the size of training data sets. This is very effective espe-
cially when big sizes of data sets are required. For this
reason, the proposed algorithm is expected to achieve
the lower computational cost compared with the kernel
function-based algorithm of [11].

3.2. Convergence analysis for DVI algorithm

The recent study showed that the standard stochastic
optimization methods such as SGD can find the global
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minima of the loss function with polynomial time [21].
Based on this fact, we give the following assumption to
Algorithm 2.

Assumption 3.1: For all i ≥ 0, let Vwi be over-
parametrized by DNNs. Then Vwi and Vwi+1 can
achieve zero for the loss function L(wi,wi+1) in (8)
with certain parameters. Furthermore, it is possible to
obtain such parameters for the global minima of the
loss function, i.e. zero with standard stochastic gradient
methods, e.g. SGD.

Note that in terms of the application, this assump-
tion does not completely hold since the numerical error
is unavoidable in general situations. Still, if a network
with a large enough structure is prepared, the errors
will be negligible. In such situations, the validity of the
assumption will be ensured approximately.

The next lemma, called the universal approxima-
tion theorem, guarantees thatNNs can approximate any
continuous functions with arbitrary accuracy.

Lemma 3.2 (Universal approximation theorem [22]):
For any continuous functions C(x) defined on a com-
pact setX , there exists a single hidden layer feed-forward
NN, that approximates C(x) and its gradient with an
arbitrarily small error.

In the following, we derive a theorem which guaran-
tees the convergence of Algorithm 1 by using Assump-
tion 3.1 and Lemma 3.2 while showing some lemmas
necessary to prove the theorem.

Lemma 3.3: Let Assumption 3.1 hold. Suppose that for
all i ≥ 0, Vwi is over-parametrized with DNNs and is
updated by Algorithm 2, where uwi is defined in (10).
Then,

Vwi+1(x0) = min
u

(∫ �t

0
L (ϕ(t), u(t)) dt

+ Vwi(ϕ(�t; x0, u))
)
, ∀ x0 ∈ X (11)

holds for i = 0, 1, . . ..

Proof: Since �t satisfies (7), for any i ≥ 0,

uwi(x) = −1
2
R−1g(x)T

∂Vwi(x)
∂x

T

= argmin
u

(∫ �t

0
L (ϕ(t), u(t)) dt

+ Vwi(ϕ(�t; x0, u))
)
. (12)

It also follows fromAssumption 3.1 and Lemma3.2 that
L(wi,wi+1) = 0, that is, by the steps 6–8 of Algorithm 2

we can find wi+1 satisfying

Vwi+1(x0) =
∫ �t

0
L

(
ϕ(t), uwi(t)

)
dt

+ Vwi(ϕ(�t; x0, uwi)), ∀ x0 ∈ X . (13)

Thus, it is shown that (11) holds by (12) and (13). �

Lemma 3.4: Suppose that for all i ≥ 0, Vwi is over-
parametrized with DNNs and is updated by Algorithm 2,
where uwi is defined in (10). Let Assumption 3.1 hold and
arbitrary controllers be a0, a1, . . .. DefineVwi

a
as the same

DNNs as Vwi . Then, according to Assumption 3.1 and
Lemma 3.3, there exists a parameter wi+1

a which defines

Vwi+1
a

(x0) :=
∫ �t

0
L

(
ϕ(t), ai(t)

)
dt

+ Vwi
a
(ϕ(�t; x0, ai)), ∀ x0 ∈ X . (14)

If w0 = w0
a = 0, then Vwi(x0) ≤ Vwi

a
(x0) holds for all

i ≥ 0.

Proof: Becausew0 = w0
a = 0, it follows thatVw0(x0) =

Vw0
a
(x0) = 0.
Next, let us deal with the cases of i ≥ 1.When i = 1,

it follows from (13) that

Vw1(x0) =
∫ �t

0
L

(
ϕ(t), uw0(t)

)
dt

+ Vw0(ϕ(�t; x0, uw0))

=
∫ �t

0
L

(
ϕ(t), uw0(t)

)
dt. (15)

Since by Lemma 3.3, the right-hand side of (15) is
minimized with respect to the control input, it follows
that

Vw1(x0) ≤
∫ �t

0
L

(
ϕ(t), uw0

a
(t)

)
= Vw1

a
(x0).

Now we assume that Vwi(x0) ≤ Vwi
a
(x0),∀ x0 ∈ X

holds for i ≥ 1. Then it follows from this assumption
and Lemma 3.3 that

Vwi+1(x0) =
∫ �t

0
L

(
ϕ(t), uwi(t)

)
dt

+ Vwi(ϕ(�t; x0, uwi))

≤
∫ �t

0
L

(
ϕ(t), ai(t)

)
dt

+ Vwi(ϕ(�t; x0, ai))

≤
∫ �t

0
L

(
ϕ(t), ai(t)

)
dt

+ Vwi
a
(ϕ(�t; x0, ai))

= Vwi+1
a

(x0),

where the second and third inequalities follow from
Lemma3.3 and the assumptionVwi(x0) ≤ Vwi

a
(x0),∀ x0
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∈ X , respectively. Therefore by mathematical induc-
tion, it is proved that Vwi(x0) ≤ Vwi

a
(x0),∀ x0 ∈ X

holds for all i ≥ 0. �

Lemma 3.5: Let Assumption 3.1 hold. Suppose that for
all i ≥ 0, Vwi is over-parametrized with DNNs and is
updated by Algorithm 2, where uwi is defined in (10). If
w0 = 0 and the system in (1) is controllable, then there
exists an upper bound U such that for all i ≥ 0 and
x0 ∈ X , Vwi(x0) ≤ U(x0) holds. In addition, if the HJB
equation in (6) has a unique solution V∗, it is the lower
bound of U, i.e., V∗(x0) ≤ U(x0) for all x0 ∈ X and it
also satisfies Vwi(x0) ≤ V∗(x0) ≤ U(x0) for all i ≥ 0.

Proof: Let s be any admissible controller and suppose
that Vwi

s
is parametrized by DNNs in the same way as

Vwi . Then because of Assumption 3.1 and Lemma 3.3,
there exists a parameter wi+1

s which defines

Vwi+1
s

(x0) :=
∫ �t

0
L (ϕ(t), s(t)) dt + Vwi

s
(ϕ(�t; x0, s)),

∀ x0 ∈ X , (16)

where we suppose that w0
s = 0 and Vw0

s
= 0. Subtract-

ing Vwi
s
from Vwi+1

s
for i ≤ 0, it follows from (16) that

Vwi+1
s

(x0)− Vwi
s
(x0)

= Vwi
s
(ϕ(�t; x0, s))− Vwi−1

s
(ϕ(�t; x0, s))

= Vwi−1
s

(ϕ(2�t; x0, s))− Vwi−2
s

(ϕ(2�t; x0, s))

...

= Vw1
s
(ϕ(i�t; x0, s))− Vw0

s
(ϕ((i− 1)�t; x0, s))

= Vw1
s
(ϕ(i�t; x0, s)),

which is a recurrence relation. From this relation, it
follows that

Vwi+1
s

(x0)− Vwi
s
(x0) = Vw1

s
(ϕ(i�t; x0, s))

Vwi
s
(x0)− Vwi−1

s
(x0) = Vw1

s
(ϕ((i− 1)�t; x0, s))

...

Vw1
s
(x0)− Vw0

s
(x0) = Vw1

s
(x0). (17)

Using the fact that Vw0
s
(x0) = 0,∀ x0 ∈ X and adding

all the both sides of (17), it follows that

Vwi+1
s

(x0) =
i∑

ni=1
Vw1

s
(ϕ(ni�t; x0, s))

≤
∞∑

ni=0
Vw1

s
(ϕ(ni�t; x0, s))

=
∫ ∞
0

L (ϕ(t), s(t)) dt. (18)

Here s is an admissible controller, so that the right-hand
side of (18) is bounded. Defining this upper bound as

U(x0),

Vwi+1
s

(x0) ≤
∫ ∞
0

L (ϕ(t), s(t)) dt =: U(x0) (19)

holds. Since Vw0
s
(x0) = 0, Vwi

s
(x0) ≤ U(x0),∀ x0 ∈ X

holds for all i ≥ 0. Setting ai = s,∀ i ≥ 0 leads to that
Vwi(x0) ≤ Vwi

a
= Vwi

s
≤ U(x0),∀ x0 ∈ X for all i ≥ 0.

Now u∗ is a stabilizing and admissible controller
which minimizes (3), from which it follows that

V∗(x0) =
∫ ∞
0

L
(
ϕ(t), u∗(t)

)
dt

≤
∫ ∞
0

L (ϕ(t), s(t)) dt = U(x0). (20)

From (20), V∗(x0) is clearly a lower bound of U(x0).
Setting s = u∗, it follows that

Vwi(x0) ≤ Vwi
s
(x0) = V∗(x0) ≤ U(x0).

Thus it is shown that for all i ≥ 0, Vwi(x0) ≤ V∗(x0) ≤
U(x0),∀ x0 ∈ X holds. �

Now we can show the convergence of Algorithm 2
by all the lemmas proven above.

Theorem 3.6: Let Assumption 3.1 hold. Suppose that
for all i ≥ 0, Vwi is over-parametrized with DNNs and is
updated by Algorithm 2, where uwi is defined in (10). If
w0 = 0, Vwi(x0) ≤ Vwi+1(x0) holds for all i ≥ 0. More-
over, limi→∞ Vwi = V∗ and limi→∞ uwi = u∗ hold,
where V∗ is the solution to (6) and u∗ is the optimal
controller.

Proof: Let ai andVwi+1
a

be defined in the sameway as in
Lemma 3.4. Ifw0 = w0

a = 0, it follows from Lemma 3.4
that Vwi(x0) ≤ Vwi

a
(x0),∀ x0 ∈ X for all i ≥ 0. Then

choosing the arbitrary controller as ai = uwi+1 , there
exists a parameter wi+1

a such that satisfies

Vwi+1
a

(x0) =
∫ �t

0
L

(
ϕ(t), uwi+1(t)

)
dt

+ Vwi
a
(ϕ(�t; x0, uwi+1)), ∀ x0 ∈ X .

Since Vw0(x0) = Vw0
a
(x0) = 0, subtracting Vw0

a
(x0)

from Vw1(x0),

Vw1(x0)− Vw0
a
(x0) =

∫ �t

0
L

(
ϕ(t), uw0(t)

)
dt ≥ 0

holds.Nowwe assume thatVwi−1
a

(x0) ≤ Vwi(x0),∀ x0 ∈
X holds for all i ≥ 1. Then,

Vwi+1 − Vwi
a
= Vwi(ϕ(�t; x0, uwi))

− Vwi−1
a

(ϕ(�t; x0, uwi)) ≥ 0,

so thatVwi
a
(x0) ≤ Vwi+1(x0)holds aswell. Therefore, by

induction, it is shown thatVwi
a
(x0) ≤ Vwi+1(x0),∀ x0 ∈



SICE JOURNAL OF CONTROL, MEASUREMENT, AND SYSTEM INTEGRATION 145

X holds for all i ≥ 0. Recalling the fact that Vwi(x0) ≤
Vwi

a
(x0),∀ x0 ∈ X , it is proved that Vwi(x0) ≤ Vwi+1

(x0),∀ x0 ∈ X .
Next, we investigate the property ofVw∞ . In i→∞,

it follows from (13) that

Vw∞(ϕ(�t; x0, uw∞))− Vw∞(x0)

= −
∫ �t

0
L (ϕ(t), uw∞(t)) dt ≤ 0.

Using Lemma3.5,we can see thatVw∞(x0) ≤ V∗(x0) ≤
U(x0),∀ x0 ∈ X and Vw∞(x0) is bounded for all
x0 ∈ X . Thus, it is verified that uw∞ is a stabiliz-
ing admissible controller and Vw∞ is a candidate of
a Lyapunov function and of a solution to the HJB
equation (6). Furthermore, based on the fact that
Vwi(x0) ≤ Vw∞(x0),∀ x0 ∈ X for all i ≥ 0, Vw∞ is the
upper bound in Lemma 3.5, that is, V∗(x0) ≤ U(x0) =
Vw∞(x0),∀ x0 ∈ X . From these reasons, it follows
that V∗(x0) ≤ Vw∞(x0) ≤ V∗(x0),∀ x0 ∈ X . Finally, it
is proven that limi→∞ Vwi = V∗ and limi→∞ uwi =
u∗. �

4. Numerical example

In this section, the proposed method is applied to two
optimal control problems of a scalar nonlinear polyno-
mial system and an inverted pendulum system by using
practical computational resources. For the optimization
tool, PyTorch [24] is used in the examples. In the fol-
lowing examples, the loss function, called the Huber
loss [25],

l
(
ε(x0,wi,wi+1)

)

:=

⎧⎪⎪⎨
⎪⎪⎩

Ex0∈X
[
1
2
ε(x0,wi,wi+1)2

]
, for |ε| ≤ 1,

Ex0∈X
[
|ε(x0,wi,wi+1)| − 1

2

]
, otherwise,

is used since the error values in our problem settings
can bewide and theHuber loss can deal with such situa-
tions by using the square errors for smaller errors while
utilizing the absolute errors for bigger errors.

4.1. Scalar nonlinear system

Consider the nonlinear polynomial system as fol-
lows [26].

ẋ = 0.01x2 + u.

We set

J(x0, u) =
∫ ∞
0

(
0.01ϕ(t; x0, u)4

+ 0.01ϕ(t; x0, u)2 + u(t)2
)
dt

as a cost function. It is known that the exact optimal cost
of this problem setting is given as V∗(x) = (x3/150)+
((101x2 + 100)3/2/15150)− 20/303 [26].

For the setting of the DVI algorithm, �t = 0.5 (s).
In order to carry out the steps 6–8 of Algorithm 2,
we get the training data set from 201 equally spaced
points on a region [−2.5, 2.5] by computing the values
ε(x0,wi,wi+1) in (9) on each of the points. For updating
each wi, Adam algorithm [27], one of SGD algorithms,
is employed. Each iteration of the update is set as 1001
times which are empirically expected to let the gradient
descent converge in this case. The DNNs are equipped
with an input layer, an output layer, and three hidden
layers, each of which has 50 nodes. The number of the
weight parameters between the input layer and the first
hidden layer is same as the number of the edges between
them, so the number is 2× 50 = 100. Considering the
structure of the DNNs, the total number of the weight
parameters is 5150. On the other hand, the number of
bias parameters between the input layer and the first
hidden layer is 50 since each of the bias parameters is
added to each of the nodes of the first hidden layer. This
means that the total number of bias parameters of the
DNNs is 151. Thus, the total number of parameters,
i.e. the dimension of each wi is 5301. Note that there
is no general design policy for the DNNs currently, so
the relatively bigger size of the network which may not
be optimal is adopted here for higher abilities to express
the value function in iterations. For the activation func-
tion, we choose a hyperbolic tangent function, which
can satisfy the requirements of the differentiability of
value function.

The DVI algorithm converged after 29 iterations.
The comparison between the value function Vw29

obtained in DVI algorithm and the true optimal cost
function is shown in Figure 1, where the value Vw29(0)
is subtracted to offset the numerical error at the ori-
gin. It is obvious that the proposedmethod achieves the
significantly close solution to the true one.

4.2. Inverted pendulum

Consider the CT pendulum system illustrated in
Figure 2 with x = [θ , θ̇]T as

ẋ = f (x)+ g(x)u

=
⎛
⎝ θ̇

mgrl
ml2

sin θ

⎞
⎠+

⎛
⎝ 0

1
ml2

⎞
⎠ u, (21)

where θ (rad) and θ̇ (rad/s) are angle and angular
velocity of the pendulum, respectively, and m = 1 (kg)
is the mass of pendulum, gr = 9.8 (m/s2) is the grav-
itational acceleration, and l = 1 (m) is the length of
pendulum. The goal is to swing up the pendulum and
balance it in the inverted position at [θ , θ̇]T = 0with an
arbitrary initial state. We choose
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Figure 1. Comparison of the value functions.

Figure 2. Pendulum.

J(x0, u) =
∫ ∞
0

ϕ(t; x0, u)TQϕ(t; x0, u)

+ u(t)TRu(t) dt,

as a cost function, where Q = diag([1, 0.01]T) and
R = 1.

We set �t as 0.1 (s) for the DVI algorithm. The data
set is picked from 201× 201 uniform grids on a region
of [−2π , 2π]× [−10, 10], on each of which the val-
ues ε(x0,wi,wi+1) in (9) are computed for the steps
6–8 of Algorithm 2. For each wi, the update by the
same algorithm as in the first example is repeated 1001
times as well based on the same reason of the first case.
The DNNs are equipped with the same number of lay-
ers, where each of hidden layers has 100 nodes. The
dimension of each wi is then 20601. For the activation
function, we choose a hyperbolic tangent function here
too.

Figure 3. Value function Vw60 by the DVI algorithm.

Table 1. Ratio of the cost of DVI to that of LQR in (22).

Average Minimum Maximum

Ratio 0.302 0.031 0.994

The iteration is stopped after 60 iterations, and
the value function Vw60 obtained by the proposed
algorithm is shown in Figure 3. We give the results
of numerical simulation with ten initial states and a
terminal state shown as the white squares and circle,
respectively, in Figure 5, where the solid lines are the
trajectories of the system (21) and the dashed lines are
the contours of the value function. For the purpose
of comparison, We also show the results of a linear
quadratic regulator, LQR, which obtains suboptimal
control policies by linearizing the system (21), with the
same initial states and terminal state. In Figure 5, we
compare the input histories of the proposed method
and LQR for each of initial states. Both of the meth-
ods succeed to stabilize the pendulum at the position
[0, 0]T, but it is seen that the inputs obtained by theDVI
algorithm are suppressed overall, whereas the inputs of
LQR from some initial states are much bigger. In order
to investigate the efficiencies of the proposedmethod in
terms of the cost, we set another cost for 6 (s)

J(x0, u) =
∫ 6

0
ϕ(t; x0, u)TQϕ(t; x0, u)+ u(t)TRu(t) dt,

(22)
and we compute the ratios of the costs in (22) for the
DVI algorithm to those for the LQR in Table 1. This
table shows the DVI algorithm could cut the cost by
about 70% on average. Theminimum andmaximum of
the ratios are of the initial states [−6, 5]T and [−2, 8]T,
respectively. From this result and Figure 4, we can
see that the DVI algorithm is relatively more effective
around the areas where the trajectories of the proposed
method far from those of the LQR. This also implies
that the proposed method could enlarge the cost-
wise efficient region compared with the linearization
strategy.
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Figure 4. Trajectories of the system (21) from ten different ini-
tial states on the contour maps of value functions, (a) DVI
algorithm (proposed), (b) LQR.

Figure 5. Comparison of the control inputs.

The results are also compared with the kernel
function-based algorithm of [11] in terms of the
performance and computation time for the same

example. It is reported that the DVI algorithm achieved
55.2 for the cost in (22) with the initial state [π , 0]T,
which is about 94.6% of the cost of the algorithm of
[11]. The DVI algorithm took 6.97 (s) for one itera-
tion of the algorithm, which is measured by taking
the average of ten iterations and is about 19.3% of the
computation time of the algorithm of [11]. The total
number of iterations in theDVI algorithm is also 60%of
the algorithm of [11]. Note that the types of parameters
of [11] are different from those of the proposedmethod,
so that it is difficult to compare the algorithms fairly.
For example, the number of basis functions in [11] is
automatically determined by the number of training
data, whereas the number of activation functions of the
proposed method does not necessarily match with the
number of training data. Moreover, their accuracy also
depends on what kind of activation functions or kernel
functions we choose. Even considering the unfairness,
however, the proposed method could achieve better
performance with a shorter computation time in this
example.

5. Conclusion

In this paper, we have proposed a new value iteration
algorithm to obtain optimal control for CT nonlin-
ear input-affine systems with DNNs. Instead of solving
the partial differential equations, the DVI algorithm
provides us optimization problems for parameters of
DNNs. The convergence analysis shows that the pro-
posed algorithm can achieve the optimality using the
property of DNNs. We have verified the effectiveness
of the algorithm by two numerical simulations of the
scalar nonlinear system and the inverted pendulum sys-
tem under the situations where only reasonable com-
putational resources are provided. It is also confirmed
that the DVI algorithm has the potential to achieve
the equivalent or a better level of performance with
smaller computational costs compared with the kernel
function-based algorithm of [11] in the example of the
inverted pendulum.

Note

1. For the stochastic gradient, the estimate gradient G is
used practically, where it satisfies E[G] = (∂L/∂wi+1)
(wi,wi+1). Then, the update rule is wi+1 := wi+1 − αG,
where α is some constant.
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