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Dual sampling neural network: Learning without explicit optimization
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Artificial intelligence using neural networks has achieved remarkable success. However, optimization pro-
cedures of the learning algorithms require global and synchronous operations of variables, making it difficult
to realize neuromorphic hardware, a promising candidate of low-cost and energy-efficient artificial intelligence.
The optimization of learning algorithms also fails to explain the recently observed criticality of the brain. Cortical
neurons show a critical power law implying the best balance between expressivity and robustness of the neural
code. However, the optimization gives less robust codes without the criticality. To solve these two problems
simultaneously, we propose a model neural network, dual sampling neural network, in which both neurons and
synapses are commonly represented as a probabilistic bit like in the brain. The network can learn external signals
without explicit optimization and stably retain memories while all entities are stochastic because seemingly
optimized macroscopic behavior emerges from the microscopic stochasticity. The model reproduces various
experimental results, including the critical power law. Providing a conceptual framework for computation by
microscopic stochasticity without macroscopic optimization, the model will be a fundamental tool for developing
scalable neuromorphic devices and revealing neural computation and learning.
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I. INTRODUCTION

Seemingly optimized behaviors of macroscopic systems
often emerge from stochastic interactions of microscopic en-
tities in physics. Thermodynamic equilibrium specified by the
minimization of the thermodynamic free energy is an outcome
of statistics of large numbers of microscopic particles. The
least action principle of classical mechanics is derived from
the interference of the probability amplitude of microscopic
quantum paths.

In the last two decades, machine learning algorithms based
on neural networks have made substantial progress. The rep-
resentative models include deep learning [1] and Boltzmann
machine [2], consisting of deterministic and stochastic neuron
models, respectively. Regardless of the neuron models, learn-
ing of the networks has been formalized as the optimization
procedure of parameters, typically synaptic weights, of the
network. Ingenious optimization techniques being developed
have led to accelerations of the learning process using par-
allelized computation on graphical processing units (GPUs),
resulting in the unprecedented performance of the networks
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for various tasks. However, their massive energy consumption
raises concerns of sustainability [3].

To reduce energy requirement of machine learning, there
is a rapidly growing pursuit to realize brain-inspired neu-
romorphic computing hardware, the leading candidate for
realizing low-cost and energy-efficient artificial intelligence
[3–26]. Inspired by characteristic features of the biological
brain, such as asynchronous spike generation of neurons,
robustness against local failures of synaptic transmissions,
and highly parallelized developments of neural and synaptic
states, various architectures using highly functional materials,
including nanoelectronics, spintronics, and photonic systems,
have been proposed. Introducing these biological features,
neuromorphic computing is expected to realize ubiquitous
artificial intelligence applicable even to power critical situa-
tions, such as so-called edge devices [3,21].

A serious obstacle to realize neuromorphic computing is
the global and synchronous nature of the optimization proce-
dures of current learning algorithms. Error backpropagation
learning, for instance, requires coordinated alternation of the
forward and backward computations, synchronous updates of
neural variables, and the propagation of the error signals over
the entire network, in addition to feedforward network topol-
ogy and explicitly defined objective functions [27,28]. They,
however, have not been observed in the brain, which leads
to recent extensive studies to solve the difficulty [29–39].
Learning algorithms of the Boltzmann machine also suf-
fer biological implausibility [2,40]. These algorithms require
symmetric synaptic weights, explicit switching between dif-
ferent computations during learning, and fine scheduling of
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parameters, such as the temperature of the simulated anneal-
ing. Again, none of them have been observed in the brain.

Conventional optimization of neural networks also fails to
explain a recently observed critical power law of the brain
[41]. Experimental measurement of massive numbers of cor-
tical neurons revealed that the covariance spectrum of their
activity follows the power law with the exponent of −1,
indicating that the cortex realizes the best neural coding to
balance expressivity and robustness. However, conventional
supervised learning tends to push the network to as much ro-
bust as possible, leading the network to attain less expressive
neural code without the critical power law, unlike the brain
[42]. (A recent study reported that the covariance spectrum
of the state variables of deep neural networks could show a
power law. However, the exponents still differ from the critical
value [43].)

This paper shows that the above seemingly independent
problems of machine learning and neuroscience are solved
simultaneously by considering the coexisting stochasticity of
both the synapses and neurons in the brain. In the brain,
neurons irregularly generate spikes with largely varying fir-
ing rates even across trials in which an animal performs
a task in the same manner [41,44–48]. Besides neurons,
synapses, which intermediate communication among neu-
rons and are responsible for learning and memory in the
brain, are also stochastic [49]. The formation, elimination,
and volume change of synapses exhibit random fluctuations
[50–56]. The release of neurotransmitters from synapses is
also an inherently stochastic process [57–59]. Theoretically,
it has been pointed out that these stochastic processes can
carry out efficient computation through Bayesian inference
[60–70]. So far, however, the stochastic behaviors of neurons
and synapses have been studied separately, and it remains
unclear whether there is a functional interaction between
them.

We propose a neural network in which synapses, in addi-
tion to neurons, are modeled as binary stochastic variables like
in the brain. The stochasticity of neurons and synapses are
inseparably integrated into a simple framework of a sampling-
based Bayesian inference model, which allows the network to
learn external signals without explicit optimization and stably
retain memories while all its entities are stochastic. The model
is regarded as an extension of the Boltzmann machine in
which the Bayesian posterior distribution, instead of thermal
equilibrium of an energy function, is directly considered and
in which synapses, besides neurons, are probability variables
to be sampled. Learning is realized through local and asyn-
chronous stochastic updates of variables in the network due
to the extension. Because the algorithm is not derived as
optimization of objective functions, it rarely exhibits serious
overfitting. We call the model the “dual sampling neural net-
work”.

Besides the critical power law, the model also reproduces
various experimental results of the brain [71–77]. The derived
algorithm well describes the plasticity of cortical synapses
[71,72], the amplitude dependence of synaptic fluctuation
[73,74], the response properties of cortical neurons, including
Gabor-filter-like receptive fields [75,76], and the higher-
order statistics of the topology of local cortical circuits [77].
These results strongly suggest that the stochastic behaviors of

neurons and synapses are inseparable and both essential at-
tributes of neural computation and learning.

II. RESULTS

A. Architecture of the model

Most connections between cortical neurons are redun-
dantly realized by multiple synapses [69,78]. Introducing this
redundancy, we model a cortical network as a network of neu-
rons whose connections are all realized by multiple synapses.
Then, considering the stochastic behaviors of synapses and
neurons, we represent each synapse and neuron in the model
as a binary random variable [79–81] [Fig. 1(a), Appendix A].
We will see that the binary and stochastic representation of
neurons and synapses enables us to obtain explicit stochas-
tic evolution equations, which work as a learning algorithm
of the network. The value of a neural variable determines
whether that neuron generates a spike, whereas the value of
a synaptic variable determines whether that synapse contacts
a dendrite of the postsynaptic neuron [Fig. 1(a)]. The connec-
tion weight from the ith neuron to the jth neuron, which is
generally asymmetric, is then given as a weighted sum of the
synaptic states as wi j = ∑M

m=1 si jmai jm, where si jm ∈ {0, 1} is
the state of the mth synapse of the connection from the ith
neuron to the jth neuron. The constant ai jm represents the
contribution of the synapse to the weight, which corresponds
to the amplitude of miniature postsynaptic potential of the
synaptic contact. Note that ai jm is a constant, and it is fixed
even during learning. We set wii = 0 to avoid self-connections
and use an evenly spaced sequence from −a0 to a0 for the
values of the constants ai jm throughout the main text for sim-
plicity: ai jm = am = (2(m − 1)/(M − 1) − 1)a0 where m =
1, 2, · · · , M. We discuss other choices of the constants in
Appendix B.

Similar to the Boltzmann machine, we assume that external
inputs, including the target outputs of supervised learning, are
presented to the network by fixing variables of some neurons,
namely, visible neurons, to these input values. These input
data, thus, should be represented by binary vectors. Other
neurons in the network, which do not receive external data
directly, are referred to as “hidden neurons.”

Note that the states of the neurons, including hidden and
visible neurons, are generally different when a different datum
of a dataset is presented to the network. In contrast, the states
of synapses do not depend on each datum. They depend on
the dataset as a whole because the neural network needs to
find its connection weights, i.e., sets of synaptic states, that
consistently account for all data of the dataset [Fig. 1(b),
see Appendix A for full details]. For this reason, we write the
state of the jth neuron at the time that the network is receiving
the dth datum of the dataset as xdj , using the data index, while
the state of a synapse, si jm, does not have a data index.

Each neuron in the network receives inputs from its pre-
ceding, i.e., presynaptic, neurons. In this paper, we assume
that, if the neural variable is not conditioned on states of its
succeeding neurons, the neuron generates a spike with a prior
probability

P(xdj = 1 | {xdi}i∈p( j), {si jm}m∈M ) = σ (vd j ). (1)
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FIG. 1. Learning as a sampling of synaptic and neuronal states. (a) A neural network is modeled as a population of neurons connected via
multiple synapses. (b) A neural network needs to respond consistently to all data of a given dataset while the state of the neurons is generally
different for each given datum in the dataset. Thus, we denote the neural state with data index d like xdi, while the synaptic state si jm does
not have a data index. (c) The Gibbs sampling from the Bayesian joint posterior distribution of synaptic and neuronal states conditioned on a
given dataset provides stochastic and biologically plausible update rules of neurons and synapses. Owing to the difference in data dependency
between the neural and synaptic variables illustrated in (b), the synaptic update requires summation over all data of a given dataset (right
panel), while the neural update requires summation over the state of proximal neurons of the target neuron receiving a datum of the dataset
(left panel). (d) Evolution of a synaptic weights (right panel) when presynaptic and postsynaptic neurons fire (left panel) in-phase (cyan) and
antiphase synchronously (magenta).
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Here, p( j) denotes the set of preceding neurons of the jth
neuron, M denotes the set of synapses for each connection,
and σ (x) is the activation function of a neuron, for which
we use the sigmoidal function σ (x) = (1 + e−x )−1 throughout
the paper. The weighted sum of the inputs vd j = ∑

i xdiwi j =∑
i xdi

∑
m ai jmsi jm corresponds to the membrane potential of

the jth neuron when the dth datum of the dataset is presented
to the network. Similarly, we assumed that each synaptic
variable takes its binary value independently each other if it
is not conditioned on neural variables. We denote the logit of
the prior probability log(P(si jm = 1)/P(si jm = 0)) as q0,i jm,
which is equivalent to

P(si jm = 1) = σ (q0,i jm). (2)

Unless the prior distribution is biased, the logit simply van-
ishes. Thus, we simply assumed q0,i jm = 0 throughout the
paper.

B. Learning as a dual sampling

With the fundamentals as described above, we hypothe-
size that the stochastic dynamics of neurons and synapses
constitute a continuing random process to generate a net-
work that suitably interprets the external world. In other
words, we define learning in the network as a contin-
uing sampling process of all free stochastic variables,
namely, variables of all synapses and hidden neurons, from
their posterior distribution conditioned on a given dataset,
P({xdj}d∈D, j∈H , {si jm}i, j∈N,m∈M | {xdj} j∈V ) (see Appendix A).
Here, D denotes the dataset, H and V denote the sets of
hidden and visible neurons, N represents the set of all neurons.
This formulation is naturally regarded as an extension of the
Boltzmann machine in which synapses, as well as neurons,
are random variables to be sampled and in which we directly
use the Bayesian posterior distribution instead of a typically
used energy function that is characterized by the first and
the second-order statistics of random variables. While con-
ventional approaches consider connection weights as model
parameters to be optimized, we consider them as random
variables to be sampled, dismissing explicit optimization pro-
cedures from the algorithm.

A sampling from the posterior distribution, however, is
computationally and biologically intractable in general, due
to the high dimensionality of the system and complex de-
pendencies among its variables. To solve this problem, we
hypothesize that the brain realizes this sampling as the Gibbs
sampling [82]. The Gibbs sampling ensures that we can
replace sampling from the high-dimensional posterior dis-
tribution with iterative samplings of each variable from a
posterior distribution of only that variable conditioned on
all other variables, thus from a one-dimensional distribution,
P(xdj | · · · ) and P(si jm | · · · ) where the dots represent all
other variables than the target variable. Due to the flexibility
of Gibbs sampling, each sampling can be performed in any
order and with any frequency, which enables each neuron and
synapse to update their variables asynchronously and irregu-
larly with their own individually determined timings without
any global schedule or coordination.

Assuming that the network is directed acyclic graph (DAG)
and applying Bayes’ theorem to the posterior distributions,

we can derive the procedures of the Gibbs sampling as the
stochastic update rules for the neurons and the synapses
[Fig. 1(c), see Appendix A], that is

P(xdj = 1 | · · · ) = σ (vd j + bdj ) (3)

bdj (t + 1) = (1 − rb)bdj (t ) + rb

∑
k

w jk (xdk − σ (vdk )) (4)

for a neuron and

P(si jm = 1 | · · · ) = σ (ai jmqi j ) (5)

qi j (t + 1) = (1 − rq)qi j (t ) + rq

∑
d

xdi(xdj − σ (vd j )) (6)

for a synapse. Equations (3) and (5) give the firing probability
of the neuron xdj and the connection probability of the synapse
si jm, respectively, after considering all other variables. In
addition to the preceding neurons’ state included in the
prior distribution of the firing probability via the membrane
potential, the posterior distribution includes the succeeding
neurons’ state via the latent scalar variable bdj . The state of
each neuron’s distal neurons and the data given to the network
influence each variable as the variables of the network are
updated. The derived equations show that the probabilities
mutually interact via the latent scalar variables bdj and qi j

assigned to each neuron and the synapse, respectively. This
mutual interaction is summarized as follows [Fig. 1(c)]: Let
us first focus on the firing probability of a neuron. We refer
to the neuron as the target neuron for a while for clarity. If
a preceding neuron of the target neuron generates a spike, it
immediately changes the membrane potential v of the target
neuron and changes the firing probability of the target neuron.
If a succeeding neuron of the target neuron generates a spike,
it slowly and retrogradely modulates the excitability of the
target neuron via the latent variable b of the target neuron,
whose evolution is governed by the sum of products of synap-
tic weights and generated spikes [Eq. (4)]. Then, let us focus
on a synapse. The connection probability of the synapse s is
a function of the latent variable q [Eq. (5)]. The evolution
of the latent variable is governed by the sum of products
of spikes of presynaptic neurons and those of postsynaptic
neurons [Eq. (6)]. Constants rb and rq characterize evolution
timescales of the latent variables bdj and qi j , respectively.

Note the difference between the summation indices in
Eqs. (4) and (6). The synaptic update requires summation
over all data of a given dataset, while the neural update does
not [Fig. 1(c)]. This difference results from the difference
between the data dependencies of the variables, as discussed
above. Because of the difference, synapses need to accumulate
the neural activities for many, ideally all, data in the dataset
before updating their states, while neurons update their states
independently in a manner that depends on each datum indi-
vidually. This implies that synapses evolve much more slowly
than neurons if data are provided sequentially to the network,
as in the brain. This explains why the timescales of neurons
and synapses are greatly different in the brain. In contrast,
when we use the algorithm to train an artificial neural network,
we can perform neural updates for all data of the dataset
parallel. This greatly accelerates the learning speed. In the
following numerical simulations, we adopt the parallel update
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of neural variables to accelerate computational speed. (Results
of the online implementation of the algorithm are discussed in
Appendix E.)

The update rule for synapses given in Eqs. (5) and (6)
yields plasticity similar to that exhibited by cortical synapses
[71,72]. Each term in the summation in Eq. (6) vanishes unless
the presynaptic neuron xdi fires. If the presynaptic neuron
does fire, whether the summand of Eq. (6) will be positive
or negative depends on whether the postsynaptic neuron xdj

fires simultaneously. For this reason, each synaptic weight
increases if the network receives many data in which the
presynaptic and postsynaptic neurons of the connection fire
synchronously, while it decreases if the presynaptic and post-
synaptic neurons fire asynchronously [Fig. 1(d)].

Interestingly, the synaptic update rule depends on mem-
brane potential vd j , in addition to the spikes xdj , of the
postsynaptic neuron. This is consistent with a recently pro-
posed model of the spike-time-dependent plasticity that
accounts for various properties of synaptic plasticity by in-
troducing the average membrane potential of postsynaptic
neurons into the model [72]. Due to the dependency on the
membrane potential, unlike most existing models of synaptic
plasticity, the plasticity derived here does not require any ar-
tificial bound on synaptic weights. The incremental variation
of each connection weight automatically decays to zero when
the magnitude of the weight becomes large [Fig. 1(d)] because
σ (vd j ) is the expectation value of xdj , and the difference be-
tween them, xdj − σ (vd j ), decays to zero in such cases. Also,
note that Eq. (5) implies that the state changes more frequently
for synapses with smaller amplitude ai jm, consistent with ex-
perimental observations of negative amplitude dependence of
synaptic fluctuation [73,74].

Following the above equations, the state of each neuron and
each synapse is irregularly, asynchronously, and concurrently
updated with its own individually determined frequency. Be-
cause the equations are derived as an implementation of the
Gibbs sampling, the concurrent updates of variables without
any global scheduling enables the state of the hidden neurons
and the synapses to generate samples following the posterior
distribution conditioned on the given dataset, i.e., the network
evolves to suitably explain the training dataset and generate
the desired output with high probability. As we will see below,
the network generates the desired output even when input
data not included in the training dataset are fed to the input
neurons, and the output neurons are kept free, meaning that
the equations work as the learning algorithm of the network.
While we obtained the stochastic update equations under the
assumption that the network is DAG, which is not held by
recurrent networks, we will numerically see that the updates
work stably and effectively even for recurrent networks as a
learning algorithm.

Unlike existing learning algorithms requiring the alternat-
ing execution of different computations, e.g., forward and
backward computations or sampling and annealing proce-
dures, our algorithm realizes learning through the iteration
of a single computation for each variable. Furthermore, the
equations are local in the sense that they depend only on
neurons and synapses directly connected to the updated vari-
able. Owing to the local nature of the learning dynamics, we
can apply the algorithm to train recurrent networks, as well

as feedforward ones, with generally asymmetric connections.
These features are particularly suited to biological and hard-
ware implementations of the algorithm.

C. Feedforward networks

To see how the dual sampling enables learning of the
network, we first apply the algorithm to a simple problem,
a noisy and high-dimensional variant of the XOR problem,
learned in a supervised manner by a three-layered network
(see Appendix A for full details). We prepared training and
test datasets consisting of pairs of input and target output and
ran the algorithm on the network with feeding the training
dataset. During the learning process, we measured the training
and test accuracies by giving the input data to the input neu-
rons while output neurons were kept free. Figure 2(a) displays
the evolution of the training and test accuracies as functions
of the number of the sampling iteration of the algorithm. It is
seen that these accuracies nearly coincide, and they quickly
increase to values close to unity and remain there.

Significantly, even while the accuracies remain nearly con-
stant, the synaptic weights of the network continue to fluctuate
greatly [Fig. 2(b)], and the firing patterns of the hidden neu-
rons also continue to change, even when the same datum is
given to the network, without converging to a fixed pattern
[Fig. 2(c)]. These results are consistent with experimental
observations of continuing fluctuations of synapses and the
trial-to-trial variability of neural activity and answer why the
brain can realize reliable computation and learning despite
stochastic dynamics of neurons and synapses.

To study the robustness of the algorithm concerning its
constant parameters, we measured test accuracies of the net-
work after learning for various combinations of the number of
synapses per connection, M, and the maximum amplitude of
synapses, a0, [Fig. 2(d), see Appendix A]. Except in a narrow
range in which one of these constants is so small that the
possible maximum weight given by a0M is small, the network
almost perfectly learns to perform the task.

We then consider the influence of the parameters rb and
rq [Figs. 2(e) and 2(f)] that characterizes timescales of the
evolution of the latent scalar variables of neuron b and synapse
q, respectively. Unless rq is extremely small, and hence q
evolves extremely slowly, the training and test accuracies will
increase and reach values near unity, while their convergence
speed decreases as rb or rq decreases. (Note that the synaptic
evolution is already slower than the neuronal evolution even
when rq = 1, as discussed above. Therefore, a small value of
rq may result in unrealistically slow synaptic dynamics.)

To demonstrate the applicability of the method to practical
problems, we next study the application of the algorithm to
training multilayered feedforward networks using the MNIST
dataset (Fig. 3). We found that the accuracies quickly increase
to values near 95%, while the number of required iterations
and the asymptotically realized accuracies slightly decrease as
we increase the number of layers in the network [Figs. 3(a)–
3(c)]. Figure 3(d) displays examples of numerals that the
network fails to recognize. These are quite ambiguous and
difficult even for a human to identify with confidence.

The spatial distribution of connection weights from the
input neurons to a hidden neuron acts as the receptive field
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FIG. 2. Supervised learning of feedforward networks using a simple artificial dataset. (a) Training (cyan) and test (magenta) accuracies of
a three-layered network as functions of the number of sampling iterations. (b) Evolution of randomly chosen synaptic weights of the network.
Different colors are used for different presynaptic neurons. (c) Evolution of the states of randomly chosen hidden neurons when the same
datum in the dataset is presented to the network. (d) Test accuracies realized by the learning algorithm with various values of the number
of synapses per connection K , and maximum amplitude of a synapse a0. (e) Evolution of training (cyan) and test (magenta) accuracies for
rb = 1.0, 0.1, 0.01, 0.001, from top to bottom. (f) The same as (e) but for rq = 1.0, 0.1, 0.01, 0.001, from top to bottom.

or the kernel of the hidden neuron, often having a localized
structure in the brain. To see whether the network after learn-
ing acquired the receptive fields similar to ones in the brain,
we illustrated their examples in Fig. 3(e). We can see that
Gabor-filter-like localized structures that resemble receptive
fields of neurons in the primary visual cortex [75] are or-
ganized through the learning. The introduction of a sparsity
constraint similar to the ones in the brain on neural activity
into the loss function of learning is known to provide Gabor-
filter-like receptive fields for an artificial neural network [76].
Interestingly, the network can acquire similar localized struc-
tures of receptive fields, even without any explicit additional
constraint on the learning algorithm derived from Gibbs sam-
pling.

The learning algorithm can avoid serious overfitting to the
training data because it is not derived as a direct optimization
of any objective functions. To see this point, we trained a
three-layered feedforward network using small numbers of
samples of the MNIST dataset and compared the resulting
training and test accuracies with those obtained from back-
propagation learning using the stochastic gradient descent
(SGD) and Adam algorithms [83] [Fig. 3(f)]. We found that
for both the SGD and Adam algorithms, as the size of the
training dataset is increased, the test accuracy decreases (in

the SGD case) or remains nearly constant (in the Adam case),
while the training accuracy increases monotonically, which
implies overfitting to the training dataset. Contrastingly, with
the proposed algorithm, as the size of the training dataset is
increased, both the training accuracy and the test accuracy
increase, maintaining a slight difference between them. This
implies that serious overfitting does not occur in the proposed
learning algorithm.

Continuing fluctuation of the dynamics of neurons and
synapses implies that the network can forget the learned
dataset after learning if we unclamp output neurons to make
them free while keeping the stochastic evolution of the
synapses. To see how long the network retains its learned
function or how quickly it forgets the learned dataset, we
measured the development of the accuracies along the learn-
ing followed by the unclamping of the output neurons from
the training dataset (Fig. 4). We used the same three-layered
network we had used in the situation of Fig. 3(a). As ex-
pected, the accuracies started to decrease after we removed
target outputs from the output neurons. However, the decay
is pretty slow as the accuracies maintain high values during
several hundred learning iterations. It is in marked contrast
with the rapid increase of the accuracies during the learning,
where they suddenly increased in about 100 steps. The slow
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FIG. 3. Supervised learning of feedforward networks using the MNIST dataset. (a-c) Training (cyan) and test (magenta) accuracies as
functions of the number of sampling iterations for (a) three-, (b) four-, and (c) five-layered networks. Each number in an oval indicates the
number of neurons in the corresponding layer. (d) Exceptional examples of training images (upper row) and test images (lower row) that the
three-layered network fails to recognize. (e) Examples of receptive fields of hidden neurons in the three-layered network. (f) Training (cyan)
and test (magenta) accuracies of the three-layered network as functions of the size of the training dataset. The network was trained by the
proposed algorithm (left panel), a backpropagation learning algorithm with a naïve stochastic gradient descendent (middle panel), and with the
Adam algorithm (right panel).

decay is explained by the smallness of the magnitude of the
scalar variables b after learning. The learning has made the
output neurons take their state value x with high probability,
implying that the difference between the state value and its

expectation σ (x), and thus the magnitude of the b, are small.
Therefore, the preceding neurons of the output neurons and
further preceding ones, in the same way, tend to keep their
state until the fluctuation makes them degrades passively. It is
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FIG. 4. Training (cyan) and test (magenta) accuracies as func-
tions of the sampling iterations during and after learning. We
unclamped the output neurons from the training dataset at 1000
sampling iteration (dashed line).

unlike the initial stage of the learning, where the retrograde
signals b actively modulates the state of the neurons.

Unlike most artificial neural networks in which the sign
of connection weights from a neuron can be either posi-
tive or negative, neurons in the brain follow Dale’s principle
claiming that connection weights from an excitatory and an
inhibitory neuron should exclusively be positive and negative,
respectively. Several algorithms have been proposed because
the standard learning algorithms are not viable for the sign-
constrained network [84,85]. However, the algorithm derived
here can apply to the sign-constrained networks without any
changes because the sign of each synaptic strength does not
change during learning. We prepared a feed-forward network
with excitatory and inhibitory neurons and made it learn a
task to confirm the validity of the algorithm under Dale’s
principle (Fig. 5). The training and test accuracies rapidly
increase as before while reached values are slightly lower than
those of the network without the sign constraint [Fig. 5(a)].
Figures 5(b) and 5(c) show the evolution of the connection
weights during learning and their density distribution after
learning, respectively. We can see that the weights evolve with
fluctuation as before but while keeping their signs.

D. Most efficient power-law coding

A recent biological experiment carried out by simultane-
ously recording the activity of a massive number of mouse
primary visual cortex neurons revealed that the variance spec-
trum of the principal component of neural activities obeyed
a power law with an exponent −1.04 that is slightly less
than −1 [41]. The authors of the paper [41] mathematically
proved that if the exponent is greater than −1, the population
code, i.e., representation of given stimuli by the population of
neurons, lies on a nondifferential manifold and less robust,
while if the exponent is less than −1, the population code
is restricted on a subspace with lower dimension than the
number of neurons, implying that the code cannot fully uti-
lize the neural resources. Thus, the experimentally observed
power-law coding with an exponent slightly less than −1 is
the most efficient in the sense that, in this case, the population
response of the neurons lies on a manifold of the highest
possible dimension while maintaining high generalizability.
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FIG. 5. Supervised learning of a feedforward network following
Dale’s principle. (a) Training (cyan) and test (magenta) accuracies
as functions of the number of sampling iterations. (b) Evolution
of randomly chosen six excitatory (magenta and orange) and six
inhibitory (cyan and green) connection weights. Different colors are
used for connections having different postsynaptic neurons. (c) Den-
sity distribution of the connection weights after learning.

To test whether a network trained by the proposed algo-
rithm realizes the most efficient power-law coding with the
exponent that is slightly less than −1, we numerically calcu-
lated the variance spectrum of the principal components of the
mean activity of the neurons in the hidden layer of a network
trained with the MNIST dataset. As shown in Fig. 6(a), the
variance spectrum exhibits clear power-law decay with an
exponent of −1.06. To check the generality of the result for
another training dataset, we trained the network to the fashion-
MNIST dataset too and obtained similar power-law decay of
the variance spectrum with the exponent slightly less than -1
(see Appendix C). This value is very close to the experimen-
tal result and is indeed slightly less than −1. We conclude
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FIG. 6. Nearly optimal power-law decay of the variance spectrum for the principal component of the neural activity. (a) Variance spectrum
of the principal components of the mean population activity of the hidden neurons across the training dataset for the three-layered network after
training (cyan). The variances are arranged in descending order. The line (magenta) indicates the critical slope corresponding to an exponent
of −1. (b) Evolution of the power-law exponent of the variance spectrum as a function of the number of sampling iterations.

that the proposed learning algorithm leads the network to the
most efficient coding. This may explain the high generaliz-
ability of the trained network that yields nearly coincident
training and test accuracies, as seen in Figs. 2(a), 3(a), 3(b),
and 3(c).

We next study how the exponent of the power law de-
velops during learning. Figure 6(b) shows that the exponent
approaches a value close to −1 from below as the learning
proceeds. This result implies that the network does not start
from a nonsmooth, almost perfect representation of the train-
ing dataset. Rather, it first learns a coarse representation of
the dataset and then gradually acquires finer structures while
maintaining differentiability of the representation of the data
in coding space. This leads us to conclude that the robustness
or generalizability of the population coding takes priority over
the precision of the data representation in the learning. This
priority must particularly be beneficial for animals that must
survive in a ceaselessly changing environment.

Why the learning yields the critical power-law decay of
the spectrum remains unclear. If we trained the network by
the Adam or the SGD algorithm instead of the algorithm
derived here, we obtained exponential decay or power-law
decay with exponents significantly smaller than the critical
value, i.e., faster decays (results not shown). The faster decays
indicate that the above optimization algorithms let the network
represent the given dataset using only a few degrees of free-
dom of internal neurons, presumably due to the overfitting of
model parameters to the training dataset. We speculate that
our algorithm can avoid the steeper decays because it avoids
overfitting as it continues to generate random samples of con-
nection weights instead of making them converge to single
values. On the other hand, slower decays than the critical one
imply that the representation of the dataset by the internal
neurons is discontinuous and is highly vulnerable to random
perturbation to the activity of the internal neurons. However,
because our algorithm is intrinsically stochastic, the network
needs to evolve under random fluctuations during learning.
Thus, we infer that the algorithm can avoid the slower decays
because it forces the network to obtain internal representations
that are robust against the intrinsic fluctuation. To develop a

quantitative analysis about the evolution and resultant expo-
nent by the learning is an important future subject.

E. Recurrent networks

We next applied the algorithm to train a network with
generally asymmetric recurrent connections [Fig. 7(a), see
Appendix A] using the MNIST dataset. Figure 7(b) displays
the evolution of the training and test accuracies as functions
of the number of sampling iterations. The accuracies were
obtained from the states of the output neurons of the network
measured after recursive evolutions of the states of the hidden
neurons. We see that, as in the case of the results for the
feedforward networks, the training and test accuracies nearly
coincide and rapidly increase. This implies that the algorithm
is able to train even a recurrent network as well as feedforward
networks.

We speculate that the algorithm derived under the assump-
tion of DAG practically works even for the recurrent network,
that is not DAG, because most of the neurons in the network
are divided into preceding and successive neurons for each
neuron without overlap as the network rarely has direct feed-
back connections if connection probability is not very high.
How the performance of the algorithm degrades as increasing
the probability of the recurrent connections will be an inter-
esting future subject.

1. Statistics of network motifs

It has been reported that local cortical circuits are highly
nonrandom, and that connectivity patterns consisting of multi-
ple neurons, known as network motifs, exhibit a characteristic
distribution in which highly clustered patterns are overrep-
resented [77]. To study whether a recurrent network trained
by the proposed algorithm acquires a similar distribution of
the connectivity patterns, we determined the connectivity of
triplets of neurons in a trained recurrent network. In the
analysis, similarly with the experimental report, we restrict
ourselves to patterns of triples of neurons consisting only of
strong positive, i.e., excitatory, connections (see Appendix A
and D). The statistics for the ratio of the actual counts of
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(b) (c)(a)

FIG. 7. Supervised learning of a recurrent network using the MNIST dataset. (a) A recurrent neural network. Each number in an oval
indicates the number of neurons in the corresponding layer. (b) Evolution of the training (cyan) and test accuracies (magenta) of the recurrent
network. (c) Average ratios of the actual numbers of three-neuron patterns in the trained recurrent network to those predicted by the null
hypothesis (gray bars). The error bars indicate the range of ±2σ . The magenta circles are experimental results for real cortical circuits [77].

triplet patterns to the chance level are plotted in Fig. 7(c). The
same ratios for the experimental results are also overlaid in the
figure. While there are some exceptional cases in which the
ratios obtained here are somewhat larger than those obtained
experimentally, the two distributions of triplet patterns are
surprisingly similar. As observed experimentally, highly con-
nected motifs, i.e., those numbered 10 through 16 in Fig. 7(c),
are overrepresented by a factor several times greater than the
chance level. It is also interesting for the pattern that is only
slightly higher than the chance level, as in the 4th pattern in
Fig. 7(c), the model gives a result that is quite close to the
experimental result. These results support the validity of the
derived algorithm as a model describing the formation of local
cortical circuits.

We speculate that the overrepresentation of the fully con-
nected motifs can partly be accounted for by the receptive
fields of the internal neurons, while we have not succeeded
in the analytical derivation of the motif distribution. Previ-
ous experimental observation reported that the connection
probability between neurons monotonically increases as the
similarity of their receptive fields increases [86], which seems
consistent with our result since synaptic weights between two
neurons increase if the neurons generate spikes with a high
rate for similar data sets, as shown in Fig. 1(d). Because the
receptive field of the internal neurons is a realization of the
internal representation of the dataset by the network, it must
be an interesting future subject to develop a theory to connect
the power law of the internal representation, the distribution
of the receptive fields, and the probability of the recurrent
connections to predict the motif distribution.

2. Temporal sequence learning

We next consider the application of the algorithm to train a
recurrent network with a temporal sequence (Fig. 8). We pre-
pared a temporal sequence of music notes in which the same
temporal inputs, i.e., the same music notes, appear multiple
times at different times [the top panel of Fig. 8(b)], and trained
a recurrent network to predict the following input of the cur-
rent sequence [the bottom panel of Fig. 8(b)]. In this case, the
network needs to learn to store the history of inputs over some
interval to generate the desired output, i.e., the following note.

The training procedure is the same as that used in the case con-
sidered in Figs. 2–7, except that we identify the iteration of the
updates of the variables of the network as the time develop-
ment. In contrast to the algorithm known as “backpropagation
through time,” this procedure does not require virtually un-
folding the recurrent connections of the network along the
time axis. Therefore, the procedure ensures the biological
plausibility of the algorithm, in which time proceeds naturally,
and updating the neurons and synapses requires information
regarding only their current and immediate past states.

The learning algorithm successfully trained the network to
output the desired sequence [Fig. 8(b), the 4th panel from the
top]. We find that the output produced by the hidden neurons
after learning depends not only on the current input but also on
past inputs [the 3rd panel of Fig. 8(b)]. This indicates that the
algorithm enables the network to properly store input histories
as the current activity of the hidden neurons.

III. DISCUSSION

This study proposed a model of neural networks that
is an extension of the Boltzmann machine, in which neu-
rons and synapses work together to realize efficient learning
as a sampling-based Bayesian inference. The derived algo-
rithm provided biologically plausible stochastic dynamics of
neurons and synapses and gave results consistent with experi-
mental findings of the brain, including the optimal power-law
encoding of a given dataset. The obtained biological obser-
vations are not unique to our algorithm, as various previous
studies have succeeded in explaining them. It is, however,
fascinating that the learning algorithm derived here provides
such various features even without any explicit constraints to
reproduce them.

Recently, there has been a rapid growth of interest in
developing biologically plausible learning algorithms and
implementing them to energy-efficient devices, i.e., neuro-
morphic computing [3–26]. The algorithm proposed here
seems to have various benefits as an algorithm for neu-
romorphic computing. Unlike most of the current learning
algorithms, the algorithm intrinsically works asynchronously
and locally due to the characteristics of the Gibbs sampling. It
also does not require alternative switching between different
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FIG. 8. Supervised learning of recurrent networks using temporal sequences. (a) Network structure. (b) The input sequence (the top panel)
and the target output sequence (the bottom panel) of the dataset represented as sheet music. The asterisks indicate an example of times at which
the network must output different notes while the current input to the network is the same. The second panel shows a raster plot of the activities
of the input neurons. For visibility, we plotted the states of five cells per each of the six notes from C to A and overlaid the results of randomly
chosen ten data of the dataset with a slight displacement of the time axis. The third and fourth panels show the activities of the hidden neurons
and the output neurons, respectively, after learning of 500 sampling iterations. Arrows indicate times at which the current input to the network
is the same. We plotted the states of randomly chosen 30 cells in the third panel and randomly chosen five cells for each of the six notes in the
fourth panel with the slight displacement of the time axis for the ten data results.

computations such as feedforward and backward propagations
or free and clamped phases during the learning. These features
of the event-driven computation are suitable for neuromorphic
computing as they will reduce the complexity of the circuit
and allow it to avoid the high energy cost of communication
to synchronize the entire network to a single clock.

Stochastic computation and binary communication of the
algorithm also seem highly beneficial for neuromorphic com-
puting. Communication using binary bit values rather than
analog values will simplify the hardware and largely reduce
communication costs for learning and inference. Furthermore,
the stochasticity of the algorithm will improve the robustness
of the hardware implementation of the algorithm and allow us
to omit elaborate error detection and correction mechanisms.
It will reduce the hardware’s energy consumption because
much energy is used to protect and stabilize the binary states
of devices from thermal or quantum noise. Inspired by the
stochastic spike emission of neurons in the brain, studies
of neuromorphic hardware using binary stochastic devices,
including spintronics and memristive devices, are rapidly
growing recently. Considering the above, we expect these
devices with the algorithm proposed here will be promising
candidates to realize energy-efficient neuromorphic hardware.

One of the possible drawbacks of the algorithm devel-
oped here is the requirement of extra hardware that would
be needed to implement the multiple synapses and dendritic
neurons. To evaluate the balance between the benefits and the
possible drawbacks and to improve the algorithm to reduce
the possible extra hardware requirement must be an important
future subject.

The derived evolution equation for neurons has a term
that results in the retrograde modulation of the excitability
of a neuron by its succeeding neurons. Due to this term, the
algorithm acts as a stochastic variant of algorithms with error
backpropagation through which desired outputs provided to a
part of the network can spread over the entire network. Recall
that a desired output is given to the network by fixing the states
of the corresponding visible neurons to the desired value.
Assume that the kth neuron is one of these neurons. Then xdk

gives the desired value, and the term xdk − σ (vdk ) in the bias
bdj of the jth neuron gives the difference between the desired
value and the expected value of xdk when the kth neuron is
not fixed, which is identical to the error in backpropagation
learning when the squared error is used as the loss function.
(Recall that xdk and vdk are stochastic variables when the
neuron is not fixed.) The term bdj accumulates these errors
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of the succeeding neurons of the jth neuron and regulates
the excitability of this neuron in such a manner to reduce
the errors. Even if the kth neuron is not in the output layer,
the term xdk − σ (vdk ) still represents an error of that neuron
because this represents the difference between current and
expected values of the neuron in the cases that the network
does and does not receive the desired outputs, respectively.

In contrast to backpropagation learning, the retrograde
modulation requires neither synchronous nor precisely coor-
dinated operations, which are major reasons that backprop-
agation has not been regarded as the learning principle of
the brain. Furthermore, the retrograde modulation need not
be immediately affected by postsynaptic action potentials but,
rather, can slowly integrate their effects. This assumption
seems biologically plausible, as it can be implemented in real
cortical circuits. To our knowledge, experiments to verify the
existence of such slow retrograde modulation of the excitabil-
ity of neurons have not yet been attempted. The mechanisms
regarded as likely to be responsible for this behavior include
the combination of action potential backpropagation from
soma to dendritic spines [87] and retrograde transsynaptic
transport of certain chemicals [88], glia-mediated modula-
tion [89], and disynaptic connections from postsynaptic to
presynaptic neurons. However, note that, while the slow time
constants of the modulation rb and the synaptic latent vari-
able rq work efficiently to train the network, we have not
analytically derived them as an integral part of the theory.
Instead, we have imposed them to the model to convert the
discrete time steps of the sampling algorithm onto continuous
time evolution and make the algorithm biologically plausible.
Further study is needed for the analytical treatment of the time
constants.

Here we summarize existing representative learning al-
gorithms of neural networks from the stochasticity of their
variables and discuss their relationships to ours. Regarding
stochasticity, we can categorize existing neural network mod-
els into three: deterministic neural networks whose neurons
and connection weights are deterministic, Boltzmann ma-
chines whose neurons are stochastic, but connection weights
are deterministic, and Bayesian neural networks whose con-
nections but not neurons are stochastic. One of the most
efficient learning algorithms for deterministic neural networks
is backpropagation learning, a gradient descent optimization
of connection weights to minimize a given loss function.
While the algorithm does not appear fully compatible with
experimental observations of the biological brain, various so-
lutions have been proposed to alleviate the problem [27–39].

Gradient-based optimization is also used to train Boltz-
mann machines because their connection weights are still
deterministic, whereas neurons are stochastic [2]. However,
to match the distribution of the stochastic neurons to the
desired distribution, each iteration of the gradient learning
requires the mean and the covariance of the neural activities
under the current values of the connection weights, which
makes the algorithm impractically time-consuming because
the calculation of the statistics requires many samples of vari-
ables to converge. The contrastive divergence algorithm has
been proposed to ease the difficulty [90]. However, its scope
is limited to the restricted Boltzmann machine, where neurons
form a bipartite graph.

Unlike the above two, the connection weights of Bayesian
neural networks are stochastic. Thus, the desired weights are
characterized by their posterior distribution conditioned on
given datasets rather than fixed values. However, the compu-
tation of the posterior distribution is generally intractable due
to its computationally demanding normalization factor. The
best-known way to solve the problem is variational Bayesian
inference, which approximates the posterior distribution with
a parametrized proxy distribution, called variational distribu-
tion [91]. The approximation results in optimization of the
parameters of the variational distribution to maximize the
evidence lower bound, or the negative variational free en-
ergy, of the variational distribution. Hence, again, the learning
results in gradient-based optimization of nonstochastic pa-
rameters that characterize the distribution. The typically used
efficient algorithm of this includes Bayesian backpropagation
[92,93].

The model proposed here shares the learning objective, the
posterior weight distribution, with Bayesian neural networks
as connection weights are stochastic, whereas computation of
the distribution is generally intractable, as mentioned above.
Our network provided a different solution to the difficulty by
combining the binary representation of synapses, stochastic
neurons, and Gibbs sampling. Binary synapses simplify the
posterior distribution to the Bernoulli distribution, allowing us
to analyze this via a similar procedure with the logistic regres-
sion [94]. However, the introduction of binary synapses alone
does not fully solve the problem because it still requires back-
prop optimization of parameters of the Bernoulli distribution.
Concurrent use of Gibbs sampling and stochastic neurons
is the remedy. Gibbs sampling replaces computation of the
posterior distribution by local and asynchronous updates of
variables. Then, the introduction of stochastic neurons enables
error signals to propagate stochastically to the entire network
by using the retrograde modulation of the firing probability of
the neurons. Thus, the model integrates the Bayesian neural
network and Boltzmann machine and simultaneously provides
a protocol for hierarchical Bayesian inference on stochastic
neural networks.
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APPENDIX A: METHODS

1. Learning algorithm

The learning of the network is modeled as a Gibbs sam-
pling of all free variables from their posterior joint distribution
conditioned on the fixed variables,

P({xdi}i∈H,d∈D, {si jm}i, j∈N,m∈M | {xdi}i∈V,d∈D). (A1)

The Gibbs sampling allows us to replace the sampling with
a repetition of samplings of each single variable from a
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posterior distribution conditioned on all other variables,

P(xdj | {xdi}i �= j, {si jm}i, j∈N,m∈M ) (A2)

and

P(si jm | {xdi}i∈H,d∈D, {skln}kln �=i jm) (A3)

for a neuron and a synapse, respectively.
To derive an explicit description of the posterior distri-

bution of a neuron, let us assume the network is a directed
acyclic graph (DAG) and consider the log-likelihood ratio for
xdi. Using the Bayes rule, we obtain

log
P(xdj = 1 | · · · )

1 − P(xdj = 1 | · · · )
(A4)

= log
P(xdj = 1 | {xdi}i∈p( j), {xdk}k∈s( j), · · · )

P(xdj = 0 | {xdi}i∈p( j), {xdk}k∈s( j), · · · )
(A5)

= log
P(xdj = 1 | {xdi}i∈p( j), {si jm}m∈M )

P(xdj = 0 | {xdi}i∈p( j), {si jm}m∈M )

∏
k∈s( j)

P(xdk | xdj = 1, {s jkm}m∈M , · · · )

P(xdk | xdj = 0, {s jkm}m∈M , · · · )
(A6)

= log
σ (vd j )

1 − σ (vd j )
+

∑
k∈s( j)

{
log σ (vdk,− j + w jk ) − log σ (vdk,− j ), xdk = 1
log(1 − σ (vdk,− j + w jk )) − log (1 − σ (vdk,− j )), xdk = 0 (A7)

= vd j +
∑

k

{
(1 − σ (vdk ))w jk, xdk = 1
−σ (vdk )w jk, xdk = 0 (A8)

= vd j +
∑

k

w jk (xdk − σ (vdk )), (A9)

where the dots represent all variables other than explicitly
given variables, p( j) and s( j) denote sets of the preceding and
the succeeding neurons of the jth neuron, respectively. Owing
to the assumption that the network is DAG, we can divide
neurons into the disjoint sets of the preceding and succeed-
ing neurons for the ith neuron and safely factorize posterior
distributions of (A.5) to obtain (A.6). Here, we used Bayes’
rule P(A | B,C) ∝ P(B | A,C)P(A | C) and conditional inde-
pendence of variables xdk as

P(xdj | {xdi}i∈p( j), {xdk}k∈s( j), · · · )

∝ P({xdk}k∈s( j) | xdj, {xdi}i∈p( j), · · · )P(xdj | {xdi}i∈p( j), · · · )

= P(xdj | {xdi}i∈p( j), {si jm}i∈p( j),m∈M )∏
k∈s( j)

P(xdk | xdj, {xdl}l∈p(k)\ j, {slkm}l∈p(k),m∈M ).

Equation (A7) follows from the fact that the firing probabil-
ity of the kth neuron conditioned on xdj = 1 is σ (vdk,− j +
1 · w jk ) while it conditioned on xdj = 0 is σ (vdk,− j + 0 ·
w jk ), where vdk,− j = vdk − xdjw jk . To obtain (A8), we as-
sumed that ‖vdk,− j‖ � ‖w jk‖ and linearized each term of the
summation of (A7) with respect to w jk . Solving the above
equation for P(xdj = 1 | · · · ), we obtain Eq. (3) of the result
section with

bdj =
∑

k

w jk (xdk − σ (vdk )) (A10)

as the posterior distribution (i.e., the stochastic update rule) of
the neuron.

Similarly, the log-likelihood ratio for the synapse si jm is

log
P(si jm = 1 | · · · )

1 − P(si jm = 1 | · · · )
(A11)

= log
P(si jm = 1 | · · · )

P(si jm = 0 | · · · )
(A12)

= log
P(si jm = 1)

P(si jm = 0)

∏
d

P(xdj | si jm = 1, · · · )

P(xdj | si jm = 0, · · · )
(A13)

= q0,i jm +
∑

d

{
log σ (vd j,−im + xdiai jm) − log σ (vd j,−im ), xdj = 1
log (1 − σ (vd j,−im + xdiai jm)) − log (1 − σ (vd j,−im )), xdj = 0 (A14)

= q0,i jm +
∑

d

{
(1 − σ (vd j ))xdiai jm, xdj = 1
−σ (vd j )xdiai jm, xdj = 0 (A15)

= q0,i jm + ai jm

∑
d

xdi(xdj − σ (vd j )), (A16)
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where the dots represent all variables other than explicitly
given variables, i.e., {xdi} and {skln}kln �=i jm, and we have
vd j,−im = vd j − xdisi jmai jm. To obtain (A15), we have as-
sumed ‖vd j,−im‖ � ‖ai jm‖, and approximated each term in the
summation as a quantity linear in ai jm. The constant q0,i jm

represents the log-likelihood ratio of the prior distribution
P(si jm), which vanishes unless the prior distribution is bi-
ased. We assumed q0,i jm = 0 throughout the work. Solving
the above equation for P(si jm = 1 | · · · ) gives Eq. (5) and

qi j =
∑

d

xdi(xdj − σ (vd j )) (A17)

which constitute the explicit description of the posterior dis-
tribution or the update rule of the synapse. While the derived
update rules of neurons and synapses are exact only when
the network is a DAG, we numerically confirmed that they
work well even on recurrent networks, as far as the connection
probability of the networks is not very high.

Equation (A10) implies that a spike of a neuron imme-
diately changes bdj and excitability of presynaptic neurons.
However, such immediate retrograde modulation has not been
experimentally reported and seems biologically implausible.
Rather, it is biologically more natural that bdj evolves slowly
while accumulating the effects of postsynaptic spikes as
Eq. (4), where rb characterizes the timescale of the evolution.
[Here, rb satisfies 0 < rb � 1, while in the case rb = 1, Eq. (4)
reproduces to Eq. (A10).] Thus, bdj is determined by the
average spike history of the postsynaptic neurons over a finite,
presumably quite long, duration. Similarly, we can also gener-
alize the evolution equation for qi j as Eq. (6). As demonstrated
in Figs. 2(e) and 2(f), these generalizations rarely decrease the
learning accuracy of the algorithm.

2. Numerical simulations

All numerical simulations are written in Python, with the
open-source matrix library CuPy. In details of the procedures
to train a feedforward network are as follows. (i) We first
prepare ND binary variables for the N neurons and W M
synapses where D is the number of data in the training dataset,
W is the number of connections in the network, and M is
the number of synapses per connection. (ii) Then we fix the
variables of the visible neurons to the values of the data in
the training dataset, and initialize the values of the hidden
neurons and synapses randomly to 0 or 1 with probability 1/2.
(iii) To avoid perfectly synchronized updates and to mimic
asynchronous updates of variables, we randomly choose the
ratio rx for the hidden neurons and update their variables
according to Eqs. (3) and (4). (iv) Similarly, we randomly
choose the ratio rs for the W M synapses to update according to
Eqs. (5) and (6). (iv) We repeat (iii) and (iv) as many times as
desired. The procedure to obtain the prediction of the network
is the same as that for the training procedure, except that we
fix only the input neurons and update the hidden and output
neurons according to Eqs. (3) and (4), keeping the synaptic
values fixed. During the prediction procedure, to accelerate
the computation, we can use the average activities of the
neurons, σ (vd j ), instead of their binary variables, xdj , and omit
the biases, bdj . The training and test accuracies are defined as
the ratio of the number of inputs that enables the network to

generate the correct outputs to the total numbers of inputs of
the training and test datasets, respectively.

3. Dataset

Except in the cases described by Figs. 2 and 8, we used
the MNIST dataset, which consists of a training dataset of
60 000 examples and a test dataset of 10 000 examples in
which each image has 28 × 28 = 784 pixels. Because pixels
in the MNIST data range from 0 to 255, we replaced them with
0 or 1, depending on whether the value of the pixel is below
or above 255/2. We thus obtain 784-dimensional binary input
vectors.

In the situation considered in Fig. 2, we trained a three-
layered network consisting of 40 input, 40 hidden, and two
output neurons to learn a simple task that is a noisy and
high-dimensional variant of the XOR problem. The datasets
were artificially generated as follows. We first prepared
two-dimensional binary vectors (Xd1, Xd2), where d is the
data index of the dataset. Then, to obtain 40-dimensional
binary input vectors (Yd1, · · · ,Yd40), we set Ydi = Xd1 for
i = 1, · · · , 20 and Ydi = Xd2 for i = 21, · · · , 40, and then
flipped their values randomly with a probability of pflip =
0.1 to obtain randomized input datasets. The desired out-
puts of the two-dimensional vectors are given by Zdi = (1, 0)
if XOR(Xd1, Xd2) = 0 and (0, 1) if XOR(Xd1, Xd2) = 1.The
training dataset and test dataset each contains 400 examples.

In the situation considered in Fig. 8, we used datasets
consisting of temporal sequences to train recurrent networks.
Let us write the input data and desired outputs at time t as
Xdi(t ) and Zdi(t ). These are fed into the network by fixing
the neurons in the input layer as x0,di(t ) = Xdi(t ), 0 < i � N0,
and those in the output layer as x2,di(t ) = Zdi(t ), 0 < i � N2,
where N0 and N2 are numbers of neurons in the input and
output layers, respectively. A dataset is prepared as follows.
We first prepare an integer sequence s(t ), where 0 � s(t ) �
S and 1 � t � T . We then set Xi(t ) = 1 if s(t ) > 0 and
(s(t ) − 1)N0/S < i � s(t )N0/S and Xi(t ) = 0 otherwise. The
desired output is set as Zdi(t ) = Xi(t + 1) if 1 � t < T and
Zdi(T ) = Xi(0) otherwise. To obtain randomized input vec-
tors Xdi(t ), we replicated Xi(t ) and randomly flipped them
as Xdi(t ) = Xi(t ) with probability 0.95 and Xdi(t ) = 1 − Xi(t )
with probability 0.05. The integer sequence s(t ) was “1, 1, 5,
5, 6, 6, 5, 0, 4, 4, 3, 3, 2, 2, 1, 0” (that is taken from the melody
of “Twinkle, Twinkle, Little Star”) with N0 = 300, S = 6 and
T = 16.

4. Parameters

We used rq = 1.0, rs = 0.001, M = 200, a0 = 0.1, and
D = 100 in the situation considered in Fig. 1(f), and rb = rq =
rx = 1.0, rs = 0.001, M = 50, a0 = 0.5, and D = 400 in the
situation considered in Fig. 2. In the situation considered in
the remaining figures, except Figs. 6–8, we used rb = 0.01,
rx = 0.9, rq = 0.1, rs = 0.001, M = 100, and a0 = 0.1. In the
case of Fig. 6, we use M = 200, and in the case of Fig. 7, we
used rx = 0.5, a0 = 0.1, and in the case of Fig. 8, we used
rb = 0.1, rx = 1, rq = 0.005, rs = 0.005, and D = 2000. The
numbers of hidden neurons in the three-layered network that
are not specified in the figures are 1000 for Figs. 3(f) and 6,
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100 for Fig. 7, and 500 for Fig. 8. Connection probability
was 1.0 and 0.5 for feedforward connections and recurrent
connections, respectively. In the case of Fig. 5, we randomly
assign a value gi = +1 or −1 to all hidden neurons with the
probability of 1/2. Then, using the assigned value, we set the
amplitude of synapses as ai jm = gia′

m where a′
m is an evenly

spaced sequence from 0 to a0.

5. Statistical analysis

a. Spectrum variance of principal components

After we trained the three-layered neural network con-
sidered in Fig. 3(a) using the MNIST dataset, we fixed the
synapses and obtained the average activities of the hidden
neurons across the training dataset {σ (vd j )}d∈D, j∈H . Note that
the quantities vd j for the hidden neurons were deterministic
in this case because both the input neurons and the synaptic
connections from them were fixed. The principal component
analysis was applied to the average activities after they were
standardized. Then we obtained the explained variance of
each principal component, which is the eigenvalue of the
covariance matrix of the standardized average activities and
ordered them in descending order. Namely, we obtained the
eigenspectrum of the covariance matrix Ci j = 1

D

∑D
d=1 σdiσd j ,

where σdi = (σ (vdi) − μi )/χi, μi = 1
D

∑
d σ (vdi ), and χ2

i =
1
D

∑
d (σ (vdi) − μi )2. The exponent of the power law was es-

timated with a least-square linear fit of the variance spectrum
in log-log space.

b. Statistics of network motifs

We trained a three-layered recurrent network with 100
hidden neurons. Then, we measured the number of connection
patterns among the triplets of neurons over all possible com-
binations of 3 neurons chosen from 100, i.e., for (100 × 99 ×
98)/6 = 161 700 triples. Here, we only counted connections
whose synaptic weights were greater than or equal to 0.27, to
exclude small and negative connections. See Appendix D for
the relationship between the threshold size and the connec-
tion weight distribution and results using different threshold
values. Connection weights that are compared against the
threshold 0.27 are determined from a sample of synaptic vari-
ables of each network after training. The null hypothesis of the
counts is defined in the same way provided in the paper [77].
Namely, we determined the numbers of unidirectional and
bidirectional connections in all pairs of neurons and calculated
the predicted number of three-neuron patterns by assuming
all constituent pairs of neurons in each triplet pattern are
chosen independently, while maintaining the probabilities of
the measured unidirectional and bidirectional connections. We
performed 20 learning trials to obtain the mean and standard
deviation, σ , of the ratio of the actual number of each triplet
pattern to that obtained with the null hypothesis.

APPENDIX B: OTHER POSSIBILITIES
OF SYNAPTIC CONSTANTS

We demonstrate other possibilities of constants {ak} of
the synaptic strength instead of the equally spaced sequence
used in the main text. The first is the geometric se-

quence with powers to 2, the most efficient expression
of scalar numbers by the weighted sum of binary val-
ues. Considering sign of the representation, we have
used 10 synapses for each connection, 5 positive and
5 negative values, where {ak} = {20, 2−1, 2−2, 2−3, 2−4} ∪
{−20,−2−1,−2−2,−2−3,−2−4}. Thus, each connection
weight ranges from about −2 to 2 with the step of 1/16.
Figure 9(a) shows the development of training and test accu-
racies that corresponds with Fig. 3(a) in the main text, and
Fig. 9(b) shows the evolution of several synaptic weights.
We see that the accuracies stably increase along with the
learning iteration while the reached values are slightly lower
than those of Fig. 3(a). We speculate that the slight de-
crease in the performance is due to the lack of redundancy
of the binary expression of the connection weights. Note that
processing time and required memory capacity are largely
reduced due to the smallness of the number of synapses
here.

The second case is one synapse for each connection, the
most compact but less expressive. We randomly set the am-
plitude of the synapses to −10 or 10 with the probability
of 1/2. (Note that this does not satisfy Dale’s law because
positive and negative synapses sharing a presynaptic neuron
coexist.) Figures 9(c) and 9(d) shows the result of the learning.
The algorithm works decently even for the simplest case,
whereas achieved performance is not very high, indicating
that using multiple synapses per connection is not the essential
requirement for the algorithm while it improves the learning
performance.

APPENDIX C: POWER-LAW DECAY OF THE VARIANCE
SPECTRUM FOR ANOTHER DATASET

Figure 10 shows the variance spectrum of the princi-
pal components of the mean population activity of hidden
neurons across the training dataset of the fashion-MNIST
dataset. Again, we see that the variance spectrum follows
the power law with the exponent slightly less than −1.
The power-law exponent obtained here is −1.04, which is
just the same value reported in the visual cortex experi-
ment. The result, along with the result of Fig. 6(a) in the
main text, implies that the critical power-law spectrum ob-
tained here is not a specific outcome given by the MNIST
dataset.

APPENDIX D: CONNECTIVITY PATTERNS OF TRIPLETS
OF NEURONS FOR DIFFERENT THRESHOLD VALUES

The panel Fig. 11(a) shows the histogram of recurrent con-
nection weights and the threshold 0.27 used in the main text
to exclude weak connections when we analyzed connectivity
patterns of triplets of neurons in the recurrent network. Panels
in Figs. 11(b)–11(e) show connectivity patterns, the same with
Fig. 7(c), but for different threshold values from the value
0.27 used in the main text. We see that the ratios of the actual
counts of connected patterns, i.e., the patterns from 10 to 16,
to the chance level increase as the threshold increases, while
they decrease and approach to unity, indicating the chance
level as the threshold decreases. This result means strong
connections exist in the network more nonrandomly, whereas
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FIG. 9. Other possibilities of synaptic constants ak instead of the one used in the main text. [(a),(b)] Geometric sequence with powers to 2.
(a) Training (cyan) and test (magenta) accuracies as functions of sampling iteration. Their reached values are 94.72% and 93.56%, respectively.
(b) evolution of connection weights. [(c),(d)] The same as [(a),(b)] but for the case of one synapse for each connection. Reached values of
training and test accuracies are 91.82% and 91.22%, respectively.

weak connections are distributed randomly, consistent with
the experimental observation. However, please note that we
set the threshold value arbitrarily, and it does not fully agree
with a small value of the threshold used in the experiment. We
speculate that the discrepancy can be due to the limit of detec-
tion for weak synapses. While weak connections are difficult
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FIG. 10. The same as Fig. 6(a) of the main text but for the
fashion-MNIST dataset.

to be detected in experiments, all connections, including weak
synapses, are detectable in numerical simulations.

APPENDIX E: AN ONLINE IMPLEMENTATION OF THE
LEARNING ALGORITHM

So far, to accelerate computational speed, we have per-
formed all numerical simulations of the algorithm using an
implementation in which neurons that receive different data
of a dataset update their variables parallelly, and synapses
sum up these values to update their variables, as is given
in the summation across data index d of equation (6) in the
main text. However, in the brain, each datum of the dataset is
given to the network serially in time rather parallelly, and the
synapses must accumulate neural states over a relatively long
time to update their state. Such online implementation of the
algorithm can also be beneficial for neuromorphic computing,
besides neuroscience, because it may allow the development
of edge devices that continuously learn from information
available over time, as animals and humans realize lifelong
learning in an ever-changing environment.

Here we provide an online implementation of the algorithm
in which a sequence of data is fed to a network, and neurons
and synapses randomly update their states over time with
designated frequencies. The algorithm is almost the same as
equations from (3) to (6) in the main text, except that neural
variables do not have the data subscript d , and the latent
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FIG. 11. Connectivity patterns of triplets of neurons in the recurrent network. (a) The histogram of recurrent connection weights with the
threshold 0.27 (dashed line) used in the main text. [(b)–(e)] The same as Fig. 7(c) but for different values of the threshold from 0.27: (b) 0.21,
(c) 0.24, (d) 0.30, and (e) 0.33. Note that magenta points indicating experimental evidence are identical across thresholds, including Fig. 7(c) in
the main text.

synaptic variables q do not explicitly sum up neural variables
across data. Rather, they accumulate neural states over time.
Thus, we obtain

P(x j = 1 | · · · ) = σ (v j + b j ) (E1)

b j (t + 1) = (1 − rb)b j (t ) + rb

∑
k

w jk (xk − σ (vk )) (E2)

for a neuron and

P(si jm = 1 | · · · ) = σ (ai jmqi j ) (E3)

qi j (t + 1) = (1 − rq)qi j (t ) + xi(x j − σ (v j )) (E4)

for a synapse.
Figure 12 shows the results of a numerical simulation that

trains a feedforward network in a supervised manner using
the online algorithm. The network learns the same type of

artificial dataset we have used for Fig. 2, i.e., a noisy and
high-dimensional variant of the XOR problem in the main
text, while here, unlike Fig. 2, the data is serially given to
the network. During the learning, we randomly chose a da-
tum from the dataset every 20 timesteps and continued to
present it to the network until the next datum was randomly
chosen. Note that hidden neurons and synapses just repeat
random updates of their variables without resetting variables
or switching between different computations during learning.
Parameters used for the simulation are the same as Fig. 2(a) in
the main text, except that we use a smaller dataset with D =
200 and pflip = 0.05, and the lower, i.e., slower, rate constants
of synaptic evolutions rq = 10−3 and rs = 10−5. Similar to the
results of Fig. 2, we can see that training and test accuracies
almost monotonically increase until they reach values close
to one while connection weights continue to fluctuate during
learning, whereas the learning requires a longer time than the
parallel implementation, as expected.

(b)(a)
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FIG. 12. Supervised learning of a feedforward network using an online implementation of the learning algorithm. (a) Training (cyan) and
test (magenta) of a three-layered network as functions of time. (b) Evolution of randomly chosen synaptic weights of the network. Similar to
Fig. 2 in the main text, different colors are used for different presynaptic neurons.
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Englund, Large-Scale Optical Neural Networks Based on Pho-
toelectric Multiplication, Phys. Rev. X 9, 021032 (2019).

[19] S. Zhang and Y. Tserkovnyak, Antiferromagnet-Based Neuro-
morphics Using Dynamics of Topological Charges, Phys. Rev.
Lett. 125, 207202 (2020).

[20] J. Grollier, D. Querlioz, K. Camsari, K. Everschor-Sitte, S.
Fukami, and M. D. Stiles, Neuromorphic spintronics, Nat.
Electron. 3, 360 (2020).

[21] W. Zhang, B. Gao, J. Tang, P. Yao, S. Yu, M.-F. Chang, H.-J.
Yoo, H. Qian, and H. Wu, Neuro-inspired computing chips, Nat.
Electron. 3, 371 (2020).

[22] V. K. Sangwan and M. C. Hersam, Neuromorphic nanoelec-
tronic materials, Nat. Nanotechnol. 15, 517 (2020).

[23] P. Debashis, V. Ostwal, R. Faria, S. Datta, J. Appenzeller, and Z.
Chen, Hardware implementation of Bayesian network building
blocks with stochastic spintronic devices, Sci. Rep. 10, 16002
(2020).

[24] K. Y. Camsari, M. M. Torunbalci, W. A. Borders, H. Ohno,
and S. Fukami, Double-Free-Layer Magnetic Tunnel Junc-
tions for Probabilistic Bits, Phys. Rev. Appl. 15, 044049
(2021).

[25] B. J. Shastri, A. N. Tait, T. F. de Lima, W. H. Pernice, H.
Bhaskaran, C. D. Wright, and P. R. Prucnal, Photonics for arti-
ficial intelligence and neuromorphic computing, Nat. Photonics
15, 102 (2021).

[26] B. Kiraly, E. J. Knol, W. M. van Weerdenburg, H. J. Kappen,
and A. A. Khajetoorians, An atomic Boltzmann machine capa-
ble of self-adaption, Nat. Nanotechnol. 16, 414 (2021).

[27] Y. Bengio, D.-H. Lee, J. Bornschein, T. Mesnard, and
Z. Lin, Towards biologically plausible deep learning,
arXiv:1502.04156.

[28] T. P. Lillicrap, D. Cownden, D. B. Tweed, and C. J. Akerman,
Random synaptic feedback weights support error backpropaga-
tion for deep learning, Nat. Commun. 7, 13276 (2016).

[29] J. H. Lee, T. Delbruck, and M. Pfeiffer, Training deep spiking
neural networks using backpropagation, Front. Neurosci. 10,
508 (2016).

[30] M. Pfeiffer and T. Pfeil, Deep learning with spiking neurons:
Opportunities and challenges, Front. Neurosci. 12, 774 (2018).

[31] Y. Wu, L. Deng, G. Li, J. Zhu, and L. Shi, Spatio-temporal
backpropagation for training high-performance spiking neural
networks, Front. Neurosci. 12, 331 (2018).

[32] A. Tavanaei, M. Ghodrati, S. R. Kheradpisheh, T. Masquelier,
and A. Maida, Deep learning in spiking neural networks, Neural
Networks 111, 47 (2019).

[33] E. O. Neftci, H. Mostafa, and F. Zenke, Surrogate gradient
learning in spiking neural networks: Bringing the power of
gradient-based optimization to spiking neural networks, IEEE
Signal Process. Mag. 36, 51 (2019).

[34] R. Kim, Y. Li, and T. J. Sejnowski, Simple framework for
constructing functional spiking recurrent neural networks, Proc.
Natl. Acad. Sci. U.S.A. 116, 22811 (2019).

[35] D. Rotermund and K. R. Pawelzik, Back-propagation learning
in deep spike-by-spike networks, Front. Comput. Neurosci. 13,
55 (2019).

[36] G. Bellec, F. Scherr, A. Subramoney, E. Hajek, D. Salaj, R.
Legenstein, and W. Maass, A solution to the learning dilemma
for recurrent networks of spiking neurons, Nat. Commun. 11,
3625 (2020).

043051-18

https://doi.org/10.1038/nature14539
https://doi.org/10.1207/s15516709cog0901_7
https://doi.org/10.1038/s42254-020-0208-2
https://doi.org/10.1103/PhysRevX.6.021023
https://doi.org/10.1038/nature23011
https://doi.org/10.1038/nature23474
https://doi.org/10.1038/s41598-017-11011-8
https://doi.org/10.1038/nmat4756
https://doi.org/10.1038/s41467-018-04485-1
https://doi.org/10.1038/s41467-018-04933-y
https://doi.org/10.1038/s41467-018-03963-w
https://doi.org/10.1038/s41928-018-0103-3
https://doi.org/10.1038/s41586-019-1157-8
https://doi.org/10.1038/s41586-019-1557-9
https://doi.org/10.1038/s41586-019-1677-2
https://doi.org/10.1038/s41467-019-13103-7
https://doi.org/10.1126/science.aaw5581
https://doi.org/10.1103/PhysRevX.9.021032
https://doi.org/10.1103/PhysRevLett.125.207202
https://doi.org/10.1038/s41928-019-0360-9
https://doi.org/10.1038/s41928-020-0435-7
https://doi.org/10.1038/s41565-020-0647-z
https://doi.org/10.1038/s41598-020-72842-6
https://doi.org/10.1103/PhysRevApplied.15.044049
https://doi.org/10.1038/s41566-020-00754-y
https://doi.org/10.1038/s41565-020-00838-4
http://arxiv.org/abs/arXiv:1502.04156
https://doi.org/10.1038/ncomms13276
https://doi.org/10.3389/fnins.2016.00508
https://doi.org/10.3389/fnins.2018.00774
https://doi.org/10.3389/fnins.2018.00331
https://doi.org/10.1016/j.neunet.2018.12.002
https://doi.org/10.1109/MSP.2019.2931595
https://doi.org/10.1073/pnas.1905926116
https://doi.org/10.3389/fncom.2019.00055
https://doi.org/10.1038/s41467-020-17236-y


DUAL SAMPLING NEURAL NETWORK: LEARNING … PHYSICAL REVIEW RESEARCH 4, 043051 (2022)

[37] C. Lee, S. S. Sarwar, P. Panda, G. Srinivasan, and K. Roy,
Enabling spike-based backpropagation for training deep neural
network architectures, Front. Neurosci. 14, 119 (2020).
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