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ABSTRACT

Recent observations have revealed that plasmaspheric hiss consists of many discrete waves called “hiss elements.” However, the interaction of
energetic electrons (10 keV to several MeV) with the plasmaspheric hiss has only been simulated by the quasilinear (QL) diffusion theory,
which does not take the fine wave structure into account. The QL theory cannot address nonlinear particle motions determined by the
inhomogeneity factor, which influences the scattering of electrons in pitch angle and energy. This study aims to identify differences between
the nonlinear wave–particle interaction and QL theory for plasmaspheric hiss emissions. We conduct test particle simulations to demonstrate
the nonlinear interactions between hiss waves and electrons. The nonlinear theory is used to model hiss elements consisting of discrete
frequencies and continuous phases. Unlike the other theories, the frequency and amplitude variations in time of the hiss packet are taken into
account. Frequencies of the packets are determined to satisfy the separability criterion; when the criterion is met, resonance overlapping is
absent, and the electrons can generate each wave element independently. The realistic simulation model of hiss waves reproduces the scattering
of electrons by both first- and second-order resonances. We also evaluate the efficiency of electron scattering by calculating nonlinear diffusion
coefficients. The diffusion coefficient of equatorial pitch angle is of the same order of magnitude as those calculated by the QL diffusion theory,
while we find the effective acceleration of resonant electrons by successive nonlinear trapping, which is not evaluated by the QL theory.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0106004

I. INTRODUCTION

Whistler-mode waves play essential roles in the acceleration and
precipitations of energetic electrons in the earth’s magnetosphere.
Whistler-mode waves naturally occurring in the equatorial magneto-
sphere fall into two categories with specific features in dynamic fre-
quency spectra: one is called chorus, and the other is called hiss.
Chorus consists of strong discrete elements with rising-tone or falling-
tone frequencies over a range 0.1–0.7 fce, where fce is the electron
cyclotron frequency. Each chorus element lasts hundreds of millisec-
onds and is observed outside the plasmasphere. On the other hand,
hiss consists of many wave elements with small frequency variation
scattered over a wide frequency range below about 0.1 fce. Each hiss
element lasts over a few tens of milliseconds and is observed nearly
continuously inside the plasmasphere.

The quasilinear (QL) diffusion theory for whistler-mode waves
has been developed to derive rates of pitch angle and energy scattering

by electromagnetic waves, including plasmaspheric hiss.1,2 The theory
assumes the first-order resonance and analyzes weak plasma turbu-
lence by expanding the collisionless Boltzmann equation. The gyro-
phases of the particles are averaged to embed the cyclotron resonance
in the diffusion equation, but the second-order resonance, such as
phase trapping and bunching of electrons during the cyclotron reso-
nance,3,4 is not taken into account. During the second-order reso-
nance, the difference between the wave phase and the electron’s
gyrophase remains constant for a certain period. Summers et al.2

obtained a diffusion coefficient for pitch angle scattering, and the cor-
responding timescale for atmospheric precipitation is 1 h to several
days for 100 keV to several MeV electrons in the outer radiation belt.
It also reported that the diffusion coefficient for energy scattering by
hiss is a few thousand times smaller than the one by chorus emissions,
which indicates that hiss emissions do not efficiently contribute to the
acceleration of electrons. Through test particle simulations based on
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self-consistent wave fields in a particle code, Allanson et al.5 studied
the validity of the QL diffusion theory with different amplitudes of
incoherent whistler-mode waves and found that the advective compo-
nent of electron dynamics appears for large-amplitude waves as well as
diffusive component.

In recent years, however, high-resolution data observed by Van
Allen probes revealed that plasmaspheric hiss has a fine wave structure
with discrete frequencies propagating from the equator.6–8 We call
each wave structure “hiss packets,” whose amplitude distributions are
limited in time and space. The analysis in Ref. 6 has confirmed that
the phase of each packet is continuous in time. This structure can
cause successive nonlinear interactions. Electrons are expected to be in
both first- and second-order resonance with the packets one after
another. Some of them can experience phase trapping, causing effec-
tive scattering of electrons in pitch angle and energy.

Different models have been proposed as the origin of plasma-
spheric hiss. In the present study, partly because of the observations of
plasmaspheric hiss introduced earlier and partly because of recent sim-
ulation studies showing the generation of hiss emissions through non-
linear interaction with energetic electrons,9–11 we assume that hiss
emissions are generated locally in the equatorial region inside the plas-
masphere through coherent nonlinear wave–particle interaction with
energetic electrons injected into the plasmasphere.7

In this paper, test particle simulations are conducted with the
existence of the fine structure of coherent hiss packets. Waves with
continuous phases are constructed based on a nonlinear theory devel-
oped for hiss in Ref. 7. The time evolution of the wave frequency and
amplitude is also included in the simulation based on the nonlinear
theory. The motion of electrons is calculated with the presence of the
waves. Several recent studies12–14 conducted test particle simulations
targeting the chorus waves to explore the boundary between nonlinear
and QL framework; the present study is the first trial of test particle
simulations based on the nonlinear theory focusing on the plasma-
spheric hiss.

II. SIMULATION SETTING

We assume a one-dimensional system along z-axis to simulate
energetic electrons interacting with a plasmaspheric hiss. The relation
of the z-axis to the real system is shown in Fig. 1. The positive direc-
tion of z-axis is taken parallel to the background magnetic field B0.
The point z¼ 0 corresponds to the equator. The length of the system
is limited to the range jzmaxj < 500c=Xe0. The equations of wave
propagation and the motion of electrons are solved in the spatially lim-
ited system. We assume that waves do not exist outside the system.
The waves are deleted when they reach the end of the system in the
simulation, and the particles undergo adiabatic motion outside the sys-
tem. The parallel velocities of electrons are changed in sign when they
reach the system’s end. The lapse time for particles to undergo adia-
batic motion outside the system is not considered.

The background magnetic field is defined by a cylindrical model

B0 zð Þ ¼ Be0 1þ az2ð Þ: (1)

The parabolic coefficient a is calculated by a ¼ 4:5=ðL2R2
EÞ, where L

is the distance along the magnetic field line from the center of the
earth at the equator normalized by the radius of the earth RE.
According to Eq. (1), the local cyclotron frequency of an electron Xe is
given by

Xe zð Þ ¼ Xe0 1þ az2ð Þ; (2)

where Xe0 is the cyclotron frequency at the equator. We assumed the
plasma frequency is constant in space, i.e.,xpeðzÞ ¼ xpe0.

III. NONLINEAR DYNAMICS OF RESONANT
ELECTRONS

In this study, we assume that hiss waves propagate parallel to the
background field. The linear dispersion relation of a whistler-mode
wave is given by

c2k2 ¼ x2 þ
xx2

pe

Xe � x
; (3)

where x and k are the frequency and wave number of the wave, respec-
tively, and c, xpe, and Xe represent the speed of light, the electron
plasma frequency, and the electron cyclotron frequency, respectively.
With dimensionless parameters n and v defined by n2 ¼ xðXe

�xÞ=x2
pe and v2 ¼ 1� x2=c2k2, Eq. (3) is rewritten as follows:

v2 ¼ 1

1þ n2
: (4)

The phase velocity Vp, group velocity Vg, and resonance velocity
VR of the packet normalized by c can be obtained15 as follows:

~Vp ¼
Vp

c
¼ vn; (5)

~Vg ¼
Vg

c
¼ n

v
n2 þ Xe

2 Xe � xð Þ

� ��1
; (6)

FIG. 1. (a) Schematic illustration of the interaction between waves and electrons.
The coordinate z is introduced as an axis along the earth’s magnetic field B0. The
origin z¼ 0 corresponds to the equator. Wave packets are generated at the equator
and propagate away from it, while electrons rotate along the magnetic field with
cyclotron frequencies. (b) One-dimensional system is used in the simulation.
Variables z and B0 correspond to those in (a).
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~VR ¼
VR

c
¼ vn 1� Xe

cx

� �
; (7)

where c is the Lorentz factor calculated by c ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=c2

p
, and v

is the speed of an electron.
The motion of an electron interacting with a coherent whistler-

mode wave is expressed by the pendulum equations, including an
inhomogeneity factor S16,17 as follows:

df
dt
¼ h; (8)

dh
dt
¼ x2

tr sin fþ Sð Þ; (9)

where h ¼ kðvk � VRÞ. When vk approaches VR, h becomes 0. The
parameter f is the angle between the perpendicular velocity of the res-
onant electron v? and the wave magnetic field Bw. The trapping fre-
quency of resonant electrons xtr is calculated by its trapping velocity
Vtr as xtr ¼ kVtr ¼ v

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kv?Xw=c

p
.

The inhomogeneity factor S has been used to evaluate the nonlin-
ear resonance between electrons and waves.18 It is calculated as
follows:

S ¼ � 1
s0xXw

s1
@x
@t
þ cs2

@Xe

@h

� �
; (10)

where s0 ¼ v~v?=n; s1 ¼ cð1� ~V R=~V gÞ2 and

s2 ¼
1

2nv
cx
Xe

~v?
2 � 2þ v2 Xe � cxð Þ

Xe � x

� �
~VR ~Vp

� �
: (11)

The normalized perpendicular velocity ~v? ¼ v?=c is used in the equa-
tions. We will use the inhomogeneity factor S in Sec. VII to analyze
the simulation results.

IV. NONLINEAR THEORY OF HISS GENERATION
AND PROPAGATION
A. Wave generation

To model the observed dynamic spectra of the plasmaspheric
hiss emissions reported in Ref. 8, we use the parameters specified in
the paper as shown in Table I. First, the initial amplitudes of forward
and backward propagating wave packets of hiss elements are desig-
nated at their generation points zgf and zgb, respectively, one by one at

every constant period. We select 50 X�1e0 for the time interval of the
wave generation to avoid the large overlapping of packets. A frequency
f0 is chosen for each packet in the range fmin–fmax from the random-
like but deterministic series generated by a pseudo-random function.19

The amplitude of the packets is determined based on the nonlin-
ear process of hiss generation. We understand that the hiss generation
process is essentially the same as a chorus wave, which has been found
to have a subpacket structure with a relatively short wave packet with
frequency variation.20,21 Additionally, a simulation study demonstrated
a gradual transition from chorus emissions to hiss-like emissions due
to variation of the background magnetic field inhomogeneity.22 In this
simulation, the optimum amplitude Xwo and the threshold amplitude
Xth of the packet with the angular frequency x0 ¼ 2pf0 are calculated
based on the nonlinear wave growth theory7,18 as

~Xwo ¼
Xwo

Xe0
¼ 0:81p�5=2

jQj
s

s1 ~V g

s0 ~x0 ~U tk

v~xph ~V?0
cw

 !2

� exp � c2w ~V
2
R

2~U
2
tk

0
@

1
A; (12)

~Xth ¼
Xth

Xe0
¼ 100p3c3wn

~x0 ~x4
ph

~V
5
?0v

5

~as2 ~U tk
Q

 !2

exp
c2w ~V

2
R

~U
2
tk

0
@

1
A; (13)

respectively, where V?0 is an averaged perpendicular velocity of hot
electrons, Utk is the thermal momentum in the parallel direction, and

xph is the plasma frequency of hot electrons; ~V?0 ¼ V?0=c and
~U tk ¼ Utk=c are the normalized parameters. The variables s0; s1,
and s2 are calculated with V?0 and cw instead of v? and c; cw

¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ~V

2
?0 � ~V

2
R

q
is the Lorentz factor of the electrons support-

ing the wave; all variables in the equations introduced in Sec. IV are
those of the electrons supporting the wave generation and growth,
even though most of them are not denoted by the subscript w. The
ratio s ¼ TN=Ttr determines the duration time of the packet genera-
tion TN, where the nonlinear trapping time Ttr ¼ 2p=xtr is the period
for trapped electrons to rotate once in the wave potential. The depth of
the wave potential hole is represented by a dimensionless parameter Q.

TABLE I. Parameters used in the test particle simulations.

Parameter Normalized value Real value

Number of electrons Np 1024
Time step Dt 0.02 =Xe0 6:48� 10�7 s
Grid spacing Dz 0.02 c=Xe0 194 m
System length jzmaxj 500c=Xe0 9.72 km
Cyclotron frequency at the
equator fce

4909Hz

L value 4.8
Plasma frequency xpe 23.3 Xe0

Ratio of hot electrons nh=nc 8� 10�5

Frequency range of hiss fmin–fmax 0.01–0.45 fce 50–2200Hz
Electron–hole depth Q 0.1
Ratio of nonlinear transition
time to trapping time s

0.5

Velocity of electrons supporting
waves V?0

0.45c

Thermal momentum of
electrons Utk

0.12c

Wave generation point
(forward waves) zgf

–54.8 Xe0=c �1:0�
(latitude)

Wave generation point
(backward waves) zgb

54.8 Xe0=c 1:0�

(latitude)
Range of convective growth
(forward waves)

0–27.4 Xe0=c 0�–0.5�

(latitude)
Range of convective growth
(backward waves)

–27.4–0 Xe0=c �0:5�–0�
(latitude)
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We express a wave amplitude Bw by Xw ¼ ðq=mÞBw for comparison
with the electron cyclotron frequency at the equator Xe0, where q and
m are the charge and mass of an electron, respectively. The normalized
frequencies ~x0 ¼ x0=Xe0 and ~xph ¼ xph=Xe0 are used in the
equation.

The time evolution of the packet amplitude Xw at its generation
point is modeled by a triangle wave. It is increased linearly from
Xw ¼ Xth to Xwo for the generation time TN and is linearly decreased
from Xwo to Xth for another TN. At the same time, the packet fre-
quency x is increased from x0 with a frequency sweep rate

23

@ ~x

@~t
¼ 2s0

5s1
~x ~Xw: (14)

Time evolutions of amplitude and frequency of a wave packet with
f0ð¼ x0=2pÞ ¼ 1000Hz are shown in Fig. 2 as an example.

B. Separability criteria for coexistence of wave packets

Wave packets of hiss elements are generated near the equator
through interaction with energetic electrons with temperature anisot-
ropy.7 Electromagnetic particle simulations9,10 have demonstrated that
many short wave packets of whistler-mode waves are simultaneously
generated at different frequencies growing from thermal fluctuations
because of positive linear growth rates in the lower frequency range
and large nonlinear growth rates that work with coherent waves. The
coherency of wave packets can be attained when the separability crite-
ria described below are satisfied. A recent simulation study11 shows
that coherent wave packets grow from thermal fluctuations at discrete
wave numbers and frequencies which satisfy the separability criteria.

Multiple wave packets can coexist at the same location with dif-
ferent frequencies. A motion of an electron is strongly modulated in
the trapping regions of the waves.3 The condition of an electron with
its parallel velocity vk having resonances with the jth wave is repre-
sented by

Vj
R � Vj

tr < vk < Vj
R þ Vj

tr; (15)

where Vj
R is the resonance velocity of the jth wave, and Vj

tr is the
widths of the trapping region in phase space. When the trapping

regions are sufficiently separated in phase space and have no overlaps,
electrons can independently contribute to the generation of each
packet without being disturbed by the other waves.

The condition for the independence of the wave packets can be
expressed by the separability criterion:7

jVjþ1
R � Vj

Rj � Vj
tr þ Vjþ1

tr : (16)

Seed electrons that contribute to the packet generation need to satisfy
this condition. The hiss structure consists of coherent whistler-mode
waves satisfying the separability criterion.

The separability criterion (16) can be rewritten with the nonlin-
ear trapping frequency as

jxjþ1 � xjj � Dxw; (17)

where the frequency bandwidth Dxw is calculated by

Dxw ¼ 4xwtr 1þ v2

x
Xe

cw
� x

� �
n2 þ Xe

2 Xe � xð Þ

� �" #�1
: (18)

Here, xwtr ¼ v
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kV?0Xw=cw

p
is the trapping frequency of the wave

packet.
In the simulation, if the separability criterion is not satisfied with

other packets, we discard the packet information with the frequency f0
and employ another frequency. This process is repeated until a new
packet satisfying the separability criterion is found. A simplified crite-
rion jxjþ1 � xjj > Dxw can be used in the process because the inter-
ference of waves decreases exponentially with the frequency difference
larger than Dxw.

24 The packets’ frequency gap needs to be slightly
larger than Dxw.

C. Propagation of hiss elements

The generated forward and backward waves propagate away
from the generation points to zmax and�zmax, respectively. The propa-
gation of the wave packets with the group velocity Vg is determined by
the equations

FIG. 2. Time evolution of (a) amplitude and (b) frequency of a wave packet with its initial frequency f0ð¼ x0=2pÞ ¼ 1000 Hz at the generation points z ¼ zgf ; zgb.
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@Xw

@t
¼ �Vg

@Xw

@z
þ CNXw; (19)

@x
@t
¼ �Vg

@x
@z

; (20)

where we calculate the nonlinear growth rate CN based on the nonlin-
ear wave growth theory:18

CN ¼
jQjx2

ph

2
n

Xwx0

� �1=2 Vg

Utk
~V?0

v
pc

� �3=2

exp � c2V2
R

2U2
tk

 !
: (21)

We solve Eqs. (19) and (20) for each element using the first-
order upwind difference method separately for forward and backward
waves.

We select Dt satisfying DtXe0 � 1 to properly follow the
motions of electrons gyrating along the background magnetic field. In
addition, we adopt Dz where Dz � VgDt is satisfied to avoid numeri-
cal errors in the wave propagation.

The convective growth rate CN is calculated from an instanta-
neous amplitude at each time step and location by Eq. (21). Reference
8 found that the calculated amplitude becomes much larger than the
observed amplitudes if the convective growth is assumed to take place
in the whole latitude range. The paper also reported that if the convec-
tive growth occurs only in the latitudinal range of 0�–0:5�, the calcu-
lated amplitudes agree well with the observed ones. The possible
reason for this finding is that the wave packets stop growing once the
separability criteria are violated, as described in Sec. IVD. Hence, we
follow the assumption and include the convective growth only
between the limited space range shown in Table I.

We also calculate the wave phases of forward propagating waves
by w from w ¼ xt � kz, and those of backward waves by
w ¼ xt þ kz, where k is obtained by the dispersion relation (3).

Figure 3 shows the analytical values of amplitudes and duration
time calculated by Eqs. (12), (13), (20), and (21) with the parameters
introduced in Table I. In Fig. 3(a), the red dashed line indicates the
optimum amplitude calculated by Eq. (12) without taking the nonlin-
ear wave growth into account. The threshold amplitude obtained by
Eq. (13) crosses the optimum amplitude at 84 and 2287Hz, which
means the hiss waves can be generated and can grow only between the

frequencies. The blue solid line shows the optimum amplitude
obtained by solving Eq. (20) with the convective growth rate Eq. (21).
In this analytical calculation, the optimum amplitude becomes as high
as 62 pT around 110Hz. In the simulation, however, the rapid numer-
ical damping owing to the triangle shape of the waves made the ampli-
tudes no larger than 47 pT as the waves propagated, which can be
confirmed in the spatial distribution of amplitude (Fig. 4) shown in
Sec. IVD. The duration time of the hiss elements is longer for higher
frequencies, as shown in Fig. 3(b).

D. Produced hiss spectra

The method introduced in Sec. IVC produces wave packets
shown in Figs. 4 and 5 in simulation. The spatial distribution of ampli-
tudes at t¼ 0 s is shown in Fig. 4. The packets of hiss elements are gen-
erated and propagate across the whole system. Figure 5 shows the time
evolution of the amplitudes at a stationary point z ¼ 27:4c=Xe0. The
enlargement of t¼ 0.6–0.8 s is shown in Fig. 5(b). Forward wave emis-
sions with rising frequencies propagated in the positive z direction;
hence, their frequencies decreased in space while increased in time.

The packet frequencies are shown by black solid lines in Fig. 6.
Upper and lower separability criteria Dxw are plotted in red and blue
dashed lines, respectively. The dashed lines of the low-frequency
(<1000Hz) packets did not overlap, which means the separability cri-
terion is satisfied. Widths of Dxw are narrower in lower frequencies,
causing the higher density of the wave spectra. Packets with higher fre-
quencies, on the other hand, have wider frequency intervals. Although
the packets are adequately separated to satisfy the criterion at the equa-
tor, they experience significant convective growth, resulting in overlap-
ping lines (violation of the criteria) in the off-equatorial region. It is
expected in the actual phenomenon that convective growth stops so
that the separability criterion is not violated. The latitude limitation of
the convective growth assumed in Ref. 8 may be validated by the con-
servation of the separability criterion.

V. TEST PARTICLE SIMULATION

The equations of motion are solved for 1024 electrons with initial
values forming a delta functional distribution at an equatorial pitch
angle aeq0 and an energy E0, where the subscript 0 denotes the initial

FIG. 3. (a) The frequency dependencies of the optimum amplitude with the convective growth (blue solid line) and without any growth (red dashed line) and the threshold
amplitude (yellow dashed line). They are calculated by Eqs. (12), (13), and (21). (b) The generation time of the wave packets.
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FIG. 4. The spatial distribution of ampli-
tudes of wave packets produced in the
simulation at t¼ 0.

FIG. 5. (a) Frequency dynamic spectra of wave amplitude over t¼ 0–1 s at
z ¼ 455 c=Xe0, and (b) its magnified figure between t¼ 0.6–0.8 s and
f¼ 200–400 Hz.

FIG. 6. (a) Spatial distribution of the packets’ bandwidth in frequency and (b) its
partly enlarged plot. The frequencies of the packets are plotted in black solid lines.
Upper and lower limits of the frequency bandwidth Dxw are denoted in red and
blue dashed lines, respectively.
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values of the electrons. The gyrophases of the electrons are uniformly
distributed over the range / ¼ 0–2p. Initial locations of electrons are
at z¼ 0, and their directions with a parallel velocity vk are positive for
the half number of electrons and negative for the others.

To evaluate the effect of waves fully distributed across the fre-
quency range and the system length, we first calculate the wave propa-
gations without solving the motion of electrons at the beginning of the
simulation. We define the time as t¼ 0 after the wave packets fill the
entire space, as shown in Fig. 4 and then we start solving the motion
of electrons. The amplitudes and frequencies of the wave packets are
linearly interpolated in space to obtain the values at the locations of
the electrons. We employ the same time step for updating waves and
computing the electron trajectories; hence, the interpolation in time is
not needed.

VI. NUMERICAL RESULTS
A. Diffusion coefficient of pitch angle and momentum

We quantitatively evaluate the scattering of electrons by intro-
ducing nonlinear diffusion coefficients. A diffusion coefficient D of
particles scattered in time T is generally calculated by D ¼ r2=2T ,
where r is a standard deviation. We define a nonlinear diffusion coef-
ficient of the equatorial pitch angle25,26 by

Da ¼
r2

a

2T
¼ 1

2TNp

XNp

i¼1
ðaeqi � �aÞ2; (22)

where Np is the number of particles. An average of their equatorial
pitch angles �aeq is obtained by �aeq ¼

PNp

i¼1 aeqi=Np.
The coefficients Dv and Dp are similarly defined to evaluate the

diffusion in velocity and momentum, respectively, as

Dv

c2
¼ 1

2Tc2Np

XNp

i¼1
ðvi � �vÞ2; (23)

Dp

p20
¼ 1

2Tp20Np

XNp

i¼1
ðpi � �pÞ2; (24)

where p ¼ cmv is a relativistic momentum of an electron, whose ini-
tial value is p0, and m is the electron rest mass. The average velocity �v
and the average momentum �p are calculated by �v ¼

PNp

i¼1 vi=Np and
�p ¼

PNp

i¼1 pi=Np, respectively.
Tracing trajectories of electrons over T¼ 1.62 s with different ini-

tial values of equatorial pitch angle and energy, we calculate Da as
shown in Fig. 7(a). The high values ofDa are observed for the electrons
with mid-to-high pitch angle and energy (aeq0 � 40�; E0 < 2MeV),
especially in the range of mid-pitch angle and low energy
(40� � aeq0 < 80�; E0 � 20 keV), while they are limited to moderate
values for electrons with high pitch angle and high energy
(aeq0 � 80�; E0 � 2MeV). We note that the mirror points of the elec-
trons are outside the simulation system for aeq0 � 75� when
E0 < 510 keV. The lapse time outside the system is not taken into
account; hence, the diffusion coefficient is overestimated in those con-
ditions, where a complete simulation will be in the scope of a future
study. On the other hand, the mirror points are inside the system
when E0 � 510 keV, or aeq0 > 75� for E0 < 510 keV, and the diffu-
sion coefficients are correctly computed. Those are the conditions

where the nonlinear wave–particle interaction is expected, as described
in Sec. VII.

The line plots of the diffusion coefficient with specific energies
are shown in Fig. 8. The maximum point of the pitch angle diffusion
coefficient Da shifted to a higher pitch angle as the initial energy
increased.

The coefficients Dv=c2 and Dp=p20 calculated by Eqs. (23) and
(24) are shown in Figs. 7(b) and 7(c), respectively. The diffusion coeffi-
cients in energy are much smaller than those in pitch angles. The large
diffusion is observed in the region of aeq0 > 40� and E0 � 1MeV,
while the moderate diffusion is seen in E0 > 1MeV.

FIG. 7. Simulation results of the nonlinear diffusion coefficients (a) Da, (b) Dv=c2,
and (c) Dp=p20 for aeq0 ¼ 5�–89� and E0 ¼ 15–4000 keV. The cases satisfying the
first-order resonance are mainly plotted.

Physics of Plasmas ARTICLE scitation.org/journal/php

Phys. Plasmas 29, 112901 (2022); doi: 10.1063/5.0106004 29, 112901-7

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/php


B. Particle distribution function and trajectories
of electrons

Figure 9 shows the particle distribution functions of the injected
electrons with six initial conditions; f ðaeqÞ (the first and third col-
umns) and f(E) (the second and fourth columns) are the particle distri-
bution functions of the equatorial pitch angle and energy, respectively,
plotted on the log scale.

The Gaussian-like distribution is observed in Fig. 9(e)
ðaeq0; E0Þ ¼ ð60�; 100 keVÞ (in the range of mid-pitch angle and mid-
energy), which indicates that the particles experience a diffusive pro-
cess. The nonlinear diffusion coefficients are generally of the same
order of magnitude as the QL diffusion coefficients, as discussed in
Sec. VII.

On the other hand, non-diffusive processes are observed for
E0 ¼ 20 keV (in the low-energy range) and aeq0 ¼ (a) 5�, (b) 10�, and
(c) 80� in Fig. 9. The distribution shifts to a lower pitch angle in (c).
The distributions especially show non-Gaussian shapes in (a) and (b).

FIG. 8. Pitch angle diffusion coefficient Da as a function of initial equatorial pitch
angles aeq0 for initial energies E0 ¼ 20, 100, 214, 510, and 1090 keV.

FIG. 9. Particle distribution functions of the equatorial pitch angle (the first and third columns) and energy (the second and fourth columns) formed by injected electrons. The
initial conditions aeq0;E0 are (a) 5

�; 20 keV, (b) 10�; 20 keV, (c) 80�; 20 keV, (d) 60�; 100 keV, (e) 80�; 214 keV, and (f) 85�; 1090 keV. The black dashed line in the center cor-
responds to the initial condition given by the delta function.
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FIG. 10. (a) The trajectory of the particle
which had the lowest pitch angle at
t¼ 1.62 s is shown in the z–vk plane. The
initial conditions of pitch angle and energy
are aeq0 ¼ 20� and E0 ¼ 20 keV, respec-
tively. Time variations of (b) pitch angle
and (c) kinetic energy of the electron are
also shown in the same color. The black
solid line in the figures indicates the corre-
spondence of adiabatic electrons.

FIG. 11. (a) The trajectory of the particle
which had the highest pitch angle at
t¼ 1.62 s is shown in the z–vk plane. The
initial conditions of pitch angle and energy
are aeq0 ¼ 80� and E0 ¼ 214 keV,
respectively. Time variations of (b) pitch
angle and (c) kinetic energy of the elec-
tron are also shown in the same color.
The black solid line in this figure indicates
the correspondence of adiabatic electrons.
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The distribution is shifted to the low-pitch-angle region in (a), while a
shift to a higher pitch angle is observed in (b). This result can be attrib-
uted to the anomalous trapping often observed in the low-pitch-angle
region.27 The anomalous trapping can occur when

Xw

Xe

� �0:5

	 v?
Vp � VR

� �1:5

(25)

is satisfied.18 It is confirmed that the condition is generally satisfied
below 15� in pitch angle and 25 keV in energy in this simulation.

As can be observed in Fig. 9(b), a small part of the particles
experience a sudden decrease in pitch angle and form a bump in the
low-pitch-angle region, which indicates a part of the particles can pre-
cipitate into loss cones faster than the estimation by the Gaussian
diffusion.

Figure 10(a) shows the trajectory of the particle whose resultant
pitch angle is the lowest when the initial equatorial pitch angle and
energy are 10� and 20 keV, respectively. The enlargement in the nega-
tive parallel velocity is shown on the right of (a). The black solid line
indicates the adiabatic motion, which is supposed to be circular, but
the motion outside the spatial limitation of the system is not

calculated; hence, only the upper and lower parts of the trajectory are
shown. The electron goes through resonances with multiple waves and
is gradually deviated from the adiabatic trajectory toward the outside.
The corresponding time evolutions of pitch angle and energy are
shown in Figs. 10(b) and 10(c). The particle loses energy as it is precip-
itated to a lower pitch angle.

Non-diffusive acceleration is also observed in Figs. 9(e)
80�; 214 keV and 9(f) 85�; 1090 keV, which are in the range of high
pitch angle and mid-energy. We observe bumps in the right part of
the distribution functions, especially in f ðaeqÞ of (e), which means a
part of particles experiences effective acceleration; this is considered to
be caused by nonlinear trappings. To illustrate the nonlinear wave–
particle interaction observed in Fig. 9(e), the trajectory of the particle,
which shows the largest pitch angle increase of the 1024 particles, is
shown in Fig. 11(a). The enlarged figure is shown on the right side.
The particle is accelerated by successive nonlinear trappings and
moves along the wave resonance lines for a short time. The particle
follows the 383-Hz resonance line for 3ms, corresponding to about 15
gyroperiods, which is considered to be the trapping by the wave.

Figure 12 shows the two-dimensional plots of the distribution of
particles with initial conditions used in Fig. 9. White dashed lines

FIG. 12. Two-dimensional plots of the par-
ticle distribution functions with the identical
initial conditions used in Fig. 9. White
dashed lines indicate the initial equatorial
pitch angles and energies. The crossing
point of the lines corresponds to the initial
condition given by the delta function.
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show the initial equatorial pitch angles and energies. Crossing points
of the lines denote the initial conditions given by the delta function.
Positive correlations between pitch angle and energy variations are
observed in all cases. For the sake of providing more comprehensive
information, the two-dimensional particle distribution functions with
various initial conditions are plotted in Fig. 13. Here, we can also
observe positive correlations with every energy and pitch angle.

VII. DISCUSSION

In the nonlinear wave–particle interaction with a coherent wave
potential, the scattering of resonant electrons depends on the inhomo-
geneity factor S computed by Eq. (10). Resonant electrons going
through the wave potentials are thermalized effectively when S is
around one or smaller. The maximum thermalization takes place with
jSj ¼ 1 even though trapping does not occur with that condition.24

The dependence of the nonlinear thermalization DV2
t on the

inhomogeneity factor S obtained from Fig. 7 of Ref. 24 is plotted by
dots in Fig. 14(a). They are normalized by the value at jSj ¼ 1. We
approximated the result by an equation

gðSÞ ¼ jSja exp �a jSj � 1ð Þ½ 
 (26)

with a¼ 8, which is plotted by a dashed line in Fig. 14(a). It is pre-
dicted that the larger the value of g(S), the greater the effect of thermal-
ization on diffusion.

The largest g(S) in the whole system space in the frequency range
50–2200Hz is shown in Fig. 14(b). Here, S is calculated by Eq. (10)
with the variables c and v? of the tested electrons, which do not con-
tribute to the packet generation. The maximum amplitude mXwo=q is
used as an amplitude whose spatial distribution is obtained by solving
Eqs. (19) and (20) for the frequencies from 100 to 2300Hz with an
interval of 100Hz. The amplitude of the in-between frequencies is cal-
culated by linear interpolation. The value of g(S) is almost zero in the
range of aeq0 � 60� and E0 � 20 keV; hence, the particles are not
expected to have effective nonlinear interaction with waves. The result
can explain that the diffusion coefficients obtained by the nonlinear
simulation reasonably agree with those calculated by the QL theory, as
discussed in this section. Particles with the mid-to-high pitch angle
ðaeq0 > 60�Þ and mid-to-high energy (E0 > 20 keV) show high values
of g(S); therefore, they are supposed to experience effective

FIG. 13. Two-dimensional plots of the par-
ticle distribution functions with various ini-
tial conditions. The initial equatorial pitch
angles and energies ðaeq0;E0Þ are (a)
ð70�; 214 keVÞ, (b) ð80�; 214 keVÞ, (c)
ð80�; 510 keVÞ, (d) ð85�; 510 keVÞ, (e)
ð85�; 1090 keVÞ, and (f) ð87�; 1090 keVÞ.
White dashed lines indicate the initial
equatorial pitch angles and energies.
Crossing points of the lines correspond to
the initial conditions given by the delta
function.
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thermalization during the nonlinear wave–particle interaction; we
actually observed bumps of the distribution function by the non-
diffusive acceleration in Figs. 9(e) and 9(f), and a long resonance of a
particle with a wave packet in Fig. 11. However, their diffusion coeffi-
cients are not very high according to Fig. 7; the diffusion coefficients
are especially low in the high-pitch-angle and high-energy range
(aeq0 � 80�; E0 > 2MeV). This result may be explained by another
factor related to wave separation and overlaps, as described below.

The ratio of Dxp to Dxw can be used as an index of the packet
separation seen from the energetic electrons. The parameter Dxw

introduced in Eq. (18) is a packet bandwidth calculated from the prop-
erties of electrons supporting the wave generation and growth.24 As
described in Sec. IVB, according to the separability criteria, the fre-
quency separation of the wave packets needs to be larger than Dxw for
the wave generation or the waves cannot be generated in the first place.

To satisfy this criterion, we adjust the frequency separation to be larger
or almost equal to Dxw through all frequency ranges in our simulation
(see Fig. 6). Therefore, the packet bandwidth Dxw can be considered
as an indication of the frequency interval between the wave packets.

The parameter Dxp represents the packet bandwidth seen from
the tested electrons. It is basically calculated by Eq. (18), but the
parameters are replaced with those of the specific resonant electrons
that are not responsible for the packet generation; specifically, cw and
xwtr are replaced with c and xtr, respectively. The tested electrons are
assumed to have the same energy E and pitch angle aeq used in the
nonlinear test particle simulation.

When the ratio Dxp=Dxw is larger than unity, the bandwidth
experienced by tested electrons becomes larger than the actual fre-
quency separation of the wave packets. Therefore, the tested electrons
behave as if they undergo resonances with multiple overlapped waves,
which causes a chaotic motion instead of nonlinear trapping. The ratio
Dxp=Dxw corresponds to the inverse value of d, which was intro-
duced in Ref. 24 as a normalized distance between two waves in veloc-
ity space. The ratio corresponds to the resonance-overlap parameter of
the Chirikov overlap criterion.28,29

The obtained result of Dxp=Dxw is shown in Fig. 15. For elec-
trons with low pitch angle and low energy, Dxp=Dxw is far lower
than 1, which means potentials are separated enough to satisfy the sep-
arability criteria. In such cases, nonlinear particle resonance can occur
independently in each wave. In the high-pitch-angle range of high-
energy electrons (1–2MeV), on the other hand, there occurs overlap-
ping of nonlinear trapping potentials resulting in a reduction of the
efficiency of the coherent nonlinear trapping effect. The overlapping
causes the chaotic motion of resonant electrons, making the nonlinear
scattering less effective. This fact could explain why the diffusion coef-
ficient of high-pitch-angle and high-energy electrons remains low.

The calculations of the pitch angle diffusion coefficient Daa by
the QL theory have been widely conducted.2,30–32 We compare the dif-
fusion rates due to nonlinear wave–particle interaction with those by
the QL theory. The maximum wave amplitudes of the present model
in midlatitude are about 20 pT, as shown in Fig. 5, which corresponds
to the low magnetic activity assumed in Figs. 8 and 9 of Ref. 2. We
find a good agreement between Daa and Da calculated in the present
simulation. Both of them are about 10�4 s�1. It is interesting that the
diffusion rates are of the same order of magnitude despite the distinct
difference between the nonlinear and the QL diffusion models. The
process of pitch angle scattering by the coherent waves is properly rep-
resented by the QL theory, except for the acceleration effect due to
nonlinear trapping, as discussed above.

VIII. CONCLUSIONS

Scattering of energetic electrons by plasmaspheric hiss was stud-
ied by nonlinear test particle simulation. Several hundred hiss packets,
which adequately satisfied the separability criterion, were indepen-
dently calculated based on the nonlinear theory of hiss generation and
propagation. We observed the trapping of particles, which is nonlinear
wave–particle interaction. The scattering of electrons was quantita-
tively evaluated by diffusion coefficients of pitch angle, velocity, and
momentum. The thermalization seemed to be determined by two fac-
tors: the inhomogeneity factor S and an index of packet separation
Dxp=Dxw. The diffusion coefficients obtained by the nonlinear simu-
lation were of the same order of magnitude as those calculated by the

FIG. 14. In the nonlinear interaction with a coherent wave potential, the scattering of
resonant electrons depends on the inhomogeneity factor S. (a) The dependence
of nonlinear thermalization DV2

t on the inhomogeneity factor S obtained from Fig. 7
of Ref. 24 is plotted by dots. They are normalized by the value at jSj ¼ 1.
Approximated function g(S) with a¼ 8 is denoted by a dashed line. It is predicted that
the larger the value of g(S), the greater the thermalization effect on diffusion. (b) The
largest g(S) over all the system space in the frequency range 50–2200 Hz is shown.
Specific frequencies are excluded when the threshold amplitude is larger than the
optimum amplitude.
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QL theory. Compared with the diffusion estimated by the QL theory, a
small portion of the resonant particles experienced more rapid acceler-
ation because of the wave trapping or quicker precipitation due to the
nonlinear resonance with the coherent waves.

Only parallel propagation was considered in the present study.
However, there can be a strong influence of Landau resonance by obli-
que propagations, especially for low energies below 10 keV or high
pitch angles above 85�.32–35 The interaction between obliquely propa-
gating hiss elements and electrons will be studied in the future.
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