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ABSTRACT: Determination of optimal measurement parameters is
essential for measurement experiments. They can be manually
optimized if the linear correlation between them and the
corresponding signal quality is known or easily determinable.
However, in practice, this correlation is often nonlinear and not
known a priori; hence, complicated trial and error procedures are
employed for finding optimal parameters while avoiding local
optima. In this work, we propose a novel approach based on
machine learning for optimizing multiple measurement parameters, which nonlinearly influence the signal quality. Optically detected
magnetic resonance measurements of nitrogen-vacancy centers in fluorescent nanodiamonds were used as a proof-of-concept system.
We constructed a suitable dataset of optically detected magnetic resonance spectra for predicting the optimal laser and microwave
powers that deliver the highest contrast and signal-to-noise ratio values by means of linear regression, neural networks, and random
forests. The model developed by the considered neural network turned out to have a coefficient of determination significantly higher
than that of the other methods. The proposed method thus provided a novel approach for the rapid setting of measurement
parameters that influence the signal quality in a nonlinear way, opening a gate for fields like nuclear magnetic resonance, electron
paramagnetic resonance, and fluorescence microscopy to benefit from it.

KEYWORDS: Optically detected magnetic resonance, signal-to-noise ratio, nitrogen-vacancy centers, fluorescence microscopy,
neural networks, signal processing

■ INTRODUCTION

Advances in biological measurement techniques, such as
fluorescence microscopy and magnetic resonance, made it
possible to semiautomatically obtain a variety of information
about various biological samples, including biomolecules and
cells.1−3 However, in order to increase the quality of the
recorded signals, it is recommended to take the measurement
parameter close to its optimal value. In order to achieve this,
many sophisticated measurement user interfaces provide
automatic measurement parameter optimization capabilities.
For instance, in confocal fluorescence imaging, various
parameters including exposure time, excitation power, and
pinhole size are optimized in order to obtain the highest
possible fluorescence intensity and resolution while minimizing
photobleaching. In nuclear magnetic resonance (NMR)
measurement, the measurement sensitivity and line width
vary significantly depending on the quality of tuning, matching,
and shimming.4

In many cases, the automatic optimization of multiple
measurement parameters is based on linear optimization by
exploiting the linear correlation between measurement
parameters and the quality of the signals achievable under
mild conditions. However, in order to automatically optimize
the measurement parameters for achieving the best quality of
the signals by means of linear optimization, while avoiding

local optima, the measurement parameters need to be
adequately limited a priori or the optimal initial value has to
be known. Actually, even in the traditional automatic
optimization of NMR tuning matching, choosing an initial
value too far away from the optimum can make the procedure
stuck in an unwanted useless local optimum. Therefore, it is
highly desirable that local optima are avoided and measure-
ment parameter values close to the global optimum are found,
whenever necessary, even by manually solving a multivariate
constrained nonlinear optimization problem. In semiauto-
mated measurements, this issue can turn out to be quite costly
in terms of time and consumed resources. On the other hand,
prediction of interaction between multiple nonlinear effects is
generally difficult due to crosstalk among them.5

Machine learning is suitable for modeling nonlinear
parameters6−8 by facilitating the optimization of measurement
parameters that have a nonlinear effect on the quality of the
obtained signals. With this study, we contribute to demon-
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strating the efficacy of machine-learning methods in optimizing
multiple measurement parameters.
To perform the necessary proof-of-concept experiments, we

use a system of optically detected magnetic resonance
(ODMR) of nitrogen-vacancy centers (NVCs) contained by
fluorescent nanodiamonds (FNDs), which encapsulates
aspects of both fluorescence microscopy and magnetic
resonance. NVCs have recently attracted attention as highly
sensitive and ultrasmall quantum sensors for thermometry9−13

and magnetometry,14−16 and their applications include cell
nanothermometry with an accuracy of ±1 K as well as the
detection of extremely weak magnetic signals from neuron
signaling.9,17−19 Quantum sensing using NVCs is based on
ODMR, which reports the quantum state through optical
methods, enabling the quantification of physical quantities on
which the quantum state of NVCs depends.20−23 In ODMR-
based quantification of physical quantities, the contrast and
signal-to-noise ratio (SNR) of the ODMR spectrum directly
affect the process sensitivity; thus, it is important to set the
measurement parameters optimally with respect to both
contrast and SNR. However, in conventional protocols, it is
necessary to measure ODMR spectra and adjust the measure-
ment parameters with ambiguous guidelines, which takes a
long time and may damage the samples or produce low
sensitivity. The main difficulty in creating guidelines comes
from the fact that multiple parameters, such as NVC
concentration, electron-multiplying (EM) gain, laser power,
and microwave (MW) power, affect the resulting contrast and

SNR in a nonlinear way.24−26 In particular, the contrast
decreasing could be caused by the charge exchanges of NVCs
and nitrogen impurity at high optical excitation rates.27

Moreover, the ODMR intensity I depends on the MW
excitation power P, obeying the equation I = Imax/(1 + Pmax/P)
phenomenologically, where Pmax is the −3 dB saturation
level.28 Therefore, ODMR contrast should be optimum below
saturation levels by adjusting the laser power and MW. In this
paper, we demonstrate the feasibility of machine-learning
optimization of the excitation laser and magnetic resonance
MW powers, which have nonlinear effects on both ODMR
contrast and SNR. We present a machine-learning method for
constructing a model for predicting the contrast and SNR only
from the input parameters. To this end, we first built a large
dataset of ODMR spectra using wide-field microscopy. By
introducing a large and homogeneous laser and MW radiation
to a large number of (multiple types of) FND particles, a
database of ODMR spectra under various conditions was
obtained. This was then processed via machine learning by
employing different methods (i.e., linear regression, neural
networks, and random forests) to predict the resulting ODMR
contrast and SNR of the spectrum from only the input
experimental conditions. Finally, the prediction model was
evaluated in terms of accuracy by random sampling, exhibiting
high accuracy and practical usefulness.

Figure 1. Creation of datasets for training and testing the machine-learning model for predicting ODMR contrast and SNR under different
conditions. (a) Setup for wide-field fluorescence imaging of FNDs to obtain multiple ODMR spectra at once. FNDs were attached to a coverslip by
hydrophobic interaction and then irradiated with MW by a copper wire coil. The scale bar represents 5 μm. The inset is a typical fluorescence
image of FNDs. The wide variety of fluorescence intensity is caused by the difference in particle size, which correlates with the number of NV
centers. (b) Example of ODMR spectra where the laser power was 30 mW, EM gain was 20, MW power was 0 dBm, and the exposure time was
0.01 s. ODMR spectra were fitted by two Lorentzian functions to calculate their contrasts and SNRs. Note that the ODMR contrast and SNR do
not depend only on the fluorescence signal intensity. (c−f) Average changes of ODMR contrasts and SNRs plotted against the ODMR parameters
of (c) laser power, (d) MW power, (e) EM gain, and (f) exposure time. Each ODMR contrast and SNR were normalized by that at a (c) laser
power of 90 mW, (d) MW power of 6 dBm, (e) EM gain of 90, and (f) exposure time of 0.09 s. Error bars represent the standard deviation from
nine FNDs presented in (a).
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■ EXPERIMENTAL SECTION

Preparation of Fluorescent Nanodiamonds

We followed the FND treatment protocol previously reported.29

Nanodiamond powder (Element Six, Micron+ MDA 0−0.10 μm) was
electron-irradiated (2 MeV, 1.0 × 1018 e−/cm2) and thermally
annealed at 800 °C for 2 h under vacuum. The residue was oxidized at
550 °C for 2 h. Then the residue was heat-treated with a mixture of
H2SO4/HNO3 (9:1 v/v) at 70 °C for 3 days, followed by 0.1 M
NaOH at 90 °C for 2 h and 0.1 M HCl at 90 °C for 2 h. The residue
was washed with Milli-Q to produce surface-treated FNDs. The
nanodiamonds were the same lot used in the previously reported
study, containing 40 negatively charged NVCs per particle on
average.29

Wide-Field Microscopy

The FNDs were dispersed in Milli-Q to reach 1 mg/mL. Twenty
microliters of this solution was placed on a 24 × 60 micro coverslip
(Matsunami, thickness no. 1). After 10 min, the solution was washed
with Milli-Q. We used an EM charge-coupled device camera (Andor
iXon DU897, Andor Technology), green solid-state laser (Coherent,
532 nm; Sapphire 532 LP), and oil immersion 60× objective (Nicon,
CFI Apochromat TIRF 60×/1.49). The emitted fluorescence was
passed through a dichroic mirror centered at 575 nm and a 650 nm
long-wave pass filter. The MW was generated by the MXG analog
signal generator (Key Sight, N5181B). The output of laser power
density and MW power was monitored using a UVVIS quantum
power sensor (Coherent, 1168337) and RF power meter (Agilent,

V3500A) (Figure S2). All ODMR spectra had 201 data points and
were accumulated 20 times. The accumulation time was 84 s, and the
exposure time was 0.01 s.

Machine Learning

Data formatting and training of the predictor function were
performed using Wolfram Mathematica (version 12.0.0.0). The
ODMR spectra obtained by wide-field microscopy were transformed
into the inputs and outputs presented in Figure 2a. Predictor
functions were generated using the built-in “Predict” function in
Mathematica by specifying “LinearRegression”, “NeuralNetwork”, or
“RandomForest” in “Method”. “PerformanceGoal” was set to
“Quality” so that the prediction accuracy was maximized.

■ RESULTS AND DISCUSSION

A wide-field ODMR microscope capable of simultaneous
measurements on multiple nanodiamonds was built in order to
procure a database of ODMR spectra (more precisely ODMR
contrast and SNR values) captured under different conditions
that were necessary for training and testing the prediction
model. First, a beam expander and copper-coil-based MW
irradiation were set up to record ODMR spectra under the
widest possible field of vision (Figure 1a). The resulting
ODMR spectra were afterward fitted with two Lorentzian
functions, and the decrease at the minimum value from the
base line of the corresponding function was defined in each

Figure 2. Machine-learning method to predict optically detected magnetic resonance contrast and signal-to-noise ratio. (a) Predictor functions
were trained and tested using a dataset containing the displayed inputs and outputs. S.C. represents the standard condition in which the laser power
was 30 mW, EM gain was 0, MW power was 0 dBm, and exposure time was 0.01 s. Three widely used machine-learning methods (i.e., linear
regression, neural network, and random forest) were employed. (b) Principle of neural network to predict output of ŷ from the input of future
parameters of xn. Weights of wji were multiplied by each value of a node in a layer, and bias of bj was added, and these were propagated to the next
nodes. These values were normalized using an activation function. The neural network was trained by adjusting w and b to minimize the loss
function using gradient descent. (c) Principle of random forest. The training dataset was split into subsets using a bootstrap algorithm, from which
decision trees were trained and created. The mean value of decision tree predictions produced y ̂. (d) Dataset processing method to train predictor
functions. Among the dataset, 75% was randomly selected to train the predictor function, whereas the remaining 25% was used for evaluation.
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case as the ODMR contrast. In addition, each ODMR contrast
value was divided by the average absolute fit residual, the
resulting value being defined as the corresponding SNR
(Figure 1b).
To investigate the effect of the ODMR parameters on the

contrast and SNR, we measured ODMR spectra under various
conditions using the aforementioned setup. When the laser
power changed, the results revealed an inverse relationship
between contrast and SNR, namely, the lower the contrast, the
higher the SNR (Figure 1c). Furthermore, the procedure also
revealed that, under relatively low MW power conditions, both
contrast and SNR increased, while saturation occurred over 0
dBm (Figure 1d). Upon increasing the EM gain, a significant
increase in contrast and SNR in the low photon count
condition was observed (Figure 1e), while in the stationary
FND experiments, the exposure time tended to have a positive
effect on both contrast and SNR, unlike in the case of moving
FNDs (Figure 1f).
As illustrated in Figure 1c−f, each measurement parameter

had a nonlinear effect on both contrast and SNR taken
individually. On the other hand, all of these parameters had a
nonlinear effect on each other, too; hence, it was extremely
difficult to consider them all manually. We attempted to
determine these parameters via machine learning with a large
number of ODMR spectra to predict the resulting ODMR
contrast and SNR only from input parameters. Actual data
(901 ODMR spectra) were collected and loaded into the
following machine-learning algorithms: linear regression,
neural network, and random forest, in order to predict the
ODMR contrast and SNR values by using the input parameters
illustrated in Figure 2a. In linear regression, for a vector X =
(x1, x2, x3,..., xn) with n features, the predicted y value was
generated by the following formula, where θi (i = 1,..., n) and b
are the weight and bias and were determined to minimize the
difference between the predicted value of ŷ and the value of y
using a loss function:

∑ θ̂ = +
=

y x b
i

n

i i
1

For the neural network, the predicted value y was generated
using nodes arranged in layers (Figure 2b). The weight was
multiplied by each value stored in the node of the previous
layer, and the bias was added to the sum, which was
normalized by an activation function and stored in each
node. The predicted value was generated by propagating this
process from the input layer to the output layer. The values of
wij and bj were afterward determined in order to minimize the
loss function.
Meanwhile, in the random forest method, the database was

divided into random subsets using a bootstrap algorithm
(Figure 2c) and subsequently used to generate and train
multiple decision trees. These were constructed using the
classification and regression tree algorithm. The final output of
the random forest was obtained by taking the mean value of
the decision tree predictions. For each individual method for
generating the predictor model, 75% of the aforementioned
dataset was used for training, while the remaining data were
used for evaluating the final model (Figure 2d).
To evaluate the accuracy of the prediction function, a part of

the database was used for testing it. The coefficient of
determination was used to verify the accuracy of the prediction
as follows:

= −
∑ − ̂

∑ − ̅

=

=
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y y

y y
1
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i

N
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where N is the total number of samples, y is the observed value,
y̅ is the total average of y, and ŷ is the predicted value.
The experimental ODMR contrast and ODMR contrast

predicted by each method were plotted, and the coefficient of

Figure 3. Evaluation of predictor functions. (a−c) Plots of predicted ODMR contrast against ODMR contrast measured using a (a) linear
regression, (b) neural network, and (c) random forest. The coefficient of determination R2 was calculated to quantify how well the outcomes were
predicted. Red lines represent the case of R2 = 1. (d) Bar chart of average R2 in the prediction of ODMR contrasts with each method. The error bar
represents the standard deviation of seven experiments. In each experiment, subsets for training and testing were shuffled randomly. (e−g) Plots of
predicted SNRs against values measured by a (e) linear regression, (f) neural network, and (g) random forest. (h) Bar chart of average R2 in the
prediction of SNRs with each method.
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determination was calculated in each case30 (Figure 3a−c).
Furthermore, the training and test data were randomly
shuffled, and the coefficient of determination was then
repeatedly calculated seven times to obtain the mean and
standard deviation. The coefficients of determination for linear
regression, neural network, and random forest were 0.88 ±
0.01, 0.90 ± 0.02, and 0.87 ± 0.02, respectively (Figure 3d).
Using the same method, the SNRs were predicted to have a
coefficient of determination of 0.77 ± 0.03, 0.89 ± 0.02, and
0.81 ± 0.05, respectively (Figure 3e−h). These results
demonstrate that each model had a significant coefficient of
determination, indicating that machine learning was indeed
effective in predicting ODMR contrast and SNR through
multivariable inputs. It is worth noting that the model
developed by the neural network method had a significantly
higher coefficient of determination than the other methods,
indicating that it was the most effective in predicting ODMR
contrast and SNR.
Finally, we worked on optimizing the MW and laser power

in the considered ODMR setup using the trained neural
network. In practice, high MW and laser power are often
problematic, as they produce a significant amount of heat that
can induce measurement noise or damage to samples. To this
end, we investigated the ODMR contrast and SNR of FNDs
that were not present in the training dataset. The ODMR
spectra of these FNDs were thus measured by wide-field
microscopy under various conditions of laser power and MW
power in order to create the corresponding ground-truth
dataset. Subsequently, ODMR contrast and SNR were
predicted and plotted using the predictor model (Figure 4).
The resulting prediction of the ODMR contrast with respect to
laser power was determined via experiments, while the trade-
off relationship between ODMR contrast and SNR (i.e.,
ODMR contrast decreased as the SNR increased) was verified

as the laser power increased, where the average absolute values
of the residuals from the measured values were 6.1 and 4.1%,
respectively (Figure 4a,b). Furthermore, in the prediction of
MW power, the predictor model estimated that ODMR
contrast and SNR would improve due to the increase in MW
power; however, they eventually saturate near 0 dBm. The
average absolute values of the residuals from the measured
values were 7.5 and 4.6%, respectively (Figure 4c,d).
Moreover, under untrained conditions, the neural network
predicted ODMR contrasts and SNR at high accuracy of R2 =
0.65 and 0.80, respectively (Figure S1). Altogether, we have
thus demonstrated that the trained predictor model based on a
neural network is capable of accurately estimating ODMR
contrast and SNR only from the input conditions.
Our proposed method can be useful in various conditions.

For instance, in dynamic system experiments, the three-
dimensional freedom of FNDs is very intricate,16 and the
longer exposure time will reduce the ODMR contrast and SNR
due to the fluctuation in focus and fluorescence intensities. In
addition, the proposed method can facilitate the high-speed
setting of appropriate ODMR measurement parameters. In
unstable biological experiments, where intracellular activities
often occur in a short period of time, appropriate and high-
speed optimization of ODMR parameters, such as laser and
MW power, is crucial.16,19 Moreover, the smallest FNDs, such
as detonation nanodiamonds, are highly subject to photo-
bleaching due to the short distance between the NVCs and the
surface, and high-speed optimization algorithms are required.31

■ CONCLUSION

In conclusion, we proposed a novel approach based on
machine learning for optimizing multiple measurement
parameters which nonlinearly influence the quality of the
received signals. Three machine-learning algorithms (linear

Figure 4. Prediction of ODMR contrast and SNR of unknown FNDs for the optimization of laser power and MW power. Average changes of (a)
ODMR contrasts and (b) SNRs are plotted against laser power. Each ODMR contrast and SNR were normalized by that at a laser power of 90
mW. (c) ODMR contrasts and (d) SNRs are plotted against MW power. Each ODMR contrast and SNR were normalized by that at an MW power
of 6 dBm. Error bars represent the standard deviation from 12 FNDs illustrated in the inset in (a). The scale bar represents 5 μm. The red lines
were obtained from the predictor function based on the neural network, while the blue lines were obtained from experimental results.
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regression, neural networks, and random forests) were
successfully employed for rapidly predicting the optimal laser
and MW powers that deliver the highest contrast and signal-to-
noise ratio values in optically detected magnetic resonance
measurements of nitrogen-vacancy centers in fluorescent
nanodiamonds. Our proposed method, which enables the
high-speed setting of measurement parameters under intricate
situations, can provide the lowest adverse effect on the
measurement and highest sensitivity of quantum sensing using
NVCs, opening thus a new gate for rapid setting of
measurement parameters which influence signal quality in a
nonlinear manner. Hence, not only ODMR measurement but
also fields such as NMR, electron paramagnetic resonance, and
fluorescence microscopy would benefit from it.
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