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a b s t r a c t 

A numerical framework used to model dense spray flames is proposed. In this framework, the liquid 

fuel (acetone) atomization is solved by a detailed high-resolution VOF simulation, and the Eulerian com- 

ponents of liquid droplets are transformed into Lagrangian droplets, which are stored in a database at a 

certain downstream cross-section. Then, the combustion process is solved by a LES/FPV (flamelet progress 

variable) adopting the pre-stored database of Lagrangian droplets (i.e., the position, size, and velocity 

of each droplet) as the inlet boundary conditions. This framework is a one-way coupling between a 

VOF simulation and a combustion simulation. The validity of this approach is investigated by comparing 

the computations with the experiments of the Sydney Piloted Needle Spray Burner. The VOF simulation 

shows that the volume flux of the droplets at the nozzle exit fluctuates both temporally and spatially 

and the larger droplets tend to be located away from the center axis compared to the small droplets. 

The computed breakup length is in good agreement with the empirical correlation. In the database of 

the Lagrangian droplets for the LES/FPV of spray flames, the location of the sampling cross-section, the 

sampling time, and the threshold value for Eulerian–Lagrangian (E-L) transformation strongly affect the 

properties of the Lagrangian droplets, and are critical for the successful use of the LES/FPV. Two spray 

flames with different recess distances are computed using their optimal pre-stored droplets databases 

and both show generally good agreement with the experiments in terms of the gas temperature and 

droplet size distributions. The spray flame with a longer recess distance, which is more representative of 

a dilute spray, is considered to have a longer and wider premixed core than that with a shorter recess 

distance representing a dense spray. The discrepancy in the prediction of denser spray flames becomes 

more evident leading to over-predictions of gas temperature further downstream. Reasons for this behav- 

ior are discussed in the text. 

© 2021 The Authors. Published by Elsevier Inc. on behalf of The Combustion Institute. 

This is an open access article under the CC BY-NC-ND license 
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. Introduction 

Owing to the increasing concerns regarding global warming 

nd a shortage of energy, it is important for energy generators to 

chieve a high combustion efficiency and extremely low emissions. 

herefore, liquid fuel spray combustion, which is widely used in 

as turbine, gasoline, diesel, and rocket engines, merits detailed in- 

estigations. Spray combustion includes extremely complex phys- 

cal phenomena, starting from the liquid fuel atomization along 

ith the droplet evaporation and evaporated fuel-air mixing, end- 
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ng up with combustion. Therefore, the complexity involved makes 

t difficult to clarify the detailed mechanism and relevant models 

nderlying spray atomization and combustion. 

As mentioned by Masri [1] , studies on spray combustion are 

enerally classified into dense and dilute sprays. In the latter case, 

he spray dynamics associated with atomization is neglected. In 

 dense spray region where atomization occurs, many generated 

roplets make it difficult for experimental diagnostics to acquire 

ufficient information [2] , thereby leaving the atomization process 

nclarified, and hence the dense spray region remains vague nu- 

erically [e.g., 3–30 ] and experimentally [e.g., 31 , 32–37 , 38 ]. For

ilute spray flames, fuel sprays are regarded as a cluster of indi- 

idual droplets and are then solved by the Lagrangian approach to 
stitute. This is an open access article under the CC BY-NC-ND license 
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onsider an interaction with the surrounding gas phase. However, 

he Lagrangian approach still has difficulty in providing the initial 

roplet size distribution near the nozzle exit owing to the abun- 

ance of interplayed phenomena, namely, the processes of primary 

reakup, secondary breakup, and droplet coalescence/collision [e.g., 

9 , 40–46 , 47 ]. 

To investigate such spray combustion located in the dense 

egime, Masri et al. [e.g., 4 8 , 4 9 , 50 ] at the University of Sydney

esigned a canonical platform that can supply various spray inlet 

onditions, which is called the Sydney Piloted Needle Spray Burner 

referred to as the Sydney Burner, hereafter) to stabilize repeat- 

ble turbulent spray flames by placing two concentric tubes within 

he pilot annulus. By varying the recess distance, which refers to 

he distance between the liquid fuel jet nozzle to the pilot out- 

et, different types of sprays can be reproduced. However, there 

aven’t been any attempts to use a numerical simulation to cou- 

le the combustion process with the beginning atomization pro- 

ess together. 

The purpose of this study is, therefore, to propose a numerical 

ramework to model the coupling of atomization and combustion 

f dense spray flames while maintaining reasonable computational 

ost. Results are compared with experimental data obtained from 

he Sydney needle burner [49,50] . The concept is as follows. The 

iquid fuel atomization is solved by a detailed numerical simula- 

ion, in which both continuum gas and liquid phases are strictly 

olved in a Eulerian framework, and the Eulerian components of 

he liquid droplets are transformed into the Lagrangian droplets 

t a certain downstream cross-section, i.e., sampling cross-section, 

hose information is stored in database. Then, the combustion 

rocess is solved by a large eddy simulation (LES) with a flamelet 

odel adopting the pre-stored database of Lagrangian droplets, 

amely, by a one-way coupling between a VOF simulation and a 

ombustion simulation. 

. Mathematical models 

In this work, all computations are performed using an unstruc- 

ured LES solver, i.e., the FrontFlow/Red extended by Kyoto Univer- 

ity [23,51,52] . 

.1. Governing equations for dense spray region 

In the dense spray region where the atomization process oc- 

urs, liquid and gas continuum phases are treated as incompress- 

ble fluids and are both solved in a Eulerian framework. Their gov- 

rning equations solved in this region include the conservation 

quations of mass and momentum as follows, 

� ·u = 0 , (1) 

(
∂ u 

∂t 
+ u · � u 

)
= − � P + � · (2 μS ) + F σ + g, (2) 

Here, ρ is the local density, u the velocity vector, P the pressure, 

the viscosity, S the rate-of-strain tensor S i j ≡ (∂ i u j + ∂ j u i ) / 2 , and

 σ is the source term of surface tension calculated by the contin- 

um surface force (CSF) model [53] . 

The high-resolution interface capturing (HRIC) scheme [54] is 

mplemented into the volume of fluid (VOF) method in order to 

apture the gas-liquid interface and the atomization process, where 

he VOF advection function takes the following form Albadawi 

t al. [55] , 

∂ψ 

∂t 
+ u · � ψ + u m 

· ∇[(1 − ψ )(ψ )] = 0 , (3) 

here, ψ is the VOF value within each grid, and u m 

= u l − u g is 

he compressive velocity. The subscripts l and g refer to liquid and 
2 
as phases, respectively. The compressive velocity is considered 

nly for the gas-liquid interface in the normal direction to avoid 

 dispersion of the VOF value. This additional compressive term 

elps retain the mass conservation and convergence for the VOF 

dvection. It also facilitates the simulation of a multiphase flow 

ith a large liquid/gas density ratio. Because the present study is 

erformed in cylindrical coordinates with unstructured grids, the 

RIC scheme is implemented instead of the coupled level-set and 

OF method, which avoids the unnecessary complexity induced by 

he use of the level-set method. 

A tagging method [56] is then utilized to transform the Eule- 

ian liquid parts at a specific downstream cross-section into the 

agrangian spherical droplets with the droplet properties such as 

he position, size, and velocity, which are saved in a database (re- 

erred to as E-L tagging and E-L transformation, respectively, here- 

fter). Then, the stored Lagrangian droplets are utilized as the inlet 

oundary conditions for the combustion process. 

.2. Governing equations for dilute spray region 

The combustion process occurring in the dilute spray region is 

odeled by a LES, utilizing the governing equations for the mass, 

omentum, and energy, and the detailed information can be found 

n studies [24,28,30] . To include the detailed chemical kinetics, a 

on-adiabatic version of flamelet/progress variable approach (FPV) 

52,57] is used for the modeling of the turbulence-chemistry inter- 

ction, which results in the solution of the following equations, 

∂ ρ̄

∂t 
+ � · ( ̄ρ ˜ u ) = S ρ, (4) 

∂ ρ̄ ˜ u 

∂t 
+ � · ( ̄ρ ˜ u ̃

 u ) = − � P̄ + � · ( ̄τ + τ̄sgs ) + S ρu , (5) 

∂ ρ̄ ˜ h 

∂t 
+ � · ( ̄ρ ˜ u ̃

 h ) = � · [ ̄ρ( ̃  D h � ̃

 h )] + � q h + Q rad + S ρh , (6) 

∂ ρ̄ ˜ Z 

∂t 
+ � · ( ̄ρ ˜ u ̃

 Z ) = � · [ ̄ρ( ̃  D Z � 

˜ Z )] + � q Z + S ρZ , (7) 

∂ ρ̄ ˜ C 

∂t 
+ � · ( ̄ρ ˜ u ̃

 C ) = � · [ ̄ρ( ̃  D C � 

˜ C )] + � q C + ρ̄ ˜ ˙ ω C , (8) 

here, the overbar, −, denotes the filtered mean value, and the 

ilde, ∼, denotes the Favre averaged value. τsgs = ρ̄( ̃  u ̃

 u − ˜ u u ) is the 

ubgrid term of the stress tensor, h the enthalpy, Z the mixture 

raction. The mixture fraction is defined as the mass fraction of fuel 

tream, such that Z = 1 means a fuel stream and Z = 0 means an

xidizer stream. Following the work [52,57] , the progress variable 

is defined as the summation of combustion products, i.e., C = 

 H 2 O 
+ Y H 2 + Y CO 2 

+ Y CO . Y is the mass fraction of chemical species.

 h , D Z , and D C are diffusion coefficients of h , Z, and C, respectively.

 h is the gaseous thermal diffusivity given by D h = λ/ (ρc p ) , D Z 

nd D C are obtained by assuming the unity Lewis number. λ is 

he heat conductivity, c p is the specific heat capacity at constant 

ressure. q h , q Z , and q C are the subgrid-scale (SGS) scalar fluxes, 

 φ = ρ̄( ̃  u ̃

 φ − ˜ u φ) , (φ = h, Z, C ) . Q rad is the radiation heat loss mod-

led by the weighted sum of gray gases (WSGG) model [58] . ˙ ω C is 

he source term of reaction progress variable. The eddy viscosity 

pproximation is used to determine the τ and q as follows, 

¯sgs = μt [(� ̃

 u ) + (� ̃

 u ) T )] , (9) 

 φ = ρ̄αt � 

˜ φ, (10) 
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here, μt and αt denote the turbulent viscosity and eddy diffu- 

ivity, respectively, and are generally related in the formulation as 

t = μt / ( ̄ρSc) with a constant Schmidt number of Sc = 0 . 4 [59] ,

here μt is determined by the dynamic Smagorinsky–Lilly model 

60] . 

A non-adiabatic flamelet/progress variable approach (FPV), 

hich can consider the effect of the heat loss caused by the la- 

ent heat of spray vaporization and radiation, is used. In order to 

enerate the flamelet library, the following flamelet equations de- 

ending on the unity Lewis number assumption with heat loss are 

olved as follows, 

∂ Y k 
∂t 

− ρχ

2 

∂ 2 Y k 
∂Z 2 

− ˙ ω k = 0 , (11) 

∂T 

∂t 
− ρχ

2 

(
∂ 2 T 

∂Z 2 
+ 

1 

c p 

∂ c p ∂T 

∂ Z∂ Z 

)
+ 

∑ 

k 

ρχ

2 

(
∂Y k 
∂Z 

+ 

Y k 
W 

∂W 

∂Z 

)(
1 − c p,k 

c p 

)
∂T 

∂Z 

+ 

1 

c p 

∑ 

k 

h k ˙ ω k + q ′ loss = 0 , (12) 

 

′ 
loss = − α

c p 

∑ 

k 

h k ˙ ω k , (13) 

here, the subscript k denotes the chemical species, χ is the scalar 

issipation rate, ˙ ω k the reaction rate of species k , T the gas tem- 

erature, W the mean molecular weight of mixture, c p,k the spe- 

ific heat capacity of species k at constant pressure, q ′ 
loss 

the heat 

oss, α the heat loss rate parameter which can be varied from 0 to 

. Then a four dimensional flamelet library is obtained as, 

˜  = ˜ ϕ ( ̃  Z , ̃  Z ′′ 2 , ˜ C , ̃  � h ) , (14) 

here, Z ′′ 2 is the variance of mixture fraction, � h is the enthalpy 

efect due to heat loss, ϕ is the flame properties such as gas tem- 

erature, species mass fraction, and reaction rate. Here, the adia- 

atic enthalpy h a is calculated by Eq. (16) by assuming � h = 0 , i.e.,

 a = ̃

 h ( ̃  Z , ̃  Z ′′ 2 , ˜ C , ̃  � h = 0) , and thus the enthalpy defect � h can be

alculated by � h = h a − h , where h is determined with Eq. (6) . 

The influence of the evaporating droplets on the carrier gas 

ow is considered using the Particle-Source-In Cell (PSI-Cell) 

ethod [61] . S ρ , S ρu , S ρh , and S ρZ , which are the source terms for

he mass, momentum, enthalpy, and mixture fraction originating 

rom the dispersed droplets, respectively, are given as follows, 

 ρ = − 1 

� V 

∑ 

N 

dm d 

dt 
, (15) 

 ρu = − 1 

� V 

∑ 

N 

dm d u d 

dt 
, (16) 

 ρh = − 1 

� V 

∑ 

N 

dm d h d 

dt 
, (17) 

 ρZ = − 1 

� V 

∑ 

N 

dm d 

dt 
for fuel , (18) 

here, � V is the volume of the unit grid, N is the number of 

roplets in the grid, and m d , u d , and h d are the mass, velocity, and

pecific enthalpy of the droplet, respectively. 

Considering the non-equilibrium Langmuir–Knudsen evapora- 

ion model [24,62] , the governing equations used to track the 

roplet profiles such as the position, x d , velocity, u d , temperature, 

 d , and mass, m d , are given, 

dx d 
dt 

= u d , (19) 
t

3 
d u d 

dt 
= 

f 1 
τd 

( ̃  u − u d ) , (20) 

dT d 
dt 

= 

Nu 

3 P r 

(
˜ c p 

c p,d 

)(
f 2 
τd 

)
( ̃  T − T d ) + 

1 

m d 

(
dm d 

dt 

)
L V 

c p,d 

, (21) 

dm d 

dt 
= − Sh 

3 Sc 

m d 

τd 

ln (1 + B M 

) , (22) 

Here, f 1 and f 2 are the correction coefficients for the Stokes 

rag and heat transfer for the evaporating fuel droplet, τd is the 

article response time [13,63] , T the gas temperature, L V the la- 

ent heat of evaporation at T d , c p and c p,d the specific heat of 

as and fuel droplet, the Nusselt number and Prandtl number 

u = 2 + 0 . 522 Re 1 / 2 
sl 

P r 1 / 3 and P r = μc p /λ, the Sherwood number

nd Schmidt number Sh = 2 + 0 . 552 Re 1 / 2 
sl 

Sc 1 / 3 and Sc = μ/ (ρD k ) ,

he mass transfer number B M 

= (Y F,s − Y F ) / (1 − Y F,s ) . The detailed

nformation of the droplet evaporation model can be found in our 

revious studies [24,46,64,65] . The employed secondary breakup 

odel is the Taylor analogy breakup (TAB) model [66] . 

. Computational setup 

.1. Computational domains 

A numerical framework is proposed in the present study, where 

he spray atomization and the subsequent combustion are simu- 

ated using different methods following an assumption that these 

wo sub-processes usually occur in separated domains. Therefore, 

wo computational domains are adopted and are marked as atom- 

zation and combustion domains, respectively, as shown in Fig. 1 . 

n Fig. 1 (a), the part depicted by the black line is the Sydney 

urner, which consists of two concentric tubes, 1 and 2, sur- 

ounded by a pilot tube, 3. The inner tube, 1, is the liquid fuel noz-

le with an inner diameter of D l = 0 . 686 mm and wall thickness

f 0.381 mm, and the outer tube, 2, is the air stream nozzle for 

he liquid fuel atomization with an inner diameter of D g = 10 mm 

nd wall thickness of 0.5 mm. The pilot tube, 3, is used to sup- 

ly the hot combustion products through an inner diameter of 

 p = 25 mm and wall thickness of 0.2 mm. The concentric tubes 

re adjustable such that the distance from the liquid fuel nozzle to 

he pilot outlet is variable, enabling the Sydney Burner to supply 

 dense or dilute spray for the combustion. The distance is called 

he recess distance and is referred to as Lr in the present and re- 

ated studies [e.g., 4 8 , 4 9 , 50 ], ranging from 0 to 80 mm. The present

tudy selected two different flame cases, N-AF8-25 and N-AF8-80 

hich hold different Lr values, Lr = 25 and 80 mm, respectively. 

However, for the atomization computation, the case of Lr = 

0 mm requires a much higher computational cost than that of 

r = 25 mm. Therefore, only the N-AF8-25 case atomization pro- 

ess is calculated, which is depicted by the solid and dotted blue 

ines in Fig. 1 (a), and is shown in Fig. 1 (b) in detail. The atom-

zation domain consists of a region with a wall boundary having 

 length of 25 mm corresponding to the experimental recess dis- 

ance and a free boundary of 25 mm. Two atomization-combustion 

oupling (ACC) planes are set in the atomization domain. These are 

tilized to transform the Eulerian components into the Lagrangian 

roplets and serve as the inlet boundary conditions for the com- 

ustion simulation. To investigate the influence of different ACC 

ositions on the E-L transformation, one plane is set at 5 mm up- 

tream of the pilot outlet (ACC1) and the other is 5 mm down- 

tream of the pilot outlet (ACC2). 

The combustion domain is depicted by the red line in Fig. 1 (a), 

he details of which are presented in Fig. 1 (c). The entire combus- 

ion domain holds a diameter of D c = 104 mm. In the axial direc-

ion, the inlet boundary is placed at the ACC plane, whose distance 
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Fig. 1. Schematics of computational domains. 
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Fig. 1. Continued 
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Table 1 

Parameters for atomization simulation. 

Physical properties 

Liquid fuel Acetone 

Gas&Air 

Liquid nozzle diameter, D l (mm) 0.686 

Liquid jet velocity, u l (m/s) 2.57 

Liquid jet viscosity, μl (Pa s) 3 . 33 × 10 −4 

Liquid jet density, ρl (kg/m 

3 ) 786 

Liquid jet temperature, T l (K) 300 

Liquid jet Reynolds number, Re l ( −) 4161 

Gas jet diameter, D g (mm) 10 

Gas jet velocity, u g (m/s) 48 

Gas jet viscosity, μg (Pa s) 1 . 81 × 10 −5 

Gas jet density, ρg (kg/m 

3 ) 1.20 

Gas jet temperature, T g (K) 300 

Gas jet Reynolds number, Re g ( −) 31 , 823 

Liquid-gas surface tension, σ (N/m) 2 . 37 × 10 −2 

Ambient pressure, P (MPa) 0.1 

Aerodynamic Weber number, We ( −) 80 

e

[

s

f

d

r

i

t

b

W

a

t

i

T

t

o the pilot outlet is marked as L 1 . Since the recess distance of N-

F8-25 and N- AF8-80 are adjusted to 25 and 80 mm to produce 

ense and dilute sprays, L 1 holds two values of 10 and 65 mm 

or N-AF8-25 and N-AF8-80, respectively, and the other parameters 

 2 = 10 0 0 mm, L 3 = 75 mm, and L 4 = 135 mm are kept the same

n both cases. 

The cylindrical coordinate system with the unstructured grids 

s utilized for both atomization and combustion simulations. The 

tomization computational domain has a total of 24.6 million grid 

oints, with a non-uniform mesh size ranging from 8 to 100 μm 

n the radial direction, and a uniform mesh size of 100 μm in 

he axial direction. The combustion computational domain has a 

otal of 18 million grid points, with an increasing mesh size of 

.13 to 3 mm in the radial direction, and a variable mesh size of 

.15 to 3.5 mm in the axial direction. In addition, the Hinze scale 

H = σ/ (ρg U 

2 
g ) in the atomization computation is estimated to be 

.54 μm and the mesh size holds 1–10 ηH . As suggested in our 

revious study [46] and regarding this simulation reaches to the 

xperimental scale, it could be considered as a high-resolution VOF 

imulation. 

.2. Computational conditions 

For the atomization computation, the temperature and pres- 

ure are set to room temperature and atmospheric pressure, and 

ence, both the liquid fuel and air have a temperature of 300 K, 

hich can be regarded as a cold state for only atomization, ne- 

lecting the evaporation effect. Therefore, the air viscosity, μg , is 

.81 × 10 −5 Pa s, and liquid viscosity, μl , is 3.33 × 10 −4 Pa s, 

he liquid-gas surface tension, σ , is 2.37 × 10 −2 N/m. At the inlet, 

oth the liquid and carrier gas velocities, u l and u g , are assigned 

s 2.57 m/s and 48 m/s with a flat laminar velocity profile, respec- 

ively, according to the experiments [49,50] . Thus, in both config- 

rations, i.e., N-AF8-25 and N-AF8-80, the dimensionless param- 

ters, including the aerodynamic Weber number, W e = ρg u 
2 
g D l /σ , 

valuated as 80, the liquid jet Reynolds number, Re l = 4161 , as well

s the carrier gas Reynolds number, Re g = 31 , 823 , are close to the
5 
xperimental conditions, as shown in Thomas and Lowe’s works 

49,50] . The parameters used in the atomization computation are 

hown in Table 1 . 

After the atomization computation, the droplets are trans- 

ormed into the Lagrangian droplets, which are stored in a 

atabase for the following combustion computation. Droplets 

ecorded at the ACC plane of the atomization domain are directly 

njected into the combustion domain at the ACC plane at a fixed 

ime step determined by satisfying the step interval of the com- 

ustion computation, which are explained in the following section. 

hen these cold Lagrangian fuel droplets flow out of the nozzle 

nd face the hot pilot gases, combustion occurs after the evapora- 

ion and mixing with the combustion products from the pilot that 

s in the stoichiometric condition and has a velocity of 1.5 m/s. 

wo different gas velocity profiles: (1) a uniform flat gas velocity 

hat equals to 48 m/s; (2) a gas velocity profile extracted from the 



J. Wen, Y. Hu, T. Nishiie et al. Combustion and Flame 237 (2022) 111742 

Fig. 2. Algorithm of E-L tagging method. 
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tomization computation, are performed to study the influence of 

ifferent inlet gas velocity profiles. 

The flamelet calculations for the flamelet library generation are 

onducted with FlameMaster code [67] . The numbers of grids set 

or ˜ Z , ˜ Z ′′ 2 , ˜ C , and 

˜ � h are 100 × 20 × 100 × 10 . The reaction mecha-

ism for acetone/air combustion proposed by Pichon et al. [68] is 

mployed, which consists of 81 species and 416 reactions. 

The computational cost for single realization of atomization and 

ombustion simulations, performed on the Kyoto University Super- 

omputer (Cray XC40), are around 430k core ·hours (840 h in real 

ime using 512 cores) and 250–370k core ·hours (230–340 h in real 

ime using 1088 cores), respectively. 

. Results and discussion 

.1. Atomization and E-L transformation 

In the experiments of the dense sprays, it is difficult to acquire 

onfident droplet size distribution owing to the diagnostics limita- 
6 
ion. In fact, Lowe et al. [50] reported that large numbers of lig- 

ments and irregular shaped objects are formed before secondary 

reakup. Those ligaments and irregular shaped objects are consid- 

red to more likely increase the turbulence in the flow field. Al- 

hough such liquid ligaments and irregular shaped objects are also 

bserved in the present simulation, those are forced to be trans- 

ormed into Lagrangian sphere droplets using a E-L tagging method 

wing to the limitation of the consideration of those shapes. The 

nfluence of this will be discussed later. 

The E-L tagging method is used to recognize the dispersed Eule- 

ian components generated by the primary breakup during the at- 

mization process and transfer their properties into the Lagrangian 

roplets, which are later directly placed in the computational do- 

ain to replace the Eulerian components. To simply explain the 

-L tagging method employed in the present study, 2-dimensional 

chematics are given as shown in Fig. 2 . First, a threshold for the 

agging method should be artificially given, with which the cells 

atisfying the criterion would be tagged and then become one 

art of a transformed Lagrangian droplet. In the present study, the 
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Fig. 3. Comparison of droplet position and size distributions between Eulerian components and Lagrangian droplets at 1 . 0 ≤ z/D g ≤ 2 . 5 and −0 . 5 ≤ r/D g ≤ 0 . 5 (Lagrangian 

droplets are colored and scaled by diameter size). 

Fig. 4. Comparison of axial velocity and position distributions between Eulerian components and Lagrangian droplets at 1 . 0 ≤ z/D g ≤ 2 . 5 and −0 . 5 ≤ r/D g ≤ 0 . 5 (Eulerian 

components and Lagrangian droplets are colored by velocity). 
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olume fraction of gas phase V OID = 1 − ψ , is used for the tag-

ing method, and hence the threshold for the V OID value is set as 

 OID cri . 

For a cell satisfying V OID < V OID cri , it would be tagged by a

ed marker as shown in Fig. 2 (a). The surrounding cells are then 

hecked and also the cells satisfying V OID < V OID cri are tagged by

lue markers, which represent the edge of the tagged droplet as 

hown in Fig. 2 (b). Later on, the cells neighboring the edge of the

agged droplet are checked and tagged by blue markers to rep- 

esent the new edge of the tagged droplet, and the original blue 
7 
arkers are switched to red markers to represent the inside of 

he tagged droplet as shown in Fig. 2 (c). By looping the steps from 

b) to (c), a droplet would be filled by red markers and no further 

eighboring cells could be tagged by blue markers, then all mark- 

rs are switched to red markers as shown in Fig. 2 (d), which would 

ater be tagged by a specific marker such as 1 shown in Fig. 2 (e).

y employing the steps from (a) to (d), all the dispersed Eulerian 

omponents would be tagged by the specific markers such as 1, 2, 

nd 3, as shown in Fig. 2 (e). Then the details of each tagged Eu-

erian component would be further checked. For example, for 3 in 
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Fig. 5. Atomization behavior and the Eulerian components distributions at ACC1 

and ACC2 ( V OID cri = 0.9). 
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ig. 2 (e), some cells in it are neighboring the wall boundary such 

hat the detailed information could not be further checked, which 

akes 3 unable to be recognized as a Lagrangian droplet as shown 

n Fig. 2 (f). Some more complex situations are provided in Fig. 2 (g),

or example, how to deal with the cells marked by the question 

arks since they should belong to two individual droplets, or how 

o deal with the dispersed component with extremely slim struc- 

ure marked by the red rectangle. Therefore, for more interests of 

his tagging method, please refer to the work of Herrmann [56] , 

uzio et al. [69] as well as our previous work [46] . 

In the present study, the E-L transformation is triggered only 

f the Eulerian droplet passes through the ACC plane, as shown 

n Fig. 1 (b), which is a cross-section at the downstream region in 

he atomization computational domain. Therefore, a buffer region 

s created upstream of the ACC plane, and the Eulerian compo- 

ents in this buffer region that can pass through the ACC plane 

ithin one sampling time interval are transformed into Lagrangian 

roplets and then saved in the database for subsequent combus- 

ion. Because the computational time interval used for the com- 

ustion simulation is 1 × 10 −5 s, and that for the atomization sim- 

lation is 5 × 10 −8 s, the sampling time interval is thus set as 200

teps of the atomization computation, that is, 1 step of the com- 

ustion simulation. 

Figures 3 and 4 show comparisons of the position, size, and 

xial velocity between the Eulerian components and the trans- 

ormed Lagrangian droplets. Generally, a good agreement is ob- 

erved. Specifically, it can be seen that the Lagrangian droplets 

ith a red color match the large Eulerian components in both the 

roplet position and size. A good match is also shown for the small 

roplets with a green color. Such an agreement of the axial veloc- 

ty profiles can also be found in Fig. 4 . Therefore, the present E-L

agging method can work properly to transform Eulerian compo- 

ents into the Lagrangian droplets. 

.2. Atomized droplets database 

.2.1. Database concept and droplet size distribution 

To confidently build a database serving as the inlet bound- 

ry conditions for the combustion computation, the critical factors 

ffecting the atomization properties should be carefully checked. 

he present E-L tagging method includes three important parame- 

ers, i.e., the downstream distance from the fuel nozzle to the ACC 

lane, Z 0 , the threshold value of the E-L tagging method, and the 

otal sampling time for recording the droplets profiles. Regarding 

he downstream distance Z 0 , with a smaller Z 0 , where the liquid 

et is not fully developed, the E-L tagging method cannot transform 

he ligaments and irregular shaped objects into larger Lagrangian 

lobs, which is unrealistic, resulting in mass loss; however, with 

 larger Z 0 , where less ligaments exist and Eulerian droplets are 

asily transformed into the Lagrangian droplets, the E-L tagging 

ethod also loses its accuracy owing to the numerical diffusion 

ince the cells might hold diffused VOF values and the unexpected 

ransformed Lagrangian droplets. Therefore, two different ACCs, i.e., 

ne is 5 mm upstream of the pilot outlet (ACC1) and another is 

 mm downstream of the pilot outlet (ACC2), which are shown 

n Fig. 1 (b), are exhibited to check the confidence of the position. 

n the other hand, considering the threshold values used in the 

-L tagging method, a larger threshold, which can recognize the 

iny Eulerian droplets, increases the risk of numerical error caused 

y numerical diffusion, some of which are simply numerical noise 

nd referred to as fake droplets. However, a smaller threshold ne- 

lects those droplets with a small scale in comparison to the local 

rid size, losing realistic small droplets, which have a significant 

nfluence on the subsequent evaporation and combustion proper- 

ies. Thus, three different thresholds, V OID cri = 0 . 9 , 0.95, and 0.99,

re selected and their validities are examined. Hence, four different 
8 
atabases can be acquired, as presented in Table 2 . Note that the 

tomization simulation is only calculated once under the condition 

hown in Table 1 , and the droplet databases are obtained during 

he simulation by setting different ACCs and thresholds. 

Figure 5 shows the atomization behavior in the front view and 

t the cross-sections of ACC1 and ACC2, the colored surface of 

hich is the iso-surface of the E-L tagging method threshold of 

.9, i.e., the liquid-phase volume fraction of the grids is larger than 

0%. The liquid column starts to show instability around the down- 

tream at z/D g = −2 . 25 , and twists at approximately z/D g = −1 . 75 .

hen it passes z/D g = −1 . 5 , a breakup behavior can be observed.

he liquid column becomes discontinuous, and smaller droplets 

nd some ligaments and irregular shaped objects can be found 

round the z/D g = −1 . 0 . Beyond z/D g = −0 . 5 , most of the visible

iquid phase is due to dispersed droplets, which tend to flow away 

rom the center axis. By comparing the cross-sections of ACC1 and 

CC2, the existing droplets are found to be denser at ACC1, and the 

ownstream droplets at ACC2 reach further in the radial direction. 

Figure 6 shows the droplet profiles in different databases, plot- 

ed with droplet diameters which are binned over 10 μm interval 

or droplets up to 50 μm, 20 μm interval for droplets from 50 to 

50 μm, and 50 μm interval for droplets with size above 150 μm. 

or Fig. 6 (a), with the ACC plane going downstream and increas- 

ng the threshold of the E-L tagging method, the peak of the PDF 

alue changes from 70 to 30 μm. By comparing the droplet size 

istributions of A1 and A2 in three different clusters, i.e., 0–50 μm, 

0–150 μm, and 150–200 μm, there are few differences between 

oth cases, indicating occurrences of further breakup. Moreover, 

he threshold of the E-L tagging method seems to have a more sig- 

ificant influence on the droplet size distribution than the ACC po- 

ition by comparing the differences between A2 and A4 as well as 

1 and A2. By applying a larger threshold, more droplets with the 
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Table 2 

Databases acquired in atomization simulation. 

Database ACC plane Threshold for E-L transformation Volumetric particle loading 

A1 ACC1 0.9 7.40 

A2 ACC2 0.9 9.28 

A3 ACC2 0.95 9.84 

A4 ACC2 0.99 11.22 

Fig. 6. Droplet size distribution in terms of (a) PDF and (b) accumulated volume of different atomization databases (A1–A4). 

Fig. 7. Radial distributions of droplet size in (a) D 32 and (b) D 10 for different atomization databases (A1–A4). 

d

0

s

w

b

n

p

b

s

d

p

c

a

t

S

d

t

o

s

c  

A

c

4

s

o

s

iameter less than 50 μm seem to be captured with the value of 

.99. By comparing the total droplet volume of different databases 

hown in Fig. 6 (b), all databases show a similar total droplet mass, 

hich means that almost of the Eulerian components are captured 

y the present E-L tagging method. In addition, one thing worth 

oting is that for a large Lagrangian droplet, which might be com- 

arable to the mesh size, the mass and momentum interactions 

etween gas phase and the Lagrangian droplet are decided by the 

urrounding cells instead of the local cell such that the Lagrangian 

roplet could be still considered as a point by the PSI-Cell method. 

Because this study is focused on dense spray, the volumetric 

article loading of droplets in the computational domain is further 

hecked, as shown in Table 2 . Here, the ratio of droplet distance 

nd droplet diameter is presented instead of simple volume frac- 

ion, which can refer to as S/d in Elghobashi’s work [70] , where, 
f

9 
indicates the distance between the centers of two neighboring 

roplets, and d denotes the diameter of droplet. With S/d ≥ 10 , the 

wo-way coupling method could be employed in this study instead 

f four-way coupling. When the ACC plane is set further down- 

tream, the droplets can reach further in the radial direction, which 

an refer to the cross-sections of ACC1 and ACC2 in Fig. 5 , and thus

2 shows a larger value than A1, indicating a more dilute spray 

ompared with A1. 

.2.2. Droplet spatial and temporal size distributions 

In traditional combustion simulations, the sizes of droplets is- 

ued from the inlet boundary are often given using a simple at- 

mization model or a presumed droplet size distribution. In this 

tudy, on the other hand, those are taken from a database resulting 

rom the atomization computation. Therefore, the sampling time of 
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Fig. 8. Time variations of droplet volume through ACC1 plane for the database A1: (a) in total, (b) each quadrant. 
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tomization computation should be carefully discussed. To obtain a 

ymmetrical flame structure without any preferences in any direc- 

ions, the spatial distribution of the droplets must be checked such 

hat the position profile should be spatially homogeneous with- 

ut any biases in any directions. For example, many more larger 

roplets can be found in π ≤ θ < 3 π/ 2 and fewer droplets can be

ound in 0 ≤ θ < π/ 2 at ACC1, and larger droplets are observed on 

he right side at ACC2, as shown in Fig. 5 , thus the droplets distri-

ution shows some preferences if the sampling time is insufficient. 

The complexity of the azimuthal homogeneity analysis in- 

reases if the droplet size is further considered. Figure 7 shows 
10 
he Sauter mean diameter (D 32 ) and arithmetic mean diameter 

D 10 ) radial distributions obtained from the different databases. 

he droplet size for either D 32 or D 10 increases as the droplets flow 

urther away from the central axis, which means that the droplet 

ize has a strong correlation with the radial distribution, and thus 

t is sufficient to base the analysis for azimuthal homogeneity on 

nvestigating the droplet size with different angles θ in the radial 

lane. The droplet size can be used to represent the radial dis- 

ance between the droplet and the center axis, and the angle θ
an be used to represent different radial directions. In addition, re- 

erring to the experimental study [50] based on the Sydney Burner 



J. Wen, Y. Hu, T. Nishiie et al. Combustion and Flame 237 (2022) 111742 

Fig. 9. Time variations of D 32 and D 10 of droplets through each quadrant of ACC1 

plane for the database A1: (a) D 32 , (b) D 10 . 

Fig. 10. Total values of different databases A1–A4 with different sampling time. 
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Fig. 11. Conducted cases and schematic of locations of recess distance, Lr, and ACC 

planes, Z ACC , for combustion in detail. 
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f N-AF8-25 and N-AF8-80, which only supplies the D 32 distribu- 

ions along the center axis (see Fig. 12 ), D 32 is always less than

0 μm. Given that the database of A4 holds the D 32 value less than

0 μm, whereas those of other three cases are larger than 60 μm, 

he database A4 provides a better droplet size distribution accord- 

ng to the experiment. 
11 
To obtain a sufficient number of reliable data for a homoge- 

eous analysis, the sampling time and interval are discussed. The 

ampling interval is set 1 × 10 −5 s, which is 200 steps for the at- 

mization computation and 1 step for the combustion computa- 

ion, and thus the combustion simulation can simply read the data 

n a step-by-step manner. Figure 8 shows the time variations of 

roplet volume through ACC1 plane and through each quadrant 

f ACC1 plane, from the 120,0 0 0th step, in which the liquid jet 

s thought to be fully developed and starts to steadily breakup, to 

he 30 0,0 0 0th step, which is thought to be long enough for sam-

ling. Five periods can be observed in Fig. 8 (a) showing that the 

tomization process holds a periodic characteristic with breakup 

nd non-breakup periods. In Matas’s study [71,72] , the frequency 

f the liquid jet breakup is found to have a strong relation to the 

as and liquid velocities as well as the nozzle size, and the empir- 

cal correlations are shown as follows. 

f = 

(√ 

ρg δl 

ρl δg 
u g + u l 

)
/D g , (23) 

= v 0 / max 

(
dv 
dr 

)
. (24) 

here δ is the thickness of the vorticity layer, v denotes the radial 

elocity, and v 0 is the radial velocity measured near the Sydney 

urner nozzle, e.g., z/D g = 0 . The thickness of the vorticity layer of 

iquid and gas phases, δl and δg are directly acquired in the simu- 

ation. By this correlation, the calculated result is 547 Hz, and the 

ean period shown in Fig. 8 (a) is simply calculated as 556 Hz. 

herefore, the present detailed numerical simulation and the E- 

 tagging method are considered to be reasonable to reproduce 

he atomization phenomena. Figure 8 (b) shows the variations of 

roplet volume through each quadrant of ACC1 plane, and it could 

e observed that the droplet volume of each quadrant shows to- 

ally different values in different breakup periods. For example, 

or the quadrant of 3 π/ 2 − 2 π , it holds larger values in the later

ime in each breakup period except for the 3rd period between 3 

nd 5 ms. Figure 9 also shows the time variations of D 32 and D 10 

hrough each quadrant of ACC1 plane in each a half breakup pe- 

iod. It could be observed that the values of D 32 and D 10 in each a

alf breakup period are totally different such that the droplet sam- 

ling time for acquiring a homogeneous distribution need to be 

urther checked. 

By comparing the D 32 and D 10 distributions in Fig. 7 , the 

roplet size has a strong correlation with the radial distance, that 

s, the closer the droplets to the center axis, the smaller the 

roplets are. Therefore, the angle θ in the radial plane and the 

roplet size can be used to analyze the droplet spatial distribution 

y the Chi-square homogeneity check, the detail of which can be 

ound in Appendix A . 

Table 3 shows the calculated chi-square values of the database 

1 with a sampling time starting at the 120,0 0 0th step and end- 

ng up with the 30 0,0 0 0th step, covering five full-breakup peri- 
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Fig. 12. Instantaneous gas temperature iso-surface and droplet distribution for Cases 3 and 6. 

Table 3 

Chi-square homogeneity check for the database A1. 

A1 0 − π/ 2 π/ 2 − π π − 3 π/ 2 3 π/ 2 − 2 π Total 

0–50 μm 0.12 0.27 4.88 1.77 7.04 

50–150 μm 0.11 0.02 0.78 0.16 1.07 

150–300 μm 0.56 0.22 0.80 1.32 2.9 

Total 0.79 0.51 6.46 3.25 11.01 

o

l

w  

π  

e

d

d

s

b

a

i

t

b

d

u

i

o

w  

t

T

t

r

a

b  

s

1  

m  

d

b

p

4

4

A

t

l

t

d

s

t

i

c

p

c

s

d

t

t

a

t

b

i

d

ds. Compared to other cells, there is an odd value particularly 

arger than the others, which is marked as red in π ≤ θ < 3 π/ 2 

ith a diameter of less than 50 μm. It means that in the region

≤ θ < 3 π/ 2 , more droplets with a diameter of less than 50 μm

xist compared to the other three regions. Because the number of 

roplets with diameter of less than 0–50 μm is very small in the 

atabase A1 (see Fig. 6 (a), black line), it is reasonable to observe 

uch a bias that some region holds a different number of droplets 

ecause the droplets generated by the breakup fluctuate spatially 

nd temporally. However, the total value of this case is 11.01, which 

s less than the critical value of 12.59, ensuring that the spatial dis- 

ribution of the droplets has no obvious bias by sampling the five 

reakup periods from the 120,0 0 0th step to the 30 0,0 0 0th step. 

Figure 10 shows the total values of each database by employing 

ifferent sam pling times from one to five periods. The total val- 

es of A1 and A2 continue decreasing when the sampling time is 

ncreased from one to five periods, out of which the total values 

f A4 continue fluctuating because the number of small droplets 

ith a diameter of 0–50 μm of A4 is larger than those of the other

hree cases, thus those odd values (an example is shown in red in 

able 3 ) are decreased such that the total value is much smaller 

han those of the other three cases. By sampling five breakup pe- 

iods, all four databases hold reasonable total values to ensure the 

zimuthal homogeneity, and the sampling time is thus selected to 
12 
e five breakup periods from the 120,0 0 0th step to the 30 0,0 0 0th

tep. 

In total, for the atomization computation, the physical time is 

5 ms, in which the first 6 ms is used for the liquid jet develop-

ent to reach a steady state, and the last 9 ms is used for the

roplet database sampling discussed in this section. For the com- 

ustion computation, the physical time is 100 ms such that the 

article injection is cycled about 11 times. 

.3. Combustion characteristics 

.3.1. Simulation cases and flame features 

As mentioned in Section 3.1 , two different configurations, N- 

F8-25 and N- AF8-80, are utilized with representative recess dis- 

ance of 25 mm and 80 mm. In addition, two different inlet gas ve- 

ocity profiles, one flat and the other extracted from the atomiza- 

ion computation, are incorporated to study the sensitivity of the 

ense spray flame to the inlet boundary conditions. Further, con- 

idering the computational cost, out of the four databases of A1 

o A4 two databases, A1 and A4, are selected to investigate the 

nfluence of the droplet inlet boundary conditions on the flame 

haracteristics because A1, A2, and A3 display similar droplet size 

rofiles of D 32 and D 10 , whereas A1 holds different gas velocity 

ompared to A2–A4. Therefore, a total of six cases are discussed as 

hown in Table 4 , Fig. 11 provides a clear schematic of the con- 

ucted six cases. The orange lines depicted in the figure indicate 

he ACC planes, where the droplets are recorded in the atomiza- 

ion computation and are applied in the combustion computations 

s the inlet boundary conditions. In addition, the axial distance of 

he ACC plane Z ACC relative to the pilot outlet, is displayed for a 

etter understanding. 

In dense sprays, laser diagnostic measurements are difficult ow- 

ng to the co-existence of liquid fragments and abundant atomized 

roplets, which reflect and absorb the light. Therefore, a chirped- 
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Fig. 13. Comparison of radial distributions of time-averaged of gas temperature at different axial downstream locations of z/D g = 3 , 5, 10, and 20 between combustion 

simulation and experiment for Cases 1–6. Left is for dense spray and right is for dilute spray. 
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robe-pulse femtosecond coherent anti-Stokes Raman spectroscopy 

CPP-fs-CARS) with a repetition rate of 5 kHz was employed by 

homas and Lowe [49,50] to measure the gas temperature distri- 

ution based on the platform of the Sydney Burner, which sup- 

lies various gas temperature profiles ranging from dense to dilute 
13 
prays with ethanol and acetone fuels. The gas temperature dis- 

ributions in both the dense and dilute sprays with the acetone 

uel are considered in this work to validate the proposed numeri- 

al simulations. 
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Fig. 14. Comparison of radial distributions of RMS of gas temperature at different axial downstream locations of z/D g = 3 , 5, 10, and 20 between combustion simulation and 

experiment for Cases 1–6. Left is for dense spray and right is for dilute spray. 

14 
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Table 4 

Conducted cases for combustion simulation. 

Case Velocity profile Atomization database Configuration 

1 Flat A1 Dense 

(N-AF8-25) 2 Atomization A1 

3 Atomization A4 

4 Flat A1 Dilute 

(N-AF8-80) 5 Atomization A1 

6 Atomization A4 
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Fig. 15. Comparison of distribution of time-averaged of gas temperature for Cases 

1–6. 

Fig. 16. Comparison of distribution of RMS of gas temperature for Cases 1–6. 
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Figure 12 shows the instantaneous gas temperature profiles and 

uel droplets distribution for Cases 3 and 6. The double reaction 

one, where a premixed core is inside a surrounding non-premixed 

one, can be observed. The premixed cores are extended in both 

he span and axial directions despite the recess distance changes 

rom 25 to 80 mm. Meanwhile, each temperature iso-surface in 

ase 3 is shorter than that of Case 6, which means that the di- 

ute spray (Case 6) with a longer recess distance can enhance the 

ixing and combustion processes. 

.3.2. Comparisons with experiments 

Figures 13 and 14 show the radial distributions of the time- 

veraged and RMS of gas temperature at different axial down- 

tream locations, z/D g = 3 , 5, 10, and 20, where the experimen- 

al data are compared with simulations of Cases 1–6 detailed in 

able 4 . The influences of the inflow gas velocity profiles and in- 

ow droplet profiles are discussed. 

The computed results of the mean gas temperature depict a 

ymmetric unimodal distribution at different axial locations, and at 

he downstream of z/D g = 20 , the peak temperature is suppressed. 

owever, based on the experiments at z/D g = 20 , the symmetric 

nimodal distribution is absent for the dense case, and is still 

istinguished in the dilute case. The reason for this difference is 

hought to be the result of a higher proportion of fragments and 

laments presented in the dense case [49,50] , which leads to a 

ess stable and lower mean temperature. By contrast, at the up- 

tream locations of z/D g = 3 , the flame is more dominated by the

ilot flame such that the reaction zone is less affected by the spray 

roperties and a similar temperature profile is observed for both 

ense and dilute flame cases. Regarding the simulation results, the 

tomization velocity presents its priory in comparison to the flat 

ne, showing a good agreement with experiments at the upstream 

egion. Even for the z/D g = 10 of the dilute cases, the tempera- 

ure distribution still matches very well. For both cases with at- 

mization velocity profiles, the temperature distributions do not 

how much difference though the D 32 , D 10 , and PDF distribution of 

roplet diameter show a significant difference (see Figs. 6 (a) and 

 (b)). However, some discrepancies can still be observed, i.e., cases 

ith atomization gas velocity and smaller droplets (Cases 3 and 

) have intermediate values between the cases with flat gas veloc- 

ty and larger droplets (Cases 1 and 4), and cases with atomization 

as velocity and larger droplets (Cases 2 and 5). This is because the 

urbulence generated by the primary breakup during the atomiza- 

ion process of Cases 3 and 6 (5 mm downstream of the pilot out- 

et) is weaker than that of Cases 2 and 5 (5 mm upstream of the

ilot outlet), but stronger than the flat ones. In addition, the differ- 

nce disappears when the recess distance is increased from 25 to 

0 mm based on a comparison of the differences between a dense 

pray (Cases 2 and 3) and a dilute spray (Cases 5 and 6) because

he ACCs, where the turbulence in the atomization computation is 

ecorded, are 5 mm upstream and 5 mm downstream of the pilot 

utlet for a dense spray, but are 60 and 50 mm upstream of the 

ilot outlet for a dilute spray, as shown in Fig. 11 . Therefore, the

ifference in turbulence owing to different ACCs finally disappears 

t the pilot outlet for a dilute spray. 
15 
An obvious discrepancy is seen between the simulation re- 

ults and the experimental data at the downstream location of 

/D g = 20 of a dense spray, where the temperatures of simula- 

ion are overpredicted. In contrast to which, in a dilute spray, the 

emperature profiles of simulation match those of experiment very 

ell and only drift away at the downstream location of z/D g = 20 ,

hich is still not that obvious compared to that in a dense spray. 

he good agreement in the upstream region is due to the well- 

ontrolled boundary conditions which are also the interest of the 

resent study. In addition, a suitable flamelet model or a better 

ombustion mechanism may help to improve the difference ob- 

erved in the downstream region for the dilute spray. However, for 

he great discrepancy in the dense spray, the situation is totally 
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Fig. 17. Comparison of streamwise distributions of time-averaged droplet sizes (D 32 and D 10 ) and gas temperature at different radial locations of r/D g = 0 , 0.4, and 0.6 

between combustion simulation and experiment for Cases 3 and 6. Only droplets diameter less than 0.1 mm are counted. 
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ifferent. According to the experiment [50] , a speculation is pro- 

osed that the combustion is finished in the downstream location 

f z/D g = 20 even there exists fuel droplets such that the temper- 

ture distribution does not present the symmetric unimodal distri- 

ution. On the other hand, the combustion is still happening in the 

imulation such that an overestimation as well as a totally differ- 

nt structure could be observed. The dense spray region has much 

ore larger ligaments and irregular shaped objects that cannot be 
16 
onsumed, and those larger liquid components generated by the 

rimary breakup easily cause more unpredicted turbulence when 

hey flow downstream and breakup into smaller droplets. There- 

ore, the local flow field is extremely unstable in the downstream 

egion, which is different from the upstream region where the dis- 

urbances of those ligaments and irregular shaped objects have not 

eveloped. Therefore, the burning process might not occur much or 

ust be finished, while the fuel is still present there, resulting in a 
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ower local temperature distribution. However, in the present sim- 

lation, the larger ligaments and irregular shaped objects are just 

imply transformed into Lagrangian droplets, failing to consider the 

ealistic interaction between the gas phase and liquid fuel, as well 

s the further breakup behavior. Therefore, the Lagrangian droplets 

ontinue to be consumed when they reach further downstream, 

nsuring a continuous burning without any negative influences on 

he combustion, and thus a higher temperature distribution could 

e observed. However, the unstable flow field caused by those liga- 

ents and irregular shaped objects may have significant influences 

n the fuel droplet evaporation and fuel vapor heat release. An- 

ther possibility is that the larger ligaments and irregular shaped 

bjects tend to disperse further in the radial direction and thus 

he heavier ligaments and irregular shaped objects finally fall when 

hey flow out of the flame zones. However, the total energy of the 

imulation is conserved such that the temperature distribution of 

he experiment is lower than that of the simulation. 

The profiles of the RMS of gas temperature show a twin peak 

n the both sides of the centerline until z/D g = 10 , which is less

istinct for the dense case. This twin peak structure is also well- 

aptured by the present study for all six cases, and the Cases 3 

nd 6 still have the intermediate values. The computational results 

how a reasonable match with the experiments near the center 

xis, and some discrepancies away from the center axis. In the ex- 

eriment work, the temperature is strongly affected by the pilot 

ame in the outer space, such that the temperature distribution 

ut of −1 . 25 ≤ r/D g ≤ 1 . 25 , outside the edge of the pilot flame,

resents some discrepancies. In addition, owing to the larger lig- 

ments and irregular shaped objects mentioned in the last para- 

raph, it is difficult to capture the accurate temperature distribu- 

ions in the dense spray cases. Therefore, the discrepancies tend 

o become eliminated when the recess distance is increased from 

5 to 80 mm around the nozzle centerline from r/D g = −1 to 

/D g = 1 , except for the location at z/D g = 20 , where the combus-

ion of dense spray in the experiment is considered to be com- 

leted. 

Figures 15 and 16 show the distributions of the time-averaged 

nd RMS of gas temperature until the downstream location of 

/D g = 50 for all six cases. It can be seen that, compared to the

esults on the assumption of a uniform inlet boundary condition, 

he use of inlet velocities determined from the atomization com- 

utation can enhance the mixing and establish the combustion at 

he most upstream locations. On the other hand, the profiles of the 

uctuating temperature indicate that the differences of droplets in 

atabases A1 and A4 may not have a significant influence on the 

ombustion characteristics when comparing Cases 2 and 3 as well 

s Cases 5 and 6. In addition, the symmetrical flame structures in 

ll cases prove that the droplet databases sampled from the atom- 

zation computation have no biases in any directions. This confirms 

hat the proposed sampling method coupling the atomization and 

ombustion computations is successful. 

Figure 17 shows the streamwise distributions of the time- 

veraged droplet sizes (D 32 and D 10 ) and gas temperature of Cases 

 and 6 at different radial locations of r/D g = 0 , 0.4, and 0.6 in

omparison with the experiment results. Due to the limitation 

f the experiment measurement of Phase Doppler Anemometry 

PDA), the measured droplet size is limited to 100 μm. Therefore, 

he calculations of D 32 and D 10 omit the Lagrangian droplets with a 

iameter of larger than 100 μm. However, the droplet size distribu- 

ions between simulation and experiment still show large discrep- 

ncies, and the discrepancies might result from two reasons from 

he views of simulation and experiment. From the view of simula- 

ion, the E-L transformation utilized in the present study might im- 

roperly transform the larger ligaments and irregular shaped ob- 

ects into Lagrangian droplets leading to an increment in droplet 

ize. From the view of experiment, the PDA has severe criterion to 
17 
easure sphere droplets and most sphere droplets holds relatively 

maller diameter to maintain the shape, which leads to a decrease 

n droplet size. However, there are still some shared properties for 

he droplet size in simulation and experiment. Both D 32 and D 10 

ncrease from center to side despite increasing the recess distance 

rom 25 to 80 mm. For the dense spray, the D 32 values increase 

lightly further downstream from z/D g = 0 . 4 –20, whereas for the 

ilute spray, the D 32 values decrease slightly from z/D g = 10–20, 

hich also match the experiment results at the radial locations 

f r/D g = 0 . 4 and 0.6. The D 10 values of the simulation keep in-

reasing in a dense spray and keep fluctuating in a dilute spray, 

hereas the D 10 values of the experiment keep fluctuating in a 

ense spray and keep increasing in a dilute spray. This opposite 

evelopment is considered to be a result of omitting the larger 

agrangian droplets artificially. Since D 10 is more affected by the 

ortion of small droplets, and the measured droplets in the ex- 

eriment tend to hold smaller diameter whereas the transformed 

roplets in the simulation may hold larger diameter, hence it is 

ifficult for the simulation to predict the D 10 values. Regarding the 

emperature development along with the axial direction, the di- 

ute spray is considered to have a good agreement with the exper- 

ment at different radial locations. Whereas, for the dense spray, 

ven good agreement can be observed at the center axis, it fails 

o capture the downstream temperatures especially for the outer 

ocations of r/D g = 0 . 6 . This is probably because of insufficiency of

he consideration of effect of liquid ligaments and irregular shaped 

bjects existing away from the center axis, as mentioned before. 

. Conclusions 

In this study, a numerical framework which is a one-way cou- 

ling between a VOF simulation and a combustion simulation was 

roposed, and the validity was investigated for the dense spray 

ames. Atomization was simulated by a detailed high-resolution 

OF simulation, in which both continuum gas and liquid phases 

ere strictly solved in a Eulerian framework, and the Eulerian 

omponents of the liquid droplets were transformed into the La- 

rangian droplets at a certain downstream cross-section, i.e., sam- 

ling cross-section, whose information was stored in the database. 

hen, the combustion process was solved by a LES/FPV adopting 

he pre-stored database of Lagrangian droplets (i.e., the position, 

ize, and velocity of each droplet) as the inlet boundary condi- 

ions. Computations were validated against measurement made in 

he Sydney Piloted Needle Spray Burner, which can generate both 

ilute and dense spray flames by varying the recess distance from 

he liquid fuel jet nozzle to the pilot outlet. 

Regarding the detailed high-resolution VOF simulation of liq- 

id fuel atomization, the volume flux of the droplets at the exit 

f the nozzle was observed to fluctuate both temporally and spa- 

ially, which meant that there exist periods of breakup and non- 

reakup during the atomization process. It was also found that the 

reakup period was in good agreement with an existing empiri- 

al correlation, and that, compared to the small droplets, larger 

roplets tended to be located away from the center axis. Mean- 

hile, in the database of the Lagrangian droplets for the LES/FPV of 

pray flames, the location of the sampling cross-section, sampling 

ime, and threshold value for a Eulerian–Lagrangian (E-L) trans- 

ormation were found to strongly affect the properties of the La- 

rangian droplets, and to be critical for the success of the use of 

he LES/FPV of present spray flames. 

By use of the optimal pre-stored droplets database, the re- 

ults of LES/FPV of two flame cases with different recess distances 

howed generally similar trends with the experiment in terms of 

he gas temperature and droplet size distributions. The spray flame 

ith a longer recess distance, which represents a dilute spray, was 

onsidered to have a longer and wider premixed core than that 
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ith a shorter recess distance representing a dense spray. This 

ehavior is believed to be due to the enhanced mixing between 

he evaporated fuel and oxidizer. For the dense spray flame, the 

iscrepancy in the gas temperature between the prediction and 

xperiment tended to become more evident, and when moving 

ownstream, the over-predictions were observed. This was consid- 

red to be attributed to the fact that for the LES/FPV of the dense

pray flame, the relatively large and non-spherical liquid compo- 

ents were regarded as the Lagrangian spherical droplets in the 

resent E-L transformation, and therefore, their further breakup 

nd influence on the turbulence development and flame evolution 

ere neglected. 

In summary, the numerical framework proposed in this study is 

apable of reproducing the spray atomization and the gas temper- 

ture distributions in dilute spray flames of Sydney Piloted Nee- 

le Burner with a relatively low computational cost and without 

ny atomization model or presumed initial droplet size distribu- 

ion. Some failures of gas temperature distributions in dense spray 

ames and droplet size distributions are discussed in detail which 

equires further investigations. The improvement of the E-L tagging 

ethod in generating droplet databases for relatively dense sprays 

erits future work. 
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ppendix A. Details of Chi square homogeneity check for 

roplet spatial distribution analysis 

The homogeneity analysis for droplet spatial distribution is dis- 

ussed in details. As mentioned in Section 4.2.2 , the angle θ in the 

adial plane and the droplet size can be used to analyze the droplet 

patial distribution. The space can be divided into four mathemat- 

cal quadrants, i.e., 0 ≤ θ < π/ 2 , π/ 2 ≤ θ < π , π ≤ θ < 3 π/ 2 , and

 π/ 2 ≤ θ < 2 π , to check the preference in different radial direc-

ions, and the droplet size can be divided into three clusters, i.e., 

–50 μm, 50–150 μm, and 150–300 μm to check the distance bias 

n a certain radial direction. The Chi-square homogeneity validation 

s a method generally used to analyze the data homogeneity in dif- 

erent clusters, and the data can be regarded as homogeneous if 

he accumulated value is satisfied. First, the degree of freedom for 

he Chi-square is calculated as df = ( row − 1) × ( col − 1) , where df

ndicates the degree of freedom, row is the number of rows, with 

hree droplet size clusters herein; col is the number of columns, 

.e., the 4 mathematical quadrants, as shown in Table 3 . There- 

ore, the degree of freedom is df = (3 − 1) × (4 − 1) = 6 . The crit-

cal value (with 95% confidence level) under a degree of freedom 

f 6 can be found to be 12.59 according to the statistics, which 

eans that if the total value of all cells is less than 12.59, then

he data can be confirmed to have a 95% possibility to ensure the 
18 
zimuthal homogeneity of the droplet distribution. The calculation 

lgorithm is very simple, which is briefly introduced. For the cell i 

n a certain row and column, there is a statistic F i by counting the 

umber of droplets which satisfy the conditions (i.e., droplet size 

nd angle), and thus a total value of the row or column can be 

alculated. Based on the statistic of cell i and total values of rows 

nd columns, the expected value of cell i could be calculated as E i .

hen, the total value of all cells, X 2 , of one database can be cal-

ulated as X 2 = 

∑ n 
i =1 ((E i − F i ) 

2 /E 2 
i 
) . By using this Chi-square ho-

ogeneity check, if the total value is less than the critical value 

f 12.59, it can be said that the droplets are homogeneously dis- 

ributed in the four mathematical quadrants ( 0 ≤ θ < π/ 2 , π/ 2 ≤
< π , π ≤ θ < 3 π/ 2 , and 3 π/ 2 ≤ θ < 2 π ) with smaller droplets

lose to the center axis and larger droplets away from the center 

xial such that the database can be considered to have no special 

references existing in a specific direction. 
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