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A method is developed for the approximate design of an optimal state regulator for 
a nonlinear system with quadratic performance index. The nonlinearity is taken to be a 
perturbation to the system. By making use of a power-series expansion in a small 
parameter, matrix equations are derived for the stepwise determination of a suboptimal 
feedback law. Given a polynomial nonlinearity of an arbitrary form, explicit solutions 
have been obtained for those matrix equations. A necessary and sufficient condition for 
the existence and uniqueness of the solution is also shown. Further, the performance 
analysis reveals the fact that the /-th order approximation in the feedback law results in 
the (2l+l)th order approximation to the optimal performance index. The method may 
effectively be used in a computer programmed computation. 

Introduction 

There have been numerous studies on the optimal feedback control of a linear 

dynamical system or on the optimal design of a linear regulator. On the other 

hand, however, relatively few works have been done on nonlinear regulator 

problems, because of the difficulty in determining the exact optimal feedback law. 

The purpose of this paper is to present a systematic procedure for constructing 

a suboptimal nonlinear state regulator. The system considered contains a small 

nonlinearity which is characterized by an analytic function of the state. For 

simplicity the performance index is assumed to be quadratic. We introduce a 

parameter e, called the perturbation parameter, which is associated with the 

nonlinearity. For a sufficiently small value of e, a desired feedback law may be 

expanded and sought in a power-series form in e. The generating solution is the 

unperturbed solution, which is usually obtainable by solving a Ricca ti type equation. 

Correction terms for improving the feedback law are determined in a stepwise 

manner by solving a sequence of linear matrix equations. Given a polynomial 

nonlinearity of any form, we have succeeded in obtaining definite solutions for 

those matrix equations. A necessary and sufficient condition for solvability is 
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clarified in the process of the solution. In particular, it is shown that the complete 

controllability of the unperturbed system suffices to generate a suboptimal feedback 

law up to any order in e. 

Furthermore, the examination of performance clarifies the fact that, if the 

feedback law is optimal up to the /-th order in e, the index of performance is 

minimized up to the (2/ + 1) th order. This is a generalization of the theorem given 

by Kokotovic and Cruz 1) for linear systems. 

Here some other related works should be mentioned. The method developed 

by Garrard et al. 2 , 3> is based on an approximate solution of the Hamilton-Jacobi 

equation, and its procedure is somewhat similar to the present one. However, since 

correction terms can not be determined uniquely, one is not able to obtain the 

best possible solution. Al'brekht4> has developed a kind of perturbation procedure 

for the stepwise construction of suboptimal law, but no definite way is presented for 

the calculation of higher order terms. Although the method of instantaneous 

linearization by Pearson~> gives the exact solution to the one-dimensional problem6 >, 

it is generally not effective for the high dimension system. 

The present method seems quite promising for the suboptimal design of a 

large class of nonlinear regulators. As the procedure is completely systematic and 

includes only linear calculations in the correcting steps, it could effectively be used 

in a computer programmed computation. It is also noted that the method offers 

an efficient way for suboptimal design of a class oflarge-scale systems7 >. 

Statement of the Problem 

Consider dynamical systems governed by the equation 

¾ = A(t) x+e f(x, t) +B(t) u ( l ) 

where x is the n-dimensional state vector, u the m-dimensional control vector; A 

and B are n X n- and n X m- matrices, respectively, continuous in t. The n-vector 

function.f(x, t), continuous int, is an analytic function in x satisfyingf(O, t)=O for 

any t. E is a small scalar parameter. Here and throughout the paper a dot 

over a quantity denotes differentiation with respect to time t. 

The problem is to find a feedback control law u(x, t) for which the quadratic 

index of performance 

l iT j(x, i-) = - [x'Q(t)x+u'R(t)u]dt 
2 T 

( 2 ) 

is minimized. In Eq. (2), Q is a symmetric positive semidefinite matrix and R 

is a symmetric positive definite matrix, both continuous in t. A prime denotes 
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transposition of a vector or a matrix. 

Determination of a Suboptimal Feedback Control 

It is well known that, for the unperturbed linear system, i.e., for the system 

( 1) with c =0, the optimal feedback control is given by8> 

( 3) 

where the matrix P is the solution of the Riccati equation 

j, = -PA-A'P+PEP-Q, P(T) = 0 ( 4) 

with 

( : symmetric) ( 5) 

It is easily observed that P is symmetric. 

Since generally the exact determination of the true optimal control law is 

impossible for nonlinear systems, the present aim is to obtain a suboptimal feedback 

control for the nonlinear system (1). For sufficiently small value of c, it may be 

reasonable to assume that the optimal feedback control be analytic in c for all 

t E [ i-, T]. Therefore we try to find a suboptimal control in a power-series form 

inc. 

The Hamiltonian of the problem is given by 

1 1 
H = -x'Qx+-u'Ru+p'(Ax+cf+Bu) 

2 2 
( 6) 

where p(x, t) is then-dimensional costate vector satisfying the differential equation 

p = - oH = -Qx-A'p-c( of)'p' 
ox ox 

p(x, T) = 0 ( 7 ) 

The matrix (of/ox) is defined in such a way that the (i,j)-element of (of/ox) is 

(of;/ox;)- Due to the minimum principle, a necessary condition for the 

optimality is that the Hamiltonian be minimum with respect to u. Hence the 

optimal control is given by 

( 8) 

Here we develop the costate vector p(x, t) into a power series with respect to 

( 9) 

Differentiation ofEq. (9) with respect tot and use ofEqs. (1) and (8) gives 
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p = Px+ ~ e"-g-+ P+ ~ e,._g_ (Ax+ef-Ep) • = a ct,) [ = a c")] 

k=l at k=l ax 
(10) 

Substituting Eqs. (9) and (10) into (7) and equating the coefficients of the like 

powers of e separately yields a sequence of equations: 

( 11-1) 

e": _g_+_g_sx+S'g(I,) = - - 'lt,-l) __ g __ f+ ~-g--EgCi) a (I,) a (I,) ( aJ) a (t,-1) k-1 a (11-i) 

at OX ax ax i=l ax 

(k = 2, 3, ···) (11-k) 

with the boundary condition gc"l(x, T)=O (k=l, 2, , .. ). Sis the matrix defined 

by 

S = A-EP (12) 

The zero-order equation is identical with Eq. (4). 

Successive solutions of Eqs. (11-k) with increasing k may determine the 

functions gc")(x, t). Though Eqs. (11) are linear in gC"), their solutions are difficult 

given a general form of the perturbation f. However, if f is a polynomial in 

x, gci.) are also polynomials in x and their coefficients are exactly determined 

under appropriate conditions. 

First we can easily establish the following theorem: 

Theorem 1 

If f(x, t) is a polynomial of the degree r in x, the coefficients being continuous 

int, gC"l(x,t) given by Eq. (11-k) is the polynomial of the degree k(r-1) + 1 inx whose 

coefficients are continuous in t. In particular, gC1l(x, t) is the polynomial of the 

same degree as f(x, t). 

Secondly we show important theorems to determine the polynomial gci.)(x, t). 

These theorems exhibit important features of the solution. 

Theorem 2 

The matrix (agc")Jax) given by Eq. (11-k) is symmetric, and consequently 

there exists a scalar function vc")(x, t) such that 

for tE [r, T] (13) 

for every k ~ I. The coefficients of the polynomial get,) are determined by solving 

Eq. (A. 24) of Theorem A in Appendix. 
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Proof 

Since the right side of Eq. (11-1) is integrable with respect to x, Eq. (11-1) is 

rewritten as 
a ct) a et) a 
_g_+_g_Sx+S'ge1

) = --(x'PJ) 
at ax ax 

(14-1) 

Equation ( 14-1) is of the form of Eq. ( A. 1) in Appendix. Due to Corollary Al, 

(agc1)/ax) is symmetric. Then the right side of Eq. (11-k) for k=2 is integrable 

with respect to x, and the equation is rewritten as 

agc
2

) + agc
2

) Sx+S'ge2J = ~[-f'ge1J+_!__ge1J'Ege1)] 
at ax ax 2 

This is again of the form of Eq. (A. 1), and consequently (agc2)/ax) is symmetric. 

Proceeding similarly, Eq. (11-k) is rewritten as 

--+--sx+S'ge,.) = - -f'ge,.-1)+- "i;,gm'Ege,.-i) age,.) age,.) a [ l •-1 ] 
at ax ax 2 i=l 

(14-k) 

and (age,.)/ax) is known to be symmetric for every k~3. 

When (agc,.)/ax) is symmetric, there exists a scalar function ve,.) satisfying 

Eq. (13) [refer to, e.g., Ref. 9, pp. 14-15]. Q. E. D. 

Theorem3 

If the unperturbed linear system is completely controllable and time-invariant, 

all the eigenvalues of S=A-BR-1B'P have negative real parts as t--oo. Then, 

for every k~l, ge,.)(x, t), the polynomial function in x, is uniformly asymptotically 

stable as t- - co, relative to the polynomial ge,.)(x) such that satisfies the equation: 

For k=l 

For k~2 

x'S'gC1) = -x'PJ ( 15-1) 

(15-k) 

The polynomial function ge,.)(x), satisfying Eq. (15-k), exists and 1s unique for 

every k ~ l. The coefficients of the polynomial can actually be calculated by 

solving the linear algebraic equation (A. 26) of Corollary A2 in Appendix. 

Theorem 3 can readily be proved due to Corollary A2. 

Since all the equations of (11) and (15) are linear in ge,.\ a direct consequence 

of the foregoing theorems is : 

Theorem4 
If f is an analytic function in x, gC,.)(x, t) or ge,.)(x) is uniquely determined 

under appropriate conditions. Iff is zero at x=O, so is g. 
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Now we have completed the procedure for calculating a suboptimal control. 

The solution of Eqs. ( 11) or Eqs. ( 15) up to the order l in e gives the suboptimal 

control of the l-th order. It is noted that the complete controllability of the 

unperturbed system suffices to yield a suboptimal control of an arbitrary order. 

Performance Evaluation 

In this section quality ofa suboptimal control law is examined. For simplicity 

we confine the attention to a completely controllable time-invariant system. As 

shown in TMorem 3, when T--+= a suboptimal feedback control is free of explicit 

dependence on t and is given by 

(16) 

Where g,,(x) is a suboptimal feedback function satisfying Eqs. (15) up to a certain 

order. 

The value of the performance index J resulting from the feedback control ofEq. 

(16) would be a function of x(,) and be written as 

J,, = _!__ f~ (x'Qx+u,,'Ru,,)dt = v,,[x(,)] 
2 JT 

(17) 

Evidently v,,(0) =0 if g,,(0) =0. Now the task is to examine the function v,,(x). 

Differentiation of Eq. ( 1 7) with respect to , and use of Eqs. (I) and ( 16) gives: 

(18) 

In Eq. (18) all the values are estimated at t=,. The subscript s is omitted here 

and throughout the following part of this section, but should be understood. 

We develop g and v into power series in e: 

~ 

g(x) = Px+ ~ e"g<"'(x) 
k=l 

(19) 

where the matrix P is the solution of 

PA+A'P-PEP+Q = 0 (20) 

Substitution of Eqs. (19) into (18) results in a sequence of equations: 

e
1 

: x' s'( 8;:') = -x' Pf (21-1) 

e": x'S' _v_ = -f' _v __ --::Egm'Eg<"-;'+~g<i)'E _v __ (
8 <"') (8 (l,-1)) I k-1 k-1 (8 (11-i)) 
8x 8x 2 ;=1 1=1 8x 

(k = 2, 3, ···) (21-k) 
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Then the following theorem is able to be established : 

Theorem 5 
If g(x) is the optimal one, i.e., if gC•)=g•c•i for every k~ 1, where g•c•) is the 

solution of Eq. ( 15-k), then J is given by 

(22) 

where v•c•i(x) is the scalar function satisfying 

for every k ~ I (23) 

Proof 

The theorem can be proved by induction. First comparison ofEq. (21-1) with 

Eq. (15-1) gives 

By virtue of Corollary A3 in Appendix, the above equation means that (8vC1l/8x) 

=g*c1i. Second we assume that (8veil/8x)=g*m holds for i=l,2, '",k-1. 

Then, by comparing Eq. (21-k) with (15-k), we have 

Further we have the following theorem of interest. 

Theorem 6 

If g(x) is optimal up to the order l in e, then 

( i) J is equal to J* up to the order 2!+ 1 in e. 

(ii) vc21+2i, the (2l+2)th term in the expansion of J, is given by 

Proof 

Q.E.D. 

(24) 

(i) Again the theorem is proved inductively. First, corresponding to l=O, 

assume that g(x)=Px. From Eqs. (15-1) and (21-1), it is readily observed that 
vCl) = v*Cl). 

Second, assume that, if gm=g*cil for i=l, 2, ... , l-1, vm=v*co for i=l, 2, 

···, 2[-1. Besides if gm=g*CIJ, comparison of Eq. (21-k) with (15-k) for k=2l 
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leads to x' S'[ ( avc2
1> /ox) -g*c21)] = 0. Due to Corollary A3, it implies that vc2n 

=v*c21). Further, examination of Eqs. (15-k) and (21-k) for k=2l+l leads 
to vc21+1)=v*c21+1)_ 

(ii) Comparison of Eq. (21-k) with (15-k) for k=2l+2 yields Eq. (24). 

Q.E.D. 

Remarks 
( i) Especially if gCl+l) is zero, vC2t+2) is given by 

x'S' _v ___ g*c21+2) = --g*C1+1)'Eg*c1+1) [
a c21

+2) ] 1 

ax 2 
(25) 

(ii) Theorem 6 applies also to a time-varying system with a finite T. 

Conclusion 

A systematic procedure has been developed for the suboptimal design of a 

nonlinear state regulator. When the nonlinearity is characterized by a polynomial 

function in the state, the definite way to de.termine a suboptimal feedback control 

is established by Theorems 1, 2 and Theorem A of Appendix. The stability property 

of the suboptimal feedback function is discussed in Theorem 3. Further Theorem 6 

clarifies the approximation property of the suboptimal policy. The content of 

Lemma in Appendix could be used to construct a desired polynomial function, e.g., 

desired Liapunov function. 

In a separate paper, the following topics will be discussed: 

1. Strongly nonlinear systems. 

2. Nonlinearity which is not represented by a finite sum of polynomials. 

3. Possibility of the exact optimal design for a class of nonlinear systems. 

Appendix 

Consider the vector-matrix equation 

~g(x, t)+[~g(x, t)]S(t)x+S'(t)g(x, t) = ~h(x, t) (A.I) 
at ax ax 

where xis the n-vector of the state, g(x, t) is an n-vector, S(t) is an n x n-matrix, and 

h(x, t) is a scalar. All g(x, t), S(t), and h(x, t) are assumed to be continuous int. 

The problem is to determine the function g given a polynomial h of the degree r+ 1 

in x. 

The polynomial function h(x, t) is written as: 
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n 

h(x, t) = ~ Hj1j2••-jr+1(t)Xj1Xj2" .. Xjr+1 
Ji•••••1r+1=-l 

(A.2) 

The coefficients Hj1j2 ... jr+1(t) are (r+l)-index quantities, each indexj1,j2, ··•,jr+i 

running from 1 to n. Values of H are assumed to be, without loss of generality, 

symmetric with respect to any pair of indices.* Hence we have (n+r) !/[(n-1) ! 

(r+ 1) !] different coefficients. In what follows, we use the summation convention 

that a twice repeated index is to be interpreted as a summation over that index 

from 1 ton. By using this convention Eq. (A. 2) is simply written as 

h(x, t) = Hj1j2,.,jr+t (t) Xj1Xj2 ·•·Xjr+t (A.3) 

The i-th component of 8h/8x, the gradient of h, is given by 

(A.4) 

From Eq. (A. 1) it easily follows that the i-th component of g is a polynomial of 

the degree r in x. Hence the i-th component of g may be written as 

where the coefficients G are symmetric with respect to the lower indices. Sub

stituting Eqs. (A. 4) and (A. 5) into (A. 1) leads to 

• i ' ,, 
[GJJ"".jr +rskjpkj2•··ir+skiGJ1 .. •jr-(r+ 1 )H,ft"••Jr] Xjl ··•Xjr = 0 

(i = 1, 2, ···, n) (A.6) 

Equations (A. 6) hold for arbitrary values of x if and only if the coefficients of 

XJ1XJ2 .. •XJr vanish for any combinations of the values of indices. Hence we have 

n(n+r-1) !/(n-1) ! r! simultaneous equations for ct•-ir: 

• i i i i 
c,1···i r +skfickfcir +skj2Gi1kf3···ir + .. • +skjrGi1•··ir-1k 

,, 
+Sk;GJJ"".jr-(r+I)H;h""·Jr = 0 (i,j1, ... ,jr = 1, 2, ···, n) (A.7) 

The following lemma is useful for the solution of Eqs. (A. 7) : 

Lemma 

Consider the nr algebraic equations for nr quantities Xjcjr: 

* Values of Hare said to be symmetric with respect to any pair of indices, or simply with respect 
to indices, if the values of H are invariant with any interchange of indices. For example, 

Hfi-i, i 2•k, i 3···ir+1 =Hfi-k, i 2-i.J3···ir+1· 
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where Ci/ and D;c·ir are given quantities. All the indices run from 1 ton. 

Equations (A.8) can be rewritten into the vector-matrix form: 

(;C"),(Y) = 7/(Y) (A.9) 

where 

(;C") = C'EBC'EB···EBC' (A.10) 

r 

C is the n X n-matrix such that the (i,j)-element is C0 ; ,c") and 7/C") are the n"

vectors of which them-th components are X;ci.- and D;
1 

••• ;,., respectively, m being 

± (j.-l)n"-•+1. The symbol EB denotes the Kronecker sum of matrices. 
i=l 

Before proving Lemma, the definitions and important properties of the Kronecker 

product and sum are briefly mentioned. 

Definition 

( i) Let A and B be n X n- and m X m- matrices, respectively. The nm X nm-matrix 

whose (p, q)-element is A0 B.,, p being m(i-1) +k and q being m(j-1) +l, is called 

the Kronecker product of A and B, and written A©B. 

(ii) The nm X nm-matrix A©Icm)+Jcn)©B, where /Ck) (k=m, n) is the k X k-identity 

matrix, is called the Kronecker sum of A and B, and written AEBB. 

Property 

( i) The eigenvalues of A©B are).;µ; (i= 1, 2, ... , n; j= 1, 2, ... , m), where l.; and 

µi are the eigenvalues of A and B, respectively. 

(ii) The eigenvalues of AEBB are J.;+µ;· 

For more details of the Kronecker product and sum, refer to Ref. 10, pp. 227-

231. 

Proof of Lemma 

Let us proceed inductively. First, for r=2, Eqs. (A.8) reduce to 

(A.I I) 

By introducing the matrices X and D whose (i, j)-elements are X;; and DiJ, re

spectively, Eqs. (A.11) are rewritten into 

C'X+XC= D (A.12) 

In terms of ,c2
) and 7Jc2

) as defined in Lemma, Eq. (A.12) is equivalent to [Ref. 10, 

p. 231] 
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(C'EBC') fl2) = r/2l (A.13) 

Secondly we show that Lemma is true for r+ 1 if it is true for r. For r+ 1, 

Eqs. (A.8) are written as 

[Ck;1Xkicir+1 +Ck;2X;1k-··i,-+ 1 + ··· +Ck;,.X;c;,._1kir+ 1] 

+ck;,.+1X;1 ••• ;,.k = Dii-··i,.+1 (A.14) 

The terms in the bracket are identical, for a fixed value ofj,.+1, with those on the 

left side of Eqs. (A.8). Hence, with use of e-cr+tJ and 7Jcr+i) Eqs. (A.14) are 

rewritten into 

Due to the foregoing Definition (ii), Eq. ( A.15) is equivalent to 

(A.15) 

(A.16) 

Q.E.D. 

Let T be a nonsingular n X n-matrix which diagonalizes the matrix C', i.e.,* 

TC'T- 1 = A or C' = r- 1AT (A.17) 

where 

A= diag (J.;) (A.18) 

J., are the eigenvalues of C' or equivalently of C. By defining the n,. X n,. -matrix 

U such that 

U = T©T©•··©T (A.19) 

r 

one is able to transform Eq. (A.9) into 

(A.20) 

where 

(A.21) 

As c;"C"J is uniquely given by Eq. (A.20) if and only if the matrix Mis nonsingular, 

the following corollaries are established: 

• For simplicity we assume that the diagonalization is possible. If C' has multiple eigenvalues and 
if C' can not be reduced to a diagonal form, we must consider a transformation into the Jordan 
canonical form. With a slight modification, Corollary LI applies also to the case of the Jordan 
form. 
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Corollary LI 

If and only if any sum of r eigenvalues of C, J.11+J.12+··•+J.11 U1,i2, '",ir 
= l, 2, ·~·, n), is not zero, ,<1

) is uniquely determined; (,<1 ))m, them-th component 

of ,<1 >, is given by 

W1 ))m = u;}M,}Ujl,(r/1)),. = u;}M,lU,,.(r/1
)),. (A.22) 

where UiJ and M,1 denote the (i,j)-elements of U and M, respectively. In terms 

of X and D of Eqs. (A.8), Eq. (A.22) is rewritten as 

T1)1 Tj)2 ... Ti,.t T,1,.1 T,21<2 ••. T,rl<rD,.1 ... ,.,. (A.23) 
x,c,,. = ;.. +;.. +··•+J.. 

11 •2 .,. 

where T,1 and T,l denote the (i,j)-elements of T and r-1, respectively. 

Corollary L2 

If, in particular, all the eigenvalues of C have negative real parts, XJc-J,. is 

uniquely given by Eq. (A.23). 

Corollary L3 

If DJc·J,. is symmetric with respect to the indices, XJci,. is also symmetric. 

Now we return to Eqs. (A. 7). By virtue of the foregoing Lemma, we can 

establish the following theorem. 

Theorem A 

Equations (A. 7) are rewritten into the vector-matrix form: 

t(t) +s<r+l)(t),(t) = 7J(t) (A.24) 

where scr+l) is the Kronecker sum of the r+ 1 identical matrices S'; e and 7/ are 

the n1
+

1-vectors such that the i-th components are cf; .. ,,. and H Joiclr respec-
,. 

tively, i being~ (j,.-1) n,._,.+ l. 
k=O 

The statement of Theorem A is a direct consequence of Lemma and could be 

understood without proof. As Eq. (A.24) is a linear equation of the simple form, 

the solution , could be obtained by using a conventional integration technique. 

The following corollaries summarize several facts of interest. 

Corollary Al 

The matrix (8g/8x) is symmetric. 

Proof 

Since the coefficients Hare considered to be, without any loss of generality, 

symmetric with respect to all the indices, the coefficients G are also symmetric 
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with respect to all the indices, including the upper and the lower ones. This is 

due to Corollary L3. It implies that (8g;/8x;)=(8g;/8x;) for any pair ofi andj. 

By virtue of symmetry of (8g/8x), Eq. (A. 1) is equivalent to 

~g(x, t)+~[x'S'g(x, t)-h(x, t)] = 0 
8t ax 

Corollary A2 

Q.E.D. 

(A.25) 

If S and r; are time-invariant, and if all the eigenvalues of S have negative 

real parts, e ( t) is uniformly asymptotically stable relative to e O as t-+ - 00 , where 

, 0 is the solution of the linear algebraic equation 

(A.26) 

Equation (A.26) is uniquely solvable under the given condition. 

Corollary A2 implies that, in Eq. (A. I) if S reduces to a stable constant matrix 

and h reduces to be free of explicit dependence on t as t-+ - oo, then the function 

g(x, t) is uniformly asymptotically stable as t-+ - oo, relative to the polynomial 

g0 (x) such that satisfies the equation: 

x'S'g0 (x) = h(x) 

The coefficients ct••ir of the polynomial g0(x) are given by Eq. (A.26). 

Corollary A3 

If the equation 

x'S'g = 0 or g'Sx = 0 

(A.27) 

(A.28) 

holds for any value of x with a stable S, and if ( 8g/8x) is known to be symmetric, 

then g is the identically zero vector. 
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