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Abstract 

In the problem of system parameters identification, most treatments made 
previously have assumed that the input to the system was free from noise. 
However, there would be many instances, where it would be more practical to 
assume the input to be accompanied with additive noise. Such a case is con
sidered in the present paper, and the asymptotic unbiased estimate is obtained 
under certain conditions. The extended matrix approach with the ordinary least 
square method is used for the estimation of the parameters of the systems and 
the noise filter. Order identification is also discussed for this system with input 
noise. An application of the obtained solution to a numerical example shows that 
it gives a satisfactory result, both in parameter identification and in order 
identification. 

1. Introduction 

In most of the studies on the system parameters identification, the input to 

the system is considered free from noise. However, it would be natural to as

sume that in many actual problems, the system input is also contaminated with 

measurement noise. If the input is accompanied with noise, then it is found that 

the input and the equation error become correlated. Therefore, the assumptionn 

made generally in the estimation of system parameters, that the input and the 

equation error are uncorrelated, no longer holds true. 

In the present paper, the general situation in which the input and the out

put are both contaminated with noise will be discussed by the ordinary least 

square (OLS) approach. It is shown that, due to the correlation between the 

input and the equation error, the estimation of the parameters will be made 
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only with a bias, unless an additional requirement is fulfilled. In section 4, one 

such requirement is shown to be that the first parameter of the numerator of the 

system pulse transfer function (ho by notation) should be known without error. 

In section 5, the above requirement, (which may not always be satisfied in 

actual problems) is replaced by another, more practical, condition that the noise 

covariance should be known a priori. With the knowledge of the noise covariance, 

it is shown that the estimate of the bias can be calculated if a certain scalar 

quantity is non-zero. This will be discussed in the lemma given in section 5. 

Then in section 6, the determination of the order of the system will be 

discussed for the system considered here, in which the input noise is present. 

The order of both the system and the noise filter, can be determined, by evaluating 

the loss function for a number of trial orders. 

Finally, a numerical example is considered to illustrate the result obtained 

in the present paper. It is found that the parameters of both the system and 

the noise filter can be estimated with a fair accuracy, and the order can be 

determined clearly by the behaviour of the loss function. 

2. Problem Formulation 

Let x(k) and r(k) be the exact output and input signals at the discrete time 

k respectively, and the system equation be given by 

x(k) =(B(z-1)/A(z-1)Jr(k) 

where B(z-I) and A(z-1) are defined by 

q 

B(z-t) =ho+~ h1z-1, 
i=l 

and 

q 

(2.1) 

(2. 2a) 

A(z-l)=l+~a;z-1 (2.2b) 
i-1 

h;'s and a;'s in the above equations are the system parameters. In the present 

paper, both the output and the input are assumed to accompany additive noise, 

as 

y(k) =x(k) +n(k) 

u(k) =r(k) +v(k) 
(2.3) 

where n(k) and v(k) are the noises with respective characteristics and uncor

related with r(k). The generalized model of this system is shown by the diagram 

in Fig. 1. Here, a vector notation will be used for the input and output data for 
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System 
r----------- ---1 
, .---------~ 1 + n (k) 
I I 

_r _Ck_,l--~-----+: ... B(z -1 ) / A ( 2 -1 ) 1---r-i _+ __ XJ"'----.---
: l X ( k) J y (k) 

+ 
+ 

V (k) 

I~------': 
L---------------1 

u (k) 

Model ,----------------------------7 
I I 

_j. s*cz-1 ) - + A*(z-1 ) !-+-
1 I 

'~--~ ~------I : _______________ -i(~ __________ J 

Fig. 1. The system and its generalized model. 

the number of samples K 

ur ~Cu(k), u(k-l), •··, u(k+K-l)J 

J'T~(y(k), y(k-1), ···, y(k+K-l)J 

Similar definitions will be given to the noise vectors fl and '!}. If Qq(U, y) 1s 

defined as 

l~(k), ·····················, ~(k-q), fCk-1), ··················, [Ck-q)l 
SJq(u,y)~: : : : 

u(k+K-1), ···, u(k+K-q-1), y(k+K-2), ···, y(k+K-q-1) 

and (j is the vector of the parameters to be identified, 

f)T~Cbo, b1, ···, bq, -a1, ···, -aqJ 

then eq. (2.1) can be written 

where the vector g is given by 

In the above, g is the vector with K elements of 

e(k) =A(z-1)n(k)-B(z-1)v(k) 

(2. 4) 

(2. 5) 

(2. 6) 

(2. 7) 

(2. 8) 

and SJq (v, n) is the same as eq. (2.4), with the argument replaced by v and n. 
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Now, the problem of our concern is to find the estimate of the parameter Q 

of the system (2.1) and (2.2), given the data of input and output with noise as 

given by (2.3). That the input also accompanies the noise y is the new assumption 

made in the present paper. Because of this, the ordinary least square method, 

OLS, will lead only to a biased estimate of the parameters even though the 

equation error, e(k), is whitet. In the following sections it will be shown that 

this is the case, unless a certain restrictive condition is satisfied. 

3. Biased Least Square Estimate 

Let g be the estimate of the equation error g obtained by the estimated 

parameter & 
f=J-(!Jq(U, y)J& 

The error function V will be difined by 

V .6.l___(ATAJ = K g c 

(3.1) 

(3.2) 

Minimizing the loss function with respect to the estimate & (OLS) 4l, we have 

&=C!JqT(u, y)Qq(u, y)J-1QqT(u, Y)J 

Using eqs. (2.6) and (2. 7) in the above, we have 

(3.3) 

(3. 4) 

The second term in the above equation is the bias of the estimate of the parameter 

vector. Taking the probability limit of eq. (3.4) as K➔ oo, we have 

plim&=Q-[plim QqT(u, ykQq(U, y) ]-
1 

K-oo K--too 

(3.5) 

For simplicity, we will drop the notation of K➔oo of eq. (3.5) in later descriptions. 

The above equation may be written as 

'Pnv_(O) 

'Pn:(q) 
········· J 
'Pnn. (1) 

'Pnn°(q) 

(3.6) 

t As is well known, if e(k) is white and v(k)=O, the OLS method will lead to an asymp
totically unbiased estimate of the parameters3, 4). 
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where 

(3.7) 

which is a nonsingular matrix for K>2q+l6l 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

Suppose we assume that the noises n and v are generated from the zero mean 

stationary white sequences w1(k) and w2(k) by the equations 

and 

w2(k) =B(z-1)v(k) 

and that !Yi and w2 have the following property: 

E(W1!Y1TJ =<1121 

ECw2w2rJ =a22I 

ECw1W2TJ =ail 

(3.12a) 

(3.12b) 

(3.13) 

where EC• J denotes the expectation sign, and I is the identity matrix. Let us 
define w(k) as 

Then, we have 

w(k) =n(k) + f, a;n(k-i)- !b0v(k) + :f: b1v(k-i)l (3.14) 
i-1 i-1 
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Now, multiplying the above equation successively by n(k-1), ···, n(k-q), v(k), 

... , v(k-q), taking the expectation, and arranging the resulting equations in 

matrix form, we get 

'Pnv_(O) 

[~~~ .. i-~~-~] (j = ?.~~:~~:. 
QvnTl Qnn 'Pnn. (1) 

g 
0 

0 

In deriving the above, we used the following property : 

E(w(k)n(k-i))= O 

E(w(k)v(k-i)J={; 

for i=l, ... , q 

for i=l, ... , q 

for i=O 

(3. 15) 

(3. 16) 

where g is a non-zero scalar, indicating the correlation of w(k) and v(k). 

Equations (3.16) hold true because n(k) and v(k) are dependent only on the 

past values of w(k). Substituting eq. (3.15) into (3.6), we havet 

(3. 17) 

Since g is not zero as is clear from eq. (3.16), the estimate is asymptotically 

biased, although the equation error is assumed white. 

Comparing eq. (3.12) with (2.8), we see that e(k) =w(k), and is therefore 

white. 

4. Unbiased Estimation Assuming b0 Known 

In this section, it will be shown that if the parameter b0 of (j is assumed 

known a priori, then it is possible to obtain an unbiased estimate of all the other 

parameters. The generalized model includiPg filters for the noise, which satisfies 

t The non-random vector f is the plim of J(.:) for .:-'>oo, i.e., 

plimJ(.:)=f 
if 

lim P !IJ(.:) -rl>e) l =0 for each e>O 

This implies 
limE!J(.:)I =f 
,-oo 
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the assumptions given in the sequel will be discussed. 

Asymptotically unbiased estimation 

Let us now consider a matrix equation obtained by dropping the first row 

of eq. (3.15), and rearranging it as follows: 

'Puu(0), •··, 'Puu(q-1) ( 'Pnu(0), ••·, 'Pnu(q-1) 

J.~~~-:·~·;·:·· ... :·¢I. (0) I L~-~~-~-~;-:·:·.-:·.--¢l. (0) 

bo+ ······························!······························ 
¢nu(0), ···, 'Pnv(q-1) \ 
: ····· : : . . . 

Jn.(q-1) •. ::·:·¢,L(o) l 
Defining the vector g as 

and(}' as 

Similarly 

Q/(u, y) @CU': YJ 

where 

[

~(k-1), •·················, u:(k-q)l 

U'@ : : 
u(k+K-2), ···, u(k+K _:_q-1) 

Then, eq. (2.6) is written 

g=SJ/(u, y)(}' +g 

Defining 

Q' ~ 1· [ Q/T(u, y)Q/(u, y) ·] 
=P 1m K 

we may write eq. (3.6) as follows: 

¢ •• (0), ···, ¢ •• (q-1) 
: ······ : : ···-... : 

, ¢ •• (q-1), .:·::··¢~.(O) 
lim E((}'J=(}' -Ql-1[ .......................... . 

¢nv(0), •··, ¢nv(q-l) 
: ----... : . ··-... . 

eflnv (q- l;·:··::·.-:·¢~u (0) 

b1 ¢n.(l) 

: : 
6q ¢n."(q) 

= ......... 
-a1 ¢nn (1) 

: 
-aq ¢n~(q) 

(4.1) 

(4. 2) 

(4. 3) 

(4. 4) 

(4. 5) 

(4. 6) 

(4. 7) 
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'Pnv (l) 'Pvv (1) 

: : 
'Pn."(q) 'Pvv (q) 

x(!'- +bo J (4.8) 
'Pnn(l) 'Pnv(l) 

: : 

'Pnn (q) 'Pn."(q) 

But, the second term in the above equation vanishes if we substitute eq. (4.1). 

Thus 

lim EC&'J = (!' (4. 9) 

which means that (!' is an asymptotically unbiased estimate. 

It is thus made clear that, if the equation error is white and if the parameter 

b0 is known a priori, then we can obtain an asymptotic and an unbiased estimate 

of all the other parameters by OLS. 

Generalized model 

The white equation error arises if the noise given to the system is considered 

to be produced by a filter to which white noise is given as input3, 4>. It will be 

shown now that such an extended model will be the case discussed in the above. 

Fig. 2 shows the block diagram of this extended model. 

1 
~ 

1 
~ 

r (k) 

System 
,------------r 
I I + 
I I + 
, B(z-1)/A(zLl) t-t-' -~-~-
1 I X (k) y k) 
: _'-_-_-_-_-_-_-_-_-_-_--'_J 

u (k) 
Model ,-----------------------, 

'~-~ ~-~1 
I + I 
: B*(z-1)r--~--ixi----~A*cz-1) 

1 
I '-----' .___ _ __, I 
'----------- ___________ J 

e(k) 
Fig. 2. System model and noise filter. 

From the figure, we see that the following equations hold 
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1 ccz-1) 
v(k) = B(z-l) D(z-l) w2 (k) (4.10) 

We will consider what is called the moving average and auto-regressive model 

for the noise filter. Thus 

C(z-1) =1+ :± c1z-i 
i-1 

(4.11) 
8 

D(z-1) =1+ ~ d1z-i 
i-1 

Here, s is the order, c/s and bi's are the noise filter parameters. Then, e(k)t 

is given by 

e(k) =A(z-1)n(k)-B(z-1)v(k) 

writing in vector form as eq. (2.6), we have 

where 

C(z-1) 

D(z-1) w(k) (4.12) 

(4.13) 

[

~(k-1), •·················, w(k.-s)] 
W@ \ ) 

w(k+K-2), ···, w(k+K-s·-1) 

Substituting eq. (4.13) into eq. (4.6), we may write 

g=Jdq(U, y, W, e)[ +W 

where 

and 

F@Cl!T, -qT, ,r, -<Jn 

The estimate f is obtained by minimizing 

where 

t For the generalized model, the equation error is defined as w(k). 

(4.14) 

(4.15) 

(4.16) 

(4.17) 
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We have 

(4.18) 

This estimate is based on the assumptions mentioned earlier, namely that the 

equation error w(k) is stationary white and b0 is known a priori. It is seen 

from eq. (4.18) that it is asymptotically unbiased, i.e., 

limEcfJ=! ( 4.19) 

5. Unbiased Estimation of All the Parameters 

The case in which a particular parameter, b0 , is known exactly, may not 

always be practical. If b0 is assumed unknown like other parameters, it is still 

possible to make an unbiased estimatation with an alternative assumption, that 

is, the covariance matrix of the noise is known. 

We first obtain the unbiased estimate of b0 with the above assumption, and 

then use this estimate in the calculation of other parameters according to section 

4. 

Estimation of b0 

The condition that b0 minimizes the loss function (4.16) is 

oV'(bo) 
0 

which leads to 

bo=CuruJ-icuri-urQq(u, y, w, e)fJ 

Now, eq. (4.18) becomes 

f =(QqT(u, y, w, e)Qq(U, y, w, e)J-1QqT(u, y, w, e)g 

where 

U~,Y-bou 

Substituting f from eq. (5.2) into eq. (5.1), we have 

bo = curQ2u J-1curQ2,Y J 

where 

and 

(5.1) 

(5.2) 

(5.3) 

(5.4) 

(5.5) 

(5.6) 
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Here, the arguments of Q were dropped for simplicity. From eq. (5.4), it is seen 

that (yTQ2y) has to be non-zero, in order for b0 to exist. The necessary and 

sufficient condition for (yTQ2y) to be non-zero will be obtained in the following 

lemma. 

Lemma 

The scalar, h=yTCf -Q1)y=yTQ2y, is greater than zero if and only if 

1) K>2(q+s) 

2) The control sequence \u(i) l is not all zero for i = 1, •··, K. 

Proof 

In the equation 

(5. 7) 

The matrix Q1 is idempotent0 , i.e., Q1
2 =Q1• Therefore, the above equation may 

be written as 

(5.8) 

where 

(5.9) 

and 

(5. 10) 

Transforming the matrix Q1 into the diagonal form Q1* by means of the non

singular matrix T, we have 

(5. 11) 

Since the matrix Q1 is idempotent, it can be shown that its eigenvalues are either 

0 or lt. Therefore, Q1* takes the form 

Q1*=diag (1, 1, ···, 1, 0, ···, 0) (5.12) 

where the number of l's in the above equation equals the rank of the matrix 

Q1, i.e., 

for K>,2(q+s)6l (5. 13) 

Let us define the vactor y* as 

(5.14) 

t See appendix. 
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To prove the sufficiency of the lemma, let K>2(q+s), then the i th element of 

the vactor (Q1*tt*J is given by 

CQ * *J -{u(i)* l,;;J<:2(q+s) 
1 U i-

- O 2(q+s)<i<K 
(5.15) 

where u(i)* is the i th element of y*. Since Tis nonsingular, then for the control 

sequence not all zero we have from eq. (5.14) 

for some i = 2 ( q + s), .. •, K 

Comparing eq. (5.15) with (5.16), we see that 

(5.16) 

(5.17) 

Substituting for Q1* from eq. (5.11), and using eqs. (5.10) and (5.14), we have 

(5.18) 

and therefore 

(5. 19) 

This completes the sufficiency proof as is clear from eq. (5.8). 

In order to prove the necessity of the lemma, let 

K =2(q+s)t 

Then, we may write 

(5. 20) 

which simply means 

(5.21) 

which in turn means that h=O, and this proves the necessity of the first condition. 

Let u(i)=O, i=l,- .. ,K, then, eq. (5.14) is gives as 

(5.22) 

and consequently 

which again means that h=O. This shows the necessity of the second condition. 

Asymptoticity of bo 

Substituting the value of 1 from eq. (4.2) into eq. (5.1) and using (4.15), we 

may write 

t It is clear from eq. (5.6) that K cannot be smaller than 2(q +s). 
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bo=bo+(yTyJ-1yT(g,+Q(r-f) J 

Defining '1b0 ~b0 -b0 , eq. (5.2) may be written 

f =!-'1bo(!JTQJ-1QTy 

Substibuting eq. (5.23) into eq. (5.22) and rearranging, we obtain 

'1bo = (yTQzyJ-IyTg, 

(5.22) 

(5.23) 

(5.24) 

Taking the probability limit as K-=, we get the following, since g,1 and g,2 are 

both assumed uncorrelated with the input r 

(5.25) 

where 

But v(k) is related to w2(k) by 

(5.26) 

or 

(5.27) 

where 1:(k- l) contains terms depending only on the previous values of w2 (k) and 

v (k). Since w2 (k) is assumed white, we can write 

1 
E(v(k)w2(k) J =boECw2(k)w2(k) J+E(w2(k)f (k- l) J 

1 
=boECw2(k)w2(k) J (5.28) 

Since the noise has been assumed to be stationary, eq. (5. 25) is written ast 

(5. 29) 

Considering the general case of correlating noise, we assume 

(5. 30) 

where 1J is a real number. Using eqs. (5.28) and (5.30), we may write eq. 

(5.29) as 

(5.31) 

t See footnote of page 189. 
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where a2
2, is the variaince of w2 (k). 

Substituting eq. (5. 30) into eq. (5.22), we finally get 

(5.32) 

where 

t:,. (11-l)a22 
Q2= Q1 

and the limit sign is omitted. Summing up, we can get an asymptotically 

unbiased estimate for the parameter b0 by first estimating the biased value from 

eq. (5.4), and then by using eq. (5.32). 

6. Order Identification of the System 

The equation error as estimated from eq. ( 4.17), based on a model of order 

p, is written as 

The loss function, eq. ( 4.16), can be written as 

1 V'=-cmr+wTJ(m+wJ K - - - -

(6.1) 

(6. 2) 

for K-H>O, and since the estimator (4.18) is shown to be asymptotically unbiased, 

it can be shown that the following holds true 2' : 

[

=l=ai 

plim (at]= =ai 
=at 
=0 

for P<q, i=l,···,P 
for P=q, i=l, ···, p 

i=l, ···, q 
P>q,. 

z=q+l,···,P 

(6.3) 

and similar relations also hold for the other parameters fl, r; and <J. It can be 

shown that V' is written2l 

for p;;,q 
(6.4) 

for P<q 

In the same way as for the model without input noisez', the order identification 

of the system with input noise can be detected by plotting eq. (6.4). For P<q, 
the variation of the function V' will be relatively large until P=q. For p;;,q, 
the plot will be more or less constant and we can see the change from the plot 
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of the V' function. The same argument can be used also for determining the 

noise model order. 

7. Example 

For the sake of comparison, the authors chose the same process as used by 

Astriim2, 7l, only with a non-zero value for b0• The process dynamics is given by 

and the noise filter is 

1+0.2z-1 

l-0.6z-1 

Signals r(k), w1 (k) and w2 (k) are taken to be zero mean white Gaussian sequences 

with variances 1.0, 0.2 and 0.1, respectively. The calculation was carried out 

for the case of w1 (k) and w2 (k) are mutually independent, and for the case where 

tney are dependent with w2 (k) = 0.5w1 (k). 

In the correlated case, the parameters were estimated first by assuming b0 

known, and then assuming b0 unknown along with other parameters. A total of 

1,500 samples was made available for the calculation. 

8. Results and Conclusion 

The OLS method is used for the identification of parameters of discrete 

systems, in which not only the output but also the input are contaminated with 

Number of iterations 

Fig. 3. Parameter estimation with w1 (k) and w2 (k) uncorrelated, b0 known. 
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additive noise. 

First, it was found that if the equation error is white and !f the first parameter 

of the numerator of the system, b0, is known a priori, then it is possible to 

estimate the other parameters asymptotically without bias. Fig. 3 shows the 

result of applying the method to the illustrative example for the case of uncor

related input and output measurement noises. It shows satisfactory identification 

precess, already giving a good estimation for about 300 samples. Fig. 4 shows 

the same for the case of correlated input and output measurement noises, also 

with good performance. 

Secondly, it was shown that, instead of the perfect knowledge of b0, the 

0 200 400 600 800 1000 1200 1400 
Number of iterations 

Fig. 4. Parameter estimation with w1 (k) and w2 (k) correlated, b0 known. 

-0 
i-o.a 

)( I( I( 

·d 

-"'--....."'-"-"-lf.-__..,!f--,11'-,r-..,Jf-lf4-...,_.•_bo 

~ -,{· ... 
o 200,.----"'---c4~00=--~60~0~'----=a~o=o- L7o60 L7200 1400 

Number of Iterations 

Fig. 5. Estimation of all the parameters with w1 (k) and w 2 (k) correlated, b0 unknown. 
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assumption of the knowledge of the noise covariance matrix can lead to the 

asymptotic estimation of all the parameters including ho without bias. Fig. 5 

presents the result of estimation for this case. Excepting ho, the other parameters 

show a reasonably fast convergence to the true values. It is seen that the 

estimation of ho takes more samples than others. The reason for such a behaviour 

can not be determined from this example alone, further investigation in the future 

is intended. Order identification for the problem considered in this paper, namely 

the system where input also accompanies noise, was tried for various values of 

noise order. 

It is found that if s is assumed greater than zero, the system order is correctly 

identified to be 2, as illustrated in Fig. 6. If, however, s is taken to be zero, 

the determination of the system order is questionable. 

Having determined the system order, the loss function was plotted against 

various values of the order s, as shown in Fig. 7. It is found that for the right 

order of the system, which is 2, the value of s is clearly identified as unity as 

seen in Fig. 7, and it is the correct order of the filter for the noise. 

l 
f 3 ! ~ 

'> '> 
8' 01 

0 
...J ...J 

0.1~ \ 

0.05L=-

0·031 2 3 4 
p 

s: Noise Model 
Order 

1 p: System Model 
Order 

01 
0 
...J 

Fig. 6. Determination of the order of the 
system. 

Appendix 

0.2 

_t 
> 
"' System Model Order p•2 
0 
...J 

0.1 

0.05 

0.030 
2 3 

Noise Model Order s 
Fig. 7. Determination of the noise 

order. 

Let the i th eigen value of Q1 be denoted by l 1, and the corresponding eigen 

vector by .!!t, then 
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Qllli=AtJlt (A. I) 

Since the matrix Q1 is idempotent, we have 

(A.2) 

therefore 

(A.3) 

Comparing eq. (A.I) with eq. (A.3), we see that 

The above equation is satisfied only for ).1=0 or 1. 
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