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#### Abstract

We consider the $H_{\infty}$-wellposedness of the Cauchy problem for the operator: $$
\frac{\partial}{\partial t} u(t, x)+\frac{i}{2} \Delta u(t, x)+\sum_{k=1}^{n} a_{k}(x) \frac{\partial}{\partial x_{k}} u(t, x)+b(x) u(t, x)=f(t, x)
$$ when an initial value on the plane $t=0$. We show some sufficient conditions on the imaginary parts of the coefficients $a_{k}(x)$ for the wellposedness.


## I. Introduction

Let $L$ be the Schrödinger type operator given by

$$
\begin{equation*}
L u(t, x)=\frac{\partial}{\partial t} u(t, x)+\frac{i}{2} \Delta u(t, x)+\sum_{k=1}^{n} a_{k}(x) \frac{\partial}{\partial x_{k}} u(t, x)+b(x) u(t, x) \tag{L}
\end{equation*}
$$

where $\Delta$ is Laplacian, that is, $\Delta u(t, x)=\sum_{k=1}^{n} \frac{\partial^{2}}{\partial x_{k}^{2}} u(t, x)$ and the coefficients $a_{k}(x)$ and $b(x)$ belong to the space $B^{\infty}\left(R^{n}\right)$ consisting of all smooth functions on $R^{n}$ which are bounded with their derivatives of any order.

Let $T$ be an arbitarily fixed positive number. We consider the Cauchy problem for $L$ : for the given $g(x) \in H_{\infty}$ and $f(t, x) \in C\left([0, T], H_{\infty}\right)$ find a solution $u(t, x) \in C^{1}\left([0, T], H_{\infty}\right)$ of

$$
\begin{cases}L u(t, x)=f(t, x) & \text { on }[0, T] \times R^{n}  \tag{C}\\ u(0, x)=g(x) & \text { on } R^{n} .\end{cases}
$$ Japan

Here $H_{\infty}=\bigcap_{k=0}^{\infty} H_{(k)}\left(R^{n}\right)$ where $H_{(k)}\left(R^{n}\right)$ is the space of all $u(x) \in L^{2}\left(R^{n}\right)$ such that $\frac{\partial^{\alpha}}{\partial x^{\alpha}} u(x) \in L^{2}\left(R^{n}\right)$ when $|\alpha| \leq k$ with a norm $\|u(x)\|_{k}^{2}=\sum_{|\alpha| \leq k}\left\|\frac{\partial^{\alpha}}{\partial x^{\alpha}} u(x)\right\| \mathcal{L}^{2}$ and $C\left([0, T], H_{\infty}\right)$ is the space of all $H_{\infty}$-valued continuous functions on [0,T]. Here we use the following notations: $\alpha=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right),|\alpha|=\sum_{k=1, \ldots, n} \alpha_{k}$ and $\frac{\partial^{\alpha}}{\partial x^{\alpha}}=$ $\frac{\partial^{\alpha_{1}+\cdots+\alpha_{n}}}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{n}^{\alpha_{n}}}$.

We say that the problem (C) is $H_{\infty}$-wellposed if for any $f(t, x)$ and $g(x)$ there exists one and only one solution $u(t, x)$ that is an $H_{\infty}$-valued $C^{1}$ function on $[0, T]$. Thanks to Banach's closed graph theorem the wellposedness implies that the mapping $H_{\infty} \times C\left([0, T], H_{\infty}\right) \ni(g(x), f(t, x)) \mapsto u(t, x) \in C^{1}\left([0, T], H_{\infty}\right)$ is continuous. $H_{(k)^{-}}$and $S$-wellposedness are defined similarly.
W. Ichinose [3] shows the following necessary condition for the $H_{\infty}$-wellposedness (see also J. Takeuchi [6]): there exists a constant $K$ such that for any $x$ and $\xi \in R^{n}$ we have

$$
\begin{equation*}
\left|\int_{0}^{1} \sum_{k=1}^{n} a k(x+\xi t) \xi_{k} d t\right| \leq K \log (|\xi|+2) \tag{N}
\end{equation*}
$$

where $a_{k}(x)$ is the imginary part of $a_{k}(x)$ and its real part is denoted by $a_{k}^{R}(x)$.

We suppose that 1 -form $\sum_{k=1}^{n} a_{k}^{I}(x) d x_{k}$ is closed, that is to say,

$$
\begin{equation*}
\frac{\partial}{\partial x_{k}} a I(x)-\frac{\partial}{\partial x_{l}} a l(x)=0 \tag{1.1}
\end{equation*}
$$

for any $k, l=1,2, \cdots n$. Then the function on $R^{n}$ defined by

$$
\begin{equation*}
\mathrm{F}(\mathrm{x})=\sum_{k=1}^{n} \int_{0}^{1} a k(t x) x_{k} d t \tag{1.2}
\end{equation*}
$$

satisfies $\frac{\partial}{\partial x_{k}} F(x)=a k(x)$. If ( N ) is satisfied, we have

$$
\begin{equation*}
|F(x)-F(y)| \leq K \log (|\mathrm{x}-\mathrm{y}|+2) . \tag{1.3}
\end{equation*}
$$

Since $\frac{\partial}{\partial x_{k}} F(x)=a k(x) \in B^{\infty}\left(R^{n}\right)$, (1.3) implies that the multiplication by $e^{\frac{1}{2} F(x)}$
is an isomorphism in Schwartz space $S$ (see [2] or [5] for the definition of Schwartz space).

On the other hand we define the operator $\tilde{L}$ by

$$
\begin{aligned}
\tilde{L} & =e^{\frac{1}{}+(x)} L e^{-\frac{1}{2} F(x)} \\
& =\frac{\partial}{\partial t} u(t, x)+\frac{i}{2} \Delta u(t, x)+\sum_{k=1}^{n} a_{k}^{R}(x) \frac{\partial}{\partial x_{k}} u(t, x)+\tilde{b}(x) u(t, x)
\end{aligned}
$$

with $\tilde{b}(x) \in B^{\infty}$. Then, because the coefficients $a_{k}^{R}(x)$ of $\frac{\partial}{\partial x_{k}} u(t, x)$ are real-valued, the Cauchy problem for $\tilde{L}$

$$
\begin{cases}\tilde{L u}(t, x)=h(t, x) & \text { on }\left([0, T] \times R^{n}\right)  \tag{C}\\ u(t, x)=k(x) & \text { on } R^{n}\end{cases}
$$

is S-wellposed and $H_{(l)}$-wellposed for any $l$. (See for example R. Dautray and J. L. Lions [1] for $H_{(l)}$-wellposedness and M. Tsutsumi [8, Lemma 3.1] or Appendix of this article for $S$-wellposedness.)

Hence we see that under (N) and (1.1) the Cauchy problem (C) is $S$-wellposed. In this article we show

Theorem. If the conditions ( N ) and (1.1) are satisfied, the Cauchy problem (C) is $H_{\infty}$-wellposed.

We prove the Theorem in the next section. The idea of proof is identical to that of S. Tarama [7]. For any function of $R^{n}, \int f(x) d x$ means $\int_{R^{n}} f(x) d x$. We denote by $C$ or $C *$ suffixed by some letter * an arbitary constant which may be different line by line.
2. Proof of Theorem. In the following we assume that ( N ) and (1.1) are satisfied.

First of all, we decompose the data $g(x)$ and the right hand side of the equation $f(t, x)$ to the sum of functions in $S$ or in $C([0, T], S)$ in the following way. We choose $\phi(x) \in C^{\infty}\left(R^{n}\right)$ satisfying $\phi(x) \geq 0, \phi(x)=0$ for $|x| \geq 1$ and $\int \phi(x) d x=1$. Then we have

$$
g(x)=\int \phi(x-y) g(x) d y
$$

and

$$
f(t, x)=\int \phi(x-y) f(t, x) d y
$$

Since $g(x) \in H_{\infty}\left[r e s p . f(t, x) \in C\left([0, T], H_{\infty}\right)\right]$ and $\phi(x-y)$ vanishes for $|x-y| \geq 1$, we see that $\phi(x-y) g(x) \in S[$ resp. $\phi(x-y) f(t, x) \in C([0, T], S)]$ and $\phi(x-y) g(x)[$ resp. $\phi(x-y) f(t, x)]$ is an $S$-valued [resp. $C([0, T], S)$-valued] continuous function of $y \in R^{n}$.

Since the problem (C) is $S$-wellposed under conditions ( N ) and (1.1), we have a solution $u_{y}(t, x) \in C^{1}([0, T], S)$ of

$$
\begin{cases}L u_{y}(t, x)=\phi(x-y) f(t, x) & \text { on }\left([0, T] \times R^{n}\right)  \tag{y}\\ u(0, x)=\phi(x-y) g(x) & \text { on } R^{n}\end{cases}
$$

The $S$-wellposedness implies that $u_{y}(t, x)$ is a $C^{1}([0, T], S)$-valued continuous function of $y \in R^{n}$.

We will show that the function $u(t, x)$ defined by

$$
u(t, x)=\int u_{y}(t, x) d y
$$

is a solution of the problem (C).
First we remark that, for any integer $l \geq 0$,

$$
\begin{equation*}
C^{-1}\|g(\cdot)\|^{2} \leq \int\|\phi(\cdot-y) g(\cdot)\|_{i}^{2} d y \leq C\|g(\cdot)\|_{i}^{2} \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
C^{-1} \int_{0}^{t}\|f(s, \cdot)\|^{2} d s \leq \iint_{0}^{t}\|\phi(\cdot-y) f(s, \cdot)\|_{i}^{2} d s d y \leq C \int_{0}^{t}\|f(s, \cdot)\|_{2}^{2} d s \tag{2.2}
\end{equation*}
$$

Indeed, noting $\int \phi(x-y) d y=1$, we have

$$
\begin{aligned}
\|g(\cdot)\|_{L^{2}}^{2} & =\int\left(\int \phi(x-y) g(x) d y\right)\left(\int \phi(x-z) \overline{g(x)} d z\right) d x \\
& =\int d w \int d y \int \phi(x-y) g(x) \phi(x-y-w) \overline{g(x)} d x
\end{aligned}
$$

noting $\phi(x)=0$ for $|x| \geq 1$

$$
\int_{|w| \leq 2} d w \int d y \int|\phi(x-y) g(x) \| \phi(x-y-w) g(x)| d x
$$

from which, using Schwarz inequality, we can draw the left side inequality of
(2.1) for $l=0$.

On the other hand, Fubini's Theorem implies a right side inequality of (2.1) for $l=0$. Similarly (2.1) for any $l \geq 0$ and (2.2) can be shown.

Lemma 1. There exists an integer $N \geq 0$ such that we have, for any integer $l \geq 0$, $z \in R^{n}$ and $t \in[0, T]$,

$$
\begin{align*}
& \left\|\phi(\cdot-z) u_{y}(t, \cdot)\right\|_{l} \leq C_{l}<z-y>^{-n-1}\left(\|\phi(\cdot-y) g(t, \cdot)\|_{l+N}+\int_{0}^{t}\right.  \tag{2.3}\\
& \left.\|\phi(\cdot-y) f(s, \cdot)\|_{l+N} d s\right)
\end{align*}
$$

where the constant $C_{l}$ is independent of $z, y$ and $t$.
For the proof of Lemma 1, we use the following lemma, whose proof, which is sketched in the appendix of this note, is similar to that of Proposition 7 of S . Tarama [7] (see also T. Kato [4, Section 8]).

Lemma 2. For the solution $v(t, x) \in C^{1}([0, T], S)$ of the problem ( $\left.\widetilde{\mathrm{C}}\right)$ with $k(x) \in S$ and $h(t, x) \in C([0, T], S)$ we have the following: for any integers $N$ and $l \geq 0, y \in R^{n}$ and $t \in[0, T]$

$$
\begin{equation*}
\left\|<\cdot-y>{ }^{N} v(t, \cdot)\right\|_{l} \leq C_{l, N}\left(\left\|<\cdot-y>^{N} k(\cdot)\right\|_{l+N}+\int_{0}^{t}\left\|<\cdot-y>{ }^{N} h(s, \cdot)\right\|_{l+N} d s\right), \tag{2.4}
\end{equation*}
$$

where the constant $C_{l, N}$ is independent of $y$.
Proof of Lemma 1. In this proof $C$ or $\mathrm{C}_{1, N}$ denotes a constant which is independent of $y \in R^{n}$.

We note that the function $v(t . x)=\exp \left(\frac{1}{2} F(x)\right) u_{y}(t, x)$ is a solution of the problem (C) with

$$
k(x)=\exp \left(\frac{1}{2} F(x)\right) \phi(x-y) g(x)
$$

and

$$
h(t, x)=\exp \left(\frac{1}{2} F(x)\right) \phi(x-y) f(t, x)
$$

For any integer $l \geq 0$,

$$
\left\|\phi(\cdot-z) u_{y}(t, \cdot)\right\|_{l}=\left\|\phi(\cdot-z) \exp \left(-\frac{1}{2} F(\cdot)\right) v(t, \cdot)\right\|_{l}
$$

since $\phi(x)=0$ for $|x| \geq 1$

$$
\begin{gathered}
\leq C \exp \left(-\frac{1}{2} F(z)\right)\|\phi(\cdot-z) v(t, \cdot)\|_{l} \\
\leq C \exp \left(-\frac{1}{2} F(z)\right)<z-y>^{-N}\left\|<\cdot-y>^{N} \phi(\cdot-z) v(t,)\right\|_{l} \\
\leq C \exp \left(-\frac{1}{2} F(z)\right)<z-y>^{-N}\left\|<\cdot-y>^{N} v(t, \cdot)\right\|_{l},
\end{gathered}
$$

from (2.4)

$$
\begin{aligned}
\leq & \left.C_{l, N} \exp \left(-\frac{1}{2} F(z)\right)<z-y\right\rangle^{-N} \times \\
& \left(\left\|<\cdot-y>^{N} \exp \left(\frac{1}{2} F(\cdot)\right) \phi(\cdot-y) g(\cdot)\right\|_{l+N}+\int_{0}^{t} \|<\cdot-y>^{N}\right. \\
& \left.\exp \left(\frac{1}{2} F(\cdot)\right) \phi(\cdot-y) f(s, \cdot) \|_{l+N} d s\right),
\end{aligned}
$$

since $\phi(x)=0$ for $|x| \geq 1$,

$$
\begin{aligned}
& \leq C_{l, N} \exp \left(\frac{1}{2}(-F(z)+F(y))\right)<z-y>^{-N} \times \\
& \quad\left(\|\phi(\cdot-y) g(\cdot)\|_{l+N}+\int_{0}^{t}\|\phi(\cdot-y) f(s, \cdot)\|_{l+N} d s\right)
\end{aligned}
$$

since we have, from (1.3), $\exp \left(\frac{1}{2}(-F(z)+F(y))\right) \leq C<z-y>^{\frac{1}{2} K}$, by taking $N \geq$ $\frac{1}{2} K+n+1$,

$$
\leq C_{l, N}<z-y>{ }^{-n-1}\left(\|\phi(\cdot-y) g(\cdot)\|_{l+N}+\int_{0}^{t}\|\phi(\cdot-y) f(s, \cdot)\|_{l+N} d s\right)
$$

As we remarked above, $u_{y}(t, x)$ is a $C^{1}([0, T], S)$-valued continuous function. Thus for any $r \geq 0$

$$
\int_{|y| \leq r} u_{y}(t, x) d y \in C^{1}([0, T], S) .
$$

Since, for any $r \geq 0, \int_{|z| \leq r+1} \phi(x-z) d z=1$ on $|x| \leq r$,

$$
u_{y}(t, x)=\int_{|z| \leq r+1} \phi(x-z) u_{y}(t, x) d z \text { on }|x| \leq r
$$

and

$$
\left\|u_{y}(t, \cdot)\right\|_{\left.H_{()}\right)\left(\left|x \in R^{n} ;|x|<r\right)\right.} \leq \int_{|z| \leq r+1}\left\|\phi(\cdot-z) u_{y}(t,)\right\|_{l} d z
$$

Schwarz inequality and (2.3) of Lemma 1 imply that

$$
\begin{aligned}
& \iint_{|z| \leq r+1}\left\|\phi(\cdot-z) u_{y}(t, \cdot)\right\|_{l} d z d y \\
& \quad \leq C \int_{|z| \leq r+1}\left(\int\langle z-y\rangle^{-2 n-2} d y\right)^{\frac{1}{2}} \times \\
& \quad\left(\int\|\phi(\cdot-y) g(\cdot)\|^{2}+N d y+t \int_{0}^{t} \int\|\phi(\cdot-y) f(s, \cdot)\|_{l^{2}+N} d y d s\right)^{\frac{1}{2}},
\end{aligned}
$$

from (2.1) and (2.2)

$$
\leq C\left(\|g(\cdot)\|^{2}+N+t \int_{0}^{t}\|f(s, \cdot)\|_{I^{2}+N} d s\right)^{\frac{1}{2}}
$$

Hence

$$
u(t, x)=\int u_{y}(t, x) d y \in C\left([0, T], H_{l l, t o c}\left(R^{n}\right)\right)
$$

Since $u_{y}(t, x)$ is a solution of the problem $\left(C_{y}\right)$, we see that

$$
\frac{\partial}{\partial t} u(t, x) \in C\left([0, T], H_{(l-2), l o c}\left(R^{n}\right)\right)
$$

and $u(t, x)$ is a solution of the problem (C), where we used

$$
\int u_{y}(0, x) d y=\int \phi(x-y) g(x) d y=g(x)
$$

and

$$
\int \phi(x-y) f(t, x) d y=f(t, x)
$$

Further, it follows from (2.3) and Hausdorff-Young inequality, since $\int\langle x\rangle^{-n-1} d x<+\infty$, that

$$
\begin{gathered}
\int\left(\int\left\|\phi(\cdot-z) u_{y}(t, \cdot)\right\|_{l} d y\right)^{2} d z \leq C_{l}\left(\int\|\phi(\cdot-y) g(\cdot)\|^{2}+N d y+\right. \\
\left.t \int_{0}^{t} \int\|\phi(\cdot-y) f(s, \cdot)\|^{2}+N d y d s\right)
\end{gathered}
$$

from (2.1) and (2.2)

$$
\leq C_{l}\left(\|g(\cdot)\|^{2}+N+\int_{0}^{t}\|f(s, \cdot)\|^{2}+N d s\right)
$$

and for any $r \geq 0$

$$
\begin{aligned}
& \int_{|z| \geq r}\left(\int\left\|\phi(--z) u_{y}(t,)\right\|^{2} d y\right)^{2} d z \leq \\
& \quad C_{l} \int_{|z| \geq r}\left(\int \left\langlez-y>^{-n-1}\|\phi(-y) g(\cdot)\|^{2}+N d y+\int t \int_{0}^{t}<z-y>^{-n-1}\right.\right. \\
& \left.\quad\|\phi(-y) f(s,)\|^{2}+N d s d y\right) d z .
\end{aligned}
$$

Thus we see that

$$
u(t, x)=\lim _{r \rightarrow+\infty} \int_{|z| \leq r} \int \phi(x-z) u_{y}(t, x) d y d z \in C\left([0, T], H_{(l)}\right)
$$

and

$$
\begin{equation*}
\|u(t, \cdot)\|_{l}^{2} \leq C_{l}\left(\|g(\cdot)\|^{2}+N+\int_{0}^{t}\|f(s, \cdot)\|_{l+N}^{2} d s\right) \tag{2.5}
\end{equation*}
$$

The above arguments are valid for any integer $l \geq 0$ and $u(t, x)$ satisfies
$L u(t, x)=f(t, x)$. Thus $u(t, x)$ is a solution of the problem (C) belonging to $C^{1}\left([0, T], H_{\infty}\right)$.

Concerning the uniqueness of solutions, we remark first that the following Cauchy problem (C*) for the formal adjoint $L^{*}$ of $L$ :

$$
\begin{aligned}
& L^{*} u(t, x)= \\
& \quad-\frac{\partial}{\partial t} u(t, x)-i \Delta u(t, x)-\sum_{k=1}^{n} \bar{a}_{j}(x) \frac{\partial}{\partial x_{j}} u(t, x)+\left(-\sum_{j=1}^{n} \frac{\partial}{\partial x_{j}} \bar{a}_{j}(x)+\bar{\delta}(x)\right) u(t, x)
\end{aligned}
$$

satisfies ( N ) and (1.1).
Thus the following backward Cauchy problem (C*) for $L^{*}$ :

$$
\begin{cases}L^{*} u(t, x)=f(t, x) & \text { on }[0, T] \times R^{n}  \tag{C*}\\ u(T, x)=g(x) & \text { on } R^{n}\end{cases}
$$

is also $S$-wellposed, from which we see the uniqueness of solutions for the problem (C), (See for example S. Mizohata [5, Proof of Theorem 4.2]). Hence the problem (C) is $H_{\infty}$-wellposed. The proof of Theorem is completed.

Appendix. In this appendix we sketch the proof of Lemma 2. We consider only the operator $L$ whose coefficients $a_{j}(x)$ are real valued.

Lemma 2 results from the following lemma.
Lemma A. For any integers $N \geq 0$ and $u(t, x) \in C^{1}([0, T], S)$ we have

$$
\begin{align*}
& \sum_{j=0}^{N}\left\|<x>^{j} u(t, x)\right\|_{N-j}  \tag{A.1}\\
& \quad C\left(\sum_{j=0}^{N}\left\|<x>^{j} u(0, x)\right\|_{N-j}+\sum_{j=0}^{N} \int_{0}^{t}\left\|<x>^{j} L u(s, x)\right\|_{N-j} d s\right),
\end{align*}
$$

where the constant $C$ depends only on $T$ and the translation invariant norm of the coefficients, i.e.

$$
\sum_{|\alpha| \leq M}\left(\left.\sum_{j=0}^{n} \sup _{x \in R^{\prime} \mid}\left|\frac{\partial^{\alpha}}{\partial x^{\alpha}} a_{j}(x)\right|+\sup _{x \in R^{n} \mid} \frac{\partial^{\alpha}}{\partial x^{a}} b(x) \right\rvert\,\right) \text { with } M=\max \{N, 1\} \text {. }
$$

Let $L_{y}$ be defined by

$$
L_{y} u(t, x)=\frac{\partial}{\partial t} u(t, x)+\frac{i}{2} \Delta u(t, x)+\sum_{k=1}^{n} a_{k}(x+y) \frac{\partial}{\partial x_{k}} u(t, x)+b(x+y) u(t, x) .
$$

Then the inequality (A.1) for $L_{y}$ is valid with the constant $C$ which is independent of $y \in R^{n}$, from which we draw Lemma 2 .

Proof of Lemma A. We remark that

$$
\begin{equation*}
\|u(t, x)\| \leq e^{c t}\left(\|u(0, x)\|+\int_{0}^{t}\|L u(s, x)\| d s\right) \tag{A.2}
\end{equation*}
$$

where $\|\cdot\|$ is a $L^{2}$-norm and $\left.C=\sum_{j=1, \cdots, n} \sup _{x \in R^{n}} \frac{\partial}{\partial x_{j}} a_{j}(x)\left|+\sup _{x \in R^{n}}\right| b(x) \right\rvert\,$.
Let $O p(N)$ be a linear space generated by all the operators $x^{\alpha} \frac{\partial^{\beta}}{\partial x^{\beta}}$ with $|\alpha|+|\beta| \leq N$. Then we see that, for any $T \in O p(N)$, the commutator $[\Delta, T]=\Delta T-T \Delta$ belongs to $O P(N)$ and that $\left[a_{j}(x) \frac{\partial^{j}}{\partial x_{j}}, T\right]$ and $[b(x), T]$ can be written by a linear combination of products of some element in $\operatorname{Op}(N)$ and the derivative, whose order is at most $N$, of $a_{j}(x)$ or $b(x)$. Hence for any $\alpha$ and $\beta$ satisfying $|\alpha|+|\beta| \leq N$,

$$
L x^{\alpha} \frac{\partial^{\beta}}{\partial x^{\beta}} u(t, x)=x^{\alpha} \frac{\partial^{\beta}}{\partial x^{\beta}} L u(t, x)
$$

$$
\begin{equation*}
+\sum_{|\gamma|+|\delta| \leq N} C_{\alpha . \beta, \gamma, \delta}(x) x^{\gamma} \frac{\partial^{\delta}}{\partial x^{\delta}} u(t, x) \tag{A.3}
\end{equation*}
$$

where $C_{a . \beta, y, \delta}(x)$ can be written by the linear combination of the derivatives of $a_{j}(x)$ or $b(x)$ of order at most $N$.

We see Lemma $A$ from (A.2) and (A.3).
Noting that, for any $j, k=1, \cdots, n,\left[\frac{\partial}{\partial x_{j}}, \frac{x_{k}}{\langle\varepsilon x>}\right]=k_{j, k}(\varepsilon x)$ with some $k_{j, k}(x) \in$ $B^{\infty}\left(R^{n}\right)$, we can show, by using an argument similar to the proof of Lemma A, the following estimates, which with Lemma A imply the $S$-wellposedness of the problem ( $\widetilde{\mathrm{C}}$ ): for any integer $N$ and $0<\varepsilon \leq 1$

$$
\begin{align*}
& \sum_{j=0}^{N}\left\|\left(\frac{\langle x\rangle}{\langle\varepsilon x\rangle}\right)^{j} u(t, x)\right\|_{N-j}  \tag{A.1}\\
& \quad C\left(\sum_{j=0}^{N}\left\|\left(\frac{\langle x\rangle}{\langle\varepsilon x\rangle}\right)^{j} u(0, x)\right\|_{N-j}+\sum_{j=0}^{N} \int_{0}^{t}\left\|\left(\frac{\langle x\rangle}{\langle\varepsilon x\rangle}\right)^{j} L u(s, x)\right\|_{N-j} d s\right),
\end{align*}
$$

where the constant $C$ is independent of $\varepsilon$.
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