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#### Abstract

The correlation functions of quantum systems-central objects in quantum field theories-are defined in high-dimensional space-time domains. Their numerical treatment thus suffers from the curse of dimensionality, which hinders the application of sophisticated many-body theories to interesting problems. Here, we propose a multiscale space-time ansatz for correlation functions of quantum systems based on quantics tensor trains (QTTs), "qubits" describing exponentially different length scales. The ansatz then assumes a separation of length scales by decomposing the resulting high-dimensional tensors into tensor trains (also known as matrix product states). We numerically verify the ansatz for various equilibrium and nonequilibrium systems and demonstrate compression ratios of several orders of magnitude for challenging cases. Essential building blocks of diagrammatic equations, such as convolutions or Fourier transforms, are formulated in the compressed form. We numerically demonstrate the stability and efficiency of the proposed methods for the Dyson and Bethe-Salpeter equations. The QTT representation provides a unified framework for implementing efficient computations of quantum field theories.
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## I. INTRODUCTION

Correlation functions are central building blocks of quantum field theories for many-body and first-principles calculations [1]. A typical example is the Matsubara or nonequilibrium Green's functions. These correlation functions are high-dimensional space-time objects, which creates a severe challenge for numerical calculations. A long-standing and fundamental problem of great practical importance is thus the search for compact representations of correlation functions.

Notable theoretical developments have been made in the Matsubara-frequency domain for the one-particle (1P) Green's function, for which compact representations, such as Legendre [2,3] and Chebyshev [4] bases were constructed. The 1P Green's function is related to a spectral
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function through the ill-conditioned analytic continuation

[^0]An efficient description of the three-momentum dependence of 2 P quantities is another actively pursued direction, relevant for diagrammatic calculations at the 2 P level and the functional renormalization group (fRG) [27]. Examples of such efforts include the truncated unity approach based on a truncated form-factor basis $[28,29]$ and a machinelearning approach [30]. There is also an increasing demand for efficient treatments of 2 P quantities in $a b$ initio calculations, e.g., for the inclusion of vertex corrections in $G W$ [31] and the Migdal-Eliashberg theory [32]. For nonequilibrium systems, a hierarchical low-rank-data structure has been proposed [33] for the real-time 1P Green's function with two time arguments.

Despite these extensive efforts, a generic and efficient treatment of high-dimensional space-time objects has not yet been established. The difficulty can be attributed to the absence of a common and general ansatz for different spacetime domains. A promising ansatz requires (1) an accurate treatment of a wide range of length scales in space-time, (2) systematic control over the truncation error, (3) the possibility of efficient computations in the compressed form, and (4) straightforward and robust implementations as computer code.

In this paper, we propose the multiscale space-time ansatz based on quantics tensor trains (QTTs) $[34,35]$ as a universal solution. The space-time dependence is described by auxiliary bits, which we call "qubits" in the present study, representing exponentially different length scales in space and time. The resultant high-dimensional object in the qubit space is decomposed into tensor trains (TTs), to the physics community better known as matrix product states (MPSs), based on the assumption of length-scale separation. The QTT representation allows us to describe the space-time dependence of correlation functions on exponentially wide scales using memory and computational resources which scale linearly, and thus to remove a major bottleneck for numerical many-body calculations. Basic operations such as the Fourier transform can be formulated in the compressed form, and the methods can be implemented straightforwardly using standard MPS libraries. We numerically verify the ansatz for various equilibrium and nonequilibrium systems: from 1P and 2P Matsubara and real-time Green's functions. We demonstrate compression ratios of several orders of magnitude for challenging cases. We also numerically show the stability and efficiency of the proposed methods for the Dyson and Bethe-Salpeter equations (BSEs).

Recently, related quantum-inspired algorithms using the qubit mapping have been proposed for image compression [36] and for solving Navier-Stokes equations for turbulent flows [37] or the Vlasov-Poisson equations for collisionless plasmas [38]. A low-rank tensor train approximation has been applied to the numerical integration of high-order perturbation series of quantum systems without the multiscale ansatz [39]. The quantics representation was used to represent spectral functions in combination with a

Boltzmann machine [40]. In this paper, we clarify the fundamental question: How does such a multiscale ansatz perform in the context of quantum field theories? The QTT representation has the potential not only to change the way in which numerical many-body calculations will be performed, but also to bridge the fields of quantum information theory and quantum field theory.

The paper is organized as follows: In Sec. II, we introduce the QTT representation. We detail common operations performed with this ansatz in Sec. III. In Sec. IV, we demonstrate the performance of the QTT representation in encoding the imaginary-time or Matsubara-frequency, momentum, real-time, and real-frequency dependence of correlation functions in a variety of equilibrium and nonequilibrium systems. Section V is devoted to the demonstration of the computation of correlation functions. We summarize the main results of the paper in Sec. VI. The appendices contain technical discussions on (Appendix A) matrix product states, (Appendix B) matrix product operators, (Appendix C) Fourier transforms, and (Appendix D) frequency meshes.

Note on nomenclature.-The QTT representation is based on concepts already known in the literature as quantics tensor trains, and we adopt this name here also. However, in the physics community, tensor trains are better known as MPSs and matrix product operators (MPOs), and in the technical parts of the paper we use these names.

## II. MULTISCALE SPACE-TIME ANSATZ

In this section, we explain the multiscale space-time ansatz based on QTTs. The essence of the ansatz is to introduce multiple indices to describe different space-time length scales and to assume low entanglement structures between different scales (see Fig. 1). We focus on the momentum space and the associated real space as the first examples.

## A. Momentum space

Let us first consider a function $f(k)$ in momentum space, where $k \in[0,2 \pi)$ is the (for now, one-dimensional) momentum. Usually, we discretize $f(k)$ on an equidistant grid of size, e.g., $2^{R}$. This technique is straightforward to implement, but comes with a series of drawbacks: Manybody propagators have sharp and intricate structures in momentum space, which means that the precision of the approximation improves only slowly with $2^{R}$.

Instead of considering a "flat" discretization into a vector of $2^{R}$ momenta, in the multiscale ansatz, we first separate out $R$ distinct scales $k_{1}, \ldots, k_{R}$ :
$f(k) \approx f\left(k_{1} \pi+k_{2} \frac{\pi}{2}+\cdots+k_{R} \frac{2 \pi}{2^{R}}\right)=f\left(k_{1}, \ldots, k_{R}\right)$,
where each $k_{b}, 1 \leq b \leq R$, now takes only two values: zero or 1 . Put differently, $k_{1}, \ldots, k_{R}$ are the bits of $2^{R} k /(2 \pi)$, i.e.,


FIG. 1. Multiscale ansatz for momentum space. Each row, numbered by the bond index $b$, corresponds to a different level of discretization of the 1D momentum $k$ (different length scale). In this way, $k$ can be represented by a set of bits $k_{1}, \ldots, k_{R}$ (see text). On the right, the QTT representation of a momentum-dependent function Eq. (2) is shown.
$k=2 \pi\left(k_{1} \cdots k_{R}\right)_{2} / 2^{R}$. In this notation, $k=0$ corresponds to $(00 \ldots 0)_{2}, k=2 \pi / 2^{R}$ corresponds to $(00 \ldots 1)_{2}$, and so forth.

We can interpret $f\left(k_{1}, \ldots, k_{R}\right)$ in a couple of ways. In terms of physics, we have separated out different scales of the problem, as illustrated in Fig. 1: $k_{1}$ partitions the Brillouin zone into two coarse regions $[0, \pi)$ and $[\pi, 2 \pi)$, and as we move toward $k_{R}$, features on finer and finer scales are captured. In terms of quantum information theory, $f\left(k_{1}, \ldots, k_{R}\right)$ can be regarded as an (unnormalized) wave function in the Hilbert space of dimension $2^{R}$ spanned by $S=1 / 2$ spins or qubits. In terms of linear algebra, we have simply reinterpreted the $2^{R}$ vector of momenta as a $2 \times \cdots \times 2$ ( $R$-way) tensor.

Since up to this point, we have merely reshaped our data from a vector to a tensor, no information of the original discretization is lost. The main idea of the multiscale ansatz is to express the single $R$-way tensor $f$ by a tensor train (MPS), a contraction of $R$ three-way tensors $\hat{F}^{(1)}, \ldots, \hat{F}^{(R)}$,

$$
\begin{align*}
f\left(k_{1}, \ldots, k_{R}\right) & \approx \sum_{\alpha_{1}=1}^{D_{1}} \cdots \sum_{\alpha_{R-1}=1}^{D_{R-1}} \hat{F}_{k_{1}, 1 \alpha_{1}}^{(1)} \cdots \hat{F}_{k_{R}, \alpha_{R-1} 1}^{(R)} \\
& \equiv \hat{F}_{k_{1}}^{(1)} \cdot \hat{F}_{k_{2}}^{(2)} \cdot \ldots \cdot \hat{F}_{k_{R}}^{(R)}, \tag{2}
\end{align*}
$$

where $\hat{F}^{(b)}$ is an auxiliary $2 \times D_{b-1} \times D_{b}$ tensor, $\alpha_{b}$ forms bonds between neighboring tensors, and $D_{b}$ is the bond dimension of the $b$ th bond. $D=\max _{b} D_{b}$ is the bond dimension of the whole MPS. (We refer the reader to Appendix A for more details.) We illustrate Eq. (2) in Fig. 2(a).

The ansatz (2) is still exact if the bond dimension is very large, $D \sim 2^{R}$; it becomes approximate if the bonds are truncated to the most important contributions. The core


FIG. 2. (a) QTT representation in momentum space. The rightmost bits (indices) represent fine structures in momentum space. Low entanglement structures are assumed between different length scales. (b) Schematic illustration of the bond dimensions along the chain representing the momentum dependence. The dashed line indicates the maximum bond dimensions in maximally entangled cases. (c) Fourier transform from momentum space to real space by applying a MPO. The orange diamonds represent the MPO tensors. The structure of the MPO is illustrated in Fig. 27 in Appendix C.
insight is that for many functions, including, as we shall show, the propagators in momentum space, the bond dimension needed to approximate the original tensor grows only modestly with the desired accuracy $\epsilon$ measured by the Frobenius norm [see Eq. (A5)], allowing us to compress the function significantly.

More specifically, Fig. 2(b) illustrates how the bond dimension typically varies along the chain when the MPS is truncated with a certain cutoff $\epsilon$. First, the bond dimension increases exponentially in the region I, where coarse global structures are not compressible. This is followed by region II (plateau region), where different length scales are not strongly entangled (separation of length scales). In region III, the bond dimension decreases, but there is still a finite entanglement that is important for a quantitative description of the $k$ dependence within the given $\epsilon$. In region IV, the bond dimension is one, and the tensor train can be truncated without sacrificing any accuracy. The efficiency of the QTT representation relies on the existence of the plateau.

## B. Real space

We construct a similar representation for the real space that is associated with the momentum space by Fourier transform. In the case of a regular lattice, the lattice points are labeled by natural numbers $r / a=0,1, \ldots, 2^{R}-1$, where $a$ is the lattice constant. As we have done for $k$,


FIG. 3. Matrix product state representing a 2D space spanned by $x$ and $y$. The expansion can be truncated at the right edge.
we map natural integers to binary numbers as $r / a=\left(r_{1} \cdots r_{R}\right)_{2}$. Note that $r_{i}$ and $k_{R+1-i}$ correspond to the same length scale. We represent the Fouriertransformed function $f(r)$ in the $r$ space as a MPS:

$$
\begin{align*}
f(r) & =\sum_{k} e^{-i k r} f(k) \\
& \equiv \frac{1}{2^{R}} \sum_{k_{1}, \ldots, k_{R}} e^{-2 \pi i\left(k_{1} / 2+\cdots+k_{R} / 2^{R}\right) r} f\left(k_{1}, \ldots, k_{R}\right) \\
& \approx \sum_{\alpha_{1}=1}^{r_{1}} \cdots \sum_{\alpha_{R-1}=1}^{r_{R-1}} F_{r_{R}, 1 \alpha_{1}}^{(R)} \cdots F_{r_{1}, \alpha_{R-1} 1}^{(1)} \\
& =F_{r_{R}}^{(R)} \cdot F_{r_{R-1}}^{(R-1)} \cdot(\ldots) \cdot F_{r_{1}}^{(1)} . \tag{3}
\end{align*}
$$

## C. Other spaces

The aforementioned representation can be applied to other variables. However, special care is needed for imaginary-time and Matsubara-frequency spaces. An imaginary time $\tau$ is represented as $2^{R} \tau / \beta=\left(\tau_{1} \cdots \tau_{R}\right)_{2}$. A Matsubara frequency is represented as $\nu=(2(n-$ $\left.\left.2^{R-1}\right)+\xi\right) \pi / \beta$ using $n=0,1,2, \cdots, 2^{R}-1(\xi=0,1$ for bosons and fermions, respectively). A real time $t$ $\left(0 \leq t<t_{\max }\right)$ is represented by a natural number, $2^{R} t / t_{\max }$. In a similar manner, a real frequency $\omega$ $(-W \leq \omega<W)$ is represented by a natural number, $2^{R}(\omega+W) /(2 W)$.

## D. Higher dimensions

It is easy to construct QTT representations for higherdimensional objects spanned by multiple space-time axes. As an example, let us consider a 2D space spanned by the two variables $x=\left(x_{1} \cdots x_{R^{\prime}}\right)_{2}$ and $y=\left(y_{1} \cdots y_{R}\right)_{2}$ $\left(R^{\prime}<R\right)$. We assume that we are going to truncate the expansion at $x_{R^{\prime}}$ and $y_{R}$. In other words, the right qubits correspond to fine resolution for both $x$ and $y$. In the present study, we use the MPS structure shown in Fig. 3. An important point is that the two qubits or tensors corresponding to the same length scale are next to each other because they are expected to be strongly entangled.

## III. OPERATIONS IN THE QTT REPRESENTATION

## A. Fourier transform

The discrete Fourier transform (DFT) in Eq. (3) can be represented as a MPO with a small bond dimension.


FIG. 4. Bond dimensions of the MPO for the discrete Fourier transform recursively constructed with truncation cutoff $\epsilon=10^{-25}$.
(We refer the reader to Appendix B for more details.) This can be intuitively understood by the fact that two space-time indices $r_{R+1-i}$ and $k_{i}$ at the same position ( $i=1, \ldots, R$ ) in Fig. 2(c) correspond to the same length scale. The small bond dimension of the MPO was shown numerically in 2017 [41].

As detailed in Appendix C, one can construct MPOs recursively for $R=1,2,3, \ldots$. Figure 4 shows the bond dimensions of the numerically constructed MPOs with $\epsilon=10^{-25}$. One can clearly see that the bond dimension weakly depends on $R$ and becomes saturated for $R>10$. This crossover point shifts to larger $R$ as the cutoff $\epsilon$ is reduced. This result indicates that the Fourier transform can be performed efficiently, with a computational time $\mathcal{O}(R)$ for fixed target accuracy.

## B. Elementwise product

Solving the Dyson equation requires the computation of the elementwise product of two MPSs, $A$ and $B$ :

$$
\begin{equation*}
C(\mathrm{i} \nu)=A(\mathrm{i} \nu) B(\mathrm{i} \nu) \tag{4}
\end{equation*}
$$

To be precise, for given MPSs $A$ and $B$, one needs to compute a MPS for the product $C$. In the compressed form, the product can be expressed as

$$
\begin{align*}
C\left(\nu_{R}, \ldots, \nu_{1}\right) & =A\left(\nu_{R}, \ldots, \nu_{1}\right) B\left(\nu_{R}, \ldots, \nu_{1}\right) \\
& =\sum_{\nu_{1}^{\prime}, \ldots, \nu_{R}^{\prime}} A_{\nu_{R}^{\prime}, \ldots, \nu_{1}^{\prime}}^{\nu_{R}, \ldots, \nu_{1}^{\prime}} B\left(\nu_{R}^{\prime}, \ldots, \nu_{1}^{\prime}\right), \tag{5}
\end{align*}
$$

where

$$
\begin{equation*}
A_{\nu_{R}^{\prime}, \ldots, \nu_{1}^{\prime}}^{\nu_{R}, \ldots, \nu_{1}} \equiv A\left(\nu_{R}, \ldots, \nu_{1}\right) \delta_{\nu_{R}, \nu_{R}^{\prime}} \cdots \delta_{\nu_{1}, \nu_{1}^{\prime}} . \tag{6}
\end{equation*}
$$

A MPO for the auxiliary linear operator $A$ can be constructed from the MPS tensors of $A$ as

$$
\begin{equation*}
\left(A_{1, a_{1}}^{\nu_{R}} \delta_{\nu_{R}, \nu_{R}^{\prime}}\right) \cdots\left(A_{a_{R}, 1}^{\nu_{1}} \delta_{\nu_{1}, \nu_{1}^{\nu_{1}}}\right) \tag{7}
\end{equation*}
$$


(b)


FIG. 5. Tensor contraction for the elementwise product (a) and matrix product (b) of two MPSs $A$ and $B$. The filled circles in (a) denote a superdiagonal tensor whose nonzero entries are 1. The dashed squares denote the tensors of the auxiliary MPOs.

The MPO is illustrated in Fig. 5(a). This allows us to use an efficient implementation of a MPO-MPS multiplication.

## C. Matrix multiplication for two-frequency objects

To solve the BSE or the Dyson equation for the nonequilibrium Green's function, one needs to multiply twofrequency quantities:

$$
\begin{equation*}
C\left(\mathrm{i} \nu, \mathrm{i} \nu^{\prime \prime}\right)=\sum_{\nu^{\prime}} A\left(\mathrm{i} \nu, \mathrm{i} \nu^{\prime}\right) B\left(\mathrm{i} \nu^{\prime}, \mathrm{i} \nu^{\prime \prime}\right), \tag{8}
\end{equation*}
$$

where we perform the summation on the mesh of size $2^{R}$. This can be expressed as a MPO-MPS product:

$$
\begin{align*}
& C\left(\nu_{R}, \nu_{R}^{\prime \prime}, \ldots, \nu_{1}, \nu_{1}^{\prime \prime}\right) \\
& =\sum_{\left(\nu_{1}^{\prime} \nu_{1}^{\prime \prime}\right), \ldots,\left(\nu_{R}^{\prime} \nu_{R}^{\prime \prime}\right)} A_{\left(\nu_{R}^{\prime} \nu_{R}^{\prime \prime}\right), \ldots,\left(\nu_{1}^{\prime} \nu_{1}^{\prime \prime \prime}\right)}^{\left(\nu_{R} \nu_{R}^{\prime \prime}\right), \ldots,\left(\nu_{1}^{\prime \prime}\right)} B\left(\left(\nu_{R}^{\prime} \nu_{R}^{\prime \prime \prime}\right), \ldots,\left(\nu_{1}^{\prime} \nu_{1}^{\prime \prime \prime}\right)\right) \tag{9}
\end{align*}
$$

Here, we introduced a combined index of dimension $4\left(=2^{2}\right)$ and an auxiliary MPO $A$, which is illustrated in Fig. 5(b).

## D. Linear transformation of arguments of multidimensional objects

Another typical operation required for solving a diagrammatic equation is the linear transformation of arguments of multidimensional objects. As an example, we consider a function with two time arguments, $f\left(t, t^{\prime}\right)$. We want to transform this into a function $g\left(t, t^{\prime}\right)=$ $f\left(\left(t-t^{\prime}\right) / 2,\left(t+t^{\prime}\right) / 2\right)$, which depends on the relative and average times. This linear transformation can be represented by a MPO with a small bond dimension of $\mathcal{O}(1)$ because the linear transformation can be performed almost independently at different length scales. Indeed, the MPOs can be constructed using adders or subtractors of binary numbers.

## IV. COMPRESSION

## A. Imaginary-time and Matsubara-frequency Green's functions

As a simple example, we consider the imaginary-time and Matsubara-frequency dependence of the fermionic Green's function generated by a few poles. The Green's function reads

$$
\begin{gather*}
G(\mathrm{i} \nu)=\int d \omega \frac{\rho(\omega)}{\mathrm{i} \nu-\omega}=\sum_{i=1}^{N_{P}} \frac{c_{i}}{\mathrm{i} \nu-\omega_{i}},  \tag{10}\\
G(\tau)=-\sum_{i=1}^{N_{P}} \frac{c_{i} e^{-\tau \omega_{i}}}{1+e^{-\beta \omega_{i}}} \tag{11}
\end{gather*}
$$

with

$$
\begin{equation*}
\rho(\omega)=\sum_{i=1}^{N_{P}} c_{i} \delta\left(\omega-\omega_{i}\right) \tag{12}
\end{equation*}
$$

where $\omega_{i}$ and $c_{i}$ are the positions of the poles and the associated coefficients, respectively. $G(\mathrm{i} \nu)$ decays asymptotically as $\mathcal{O}(1 / \mathrm{i} \nu)$ for large Matsubara frequencies (highfrequency tail). Since we know the normalization factor $\sum_{i=1}^{N_{P}} c_{i}$ a priori from the commutation relation of the operators, this contribution can be subtracted as

$$
\begin{equation*}
\tilde{G}(\mathrm{i} \nu) \equiv G(\mathrm{i} \nu)-\frac{\sum_{i=1}^{N_{P}} c_{i}}{\mathrm{i} \nu} \tag{13}
\end{equation*}
$$

where $\tilde{G}(\mathrm{i} \nu)$ decays faster than $\mathcal{O}\left(1 /(\mathrm{i} \nu)^{2}\right)$. As we see later, this subtraction slightly suppresses the bond dimension at high temperatures.

For $N_{P}=1, G(\tau)$ can be represented as a MPS of bond dimension one:

$$
\begin{align*}
G(\tau) & =-\frac{c_{1}}{1+e^{-\beta \omega_{1}}} \prod_{t=1}^{R} e^{-\tau_{t} 2^{-t} \beta \omega_{1}} \\
& =-\frac{c_{1}}{1+e^{-\beta \omega_{1}}} G^{(1)} \cdot(\cdots) \cdot G^{(R)} \tag{14}
\end{align*}
$$

with the $t$ th TT tensor

$$
\begin{equation*}
G_{\alpha_{t}, \alpha_{t+1}}^{(t)} \equiv e^{-\tau_{t} 2^{-t} \beta \omega_{1}} \delta_{\alpha_{t}, \alpha_{t+1}}, \tag{15}
\end{equation*}
$$

where $\tau / \beta=\left(0 . \tau_{1} \tau_{2} \cdots \tau_{R}\right)_{2}$ and $t=1,2, \ldots, R$, while $\alpha_{t}$ and $\alpha_{t+1}$ are indices of the virtual bonds. The coefficient in Eq. (14) can be absorbed into one of the tensors.

For $N_{P}>1$, the bond dimension of the natural MPS of $G(\tau)$ is bounded from above: $D \leq N_{P}$. This explicitly constructed MPS is highly compressible as we numerically demonstrate below.

We investigate the compactness of the representation for a model with $N_{P}=100$ where the positions and coefficients of the poles are chosen randomly according
to the normal Gaussian distribution. We use the truncation parameter $\epsilon=10^{-20}$.

Figure 6 presents the results for $G(\tau)$. As shown in Fig. 6(a), the singular values decay exponentially. As one can see in Fig. 6(b), the numbers of relevant singular values, i.e., the bond dimensions, only mildly depend on $\beta$ and are converged at $\beta=1000$. This convergence may reflect the fact that $G(\tau)$ has limited information, i.e., a nonzero lower bound for excitation energies, due to the finite number of poles. The bond dimensions slowly vanish after the first few bonds, indicating that one can increase the grid size exponentially with respect to the memory size, i.e., the number of tensors. The error in the reconstructed data is almost constant in amplitude over $\beta$ [Fig. 6(c)].

Figure 7 shows the results of the decomposition of $G(\mathrm{i} \nu)$. As seen in Figs. 7(b) and 7(c), in contrast to $G(\tau)$, the singular values and the bond dimensions are almost independent of $\beta$. The bond dimensions are close to the maximum bond dimensions of $G(\tau)$, which is reasonable


FIG. 6. Compression of $G(\tau)$ generated by randomly chosen 100 poles with $R=12$ (see the text). (a) Singular values at $b=5$, (b) bond dimensions for $\epsilon=10^{-20}$, (c) comparison between the exact and reconstructed data. $G(\tau)$ has three sign changes. In (b), the dashed line indicates the maximum bond dimensions in maximally entangled cases.
because the two objects contain the same amount of information.

We now analyze the results for $\tilde{G}(\mathrm{i} \nu)$ to get insights into the sensitivity of the bond dimension on temperature and on the treatment of the high-frequency tail. Figure 8 shows the results for $\tilde{G}(\mathrm{i} \nu)$. Comparing Figs. 7(a) and 8(a) reveals that subtracting the tail slightly reduces the number of relevant singular values for small $\beta$. This indicates that fitting the trivial high-frequency asymptotic behavior requires some bond dimensions. As seen in Fig. 8(b), the subtraction of the tail enhances the $\beta$ dependence of the singular values and the bond dimensions as expected. At low temperatures, the subtraction of the tail does not change the bond dimensions significantly. Thus, in practical calculations, such a treatment of the tail may not be necessary.

It should be noted that the size of a compressed object scales as $\mathcal{O}\left(D^{2}\right)$. The new representation is less compact than the IR [5] and DLR [10] but can be naturally generalized to higher dimensions, e.g., four-point functions, as we see later in Sec. IV F.


FIG. 7. Compression of $G($ iv ) for the same model as in Fig. 6 with $R=12$. (a) Singular values at $b=4$, (b) bond dimensions, (c) comparison between the exact and reconstructed data. In (b), the dashed line indicates the maximum bond dimensions in maximally entangled cases.


FIG. 8. Compression of $\tilde{G}(\mathrm{i} \nu)$ for the same model as in Fig. 6 with $R=12$. Note that the tail is subtracted from the data before the compression. (a) Singular values at $b=4$, (b) bond dimensions, (c) comparison between the exact and reconstructed data. In (b), the dashed line indicates the maximum bond dimensions in maximally entangled cases.

## B. Momentum dependence: 1D case

To demonstrate the first example of a momentumdependent object, we consider a 1D tight-binding model whose band dispersion is given by

$$
\begin{equation*}
\epsilon(k)=2 \cos (k)+\cos (5 k)+2 \cos (20 k) \tag{16}
\end{equation*}
$$

The chemical potential is at zero energy. As illustrated in Fig. 9(a), this model has 34 Fermi points, where the Green's function at low frequency has large values [see Fig. 9(b)]. Here, we consider the Matsubara Green's function at the lowest positive Matsubara frequency,

$$
\begin{equation*}
G\left(\mathrm{i} \nu_{0}, k\right)=\frac{1}{\mathrm{i} \nu_{0}-\epsilon(k)} \tag{17}
\end{equation*}
$$

Figure 9(c) shows the bond dimension of a MPS constructed to describe the momentum dependence in the full BZ with cutoff $\epsilon=10^{-10}$. For the first few


FIG. 9. Momentum dependence of the Matsubara Green's function of the 1D tight-binding model (16). (a) Band dispersion, (b) Green's function at the lowest positive Matsubara frequency, (c) bond dimensions of a MPS for the full BZ, and (d) bond dimensions of patchwise constructed MPSs. We use $\epsilon=10^{-10}$ and $2^{5}(=32)$ patches in (d). The vertical lines in (a) denote the boundaries of the patches. $\epsilon(k)$ has 34 roots. The shaded region in (c) corresponds to the patch size. Two out of the 32 patches do not contain a Fermi point. In (d), the dashed line indicates the maximum bond dimensions in maximally entangled cases.
(coarsest-scale) bonds, the bond dimension increases exponentially, indicating that the global structures of $G(k)$ (with large length scales in momentum space) are not compressible with QTTs. After the first few bonds, the bond dimension gets saturated and eventually decreases. The maximum of the bond dimension does not strongly depend on $\beta$. As we lower the temperature, the region with almost constant bond dimensions is enhanced. As we see in the next subsection, this behavior is specific to 1D cases.

Large bond dimensions should be avoided in practical calculations because of the increase in the computational time. The bond dimensions can be significantly reduced by the patching shown in Fig. 9(a). Patching means partitioning the full momentum space into several patches of the same length and representing the momentum dependence within each patch by a single MPS. In Fig. 9(a), we construct the patches so that each patch contains only a few Fermi points (or none). Figure 9(d) shows the bond dimension required to represent the momentum dependence within each patch with the same cutoff. One can clearly see that the bond dimensions are below 10. Patches including Fermi points require larger bond dimensions, as expected. It should be noted that such a patching is consistent with the fast Fourier transform and can be done adaptively in solving the Dyson equation in the QTT representation.

## C. Momentum dependence: 2D case

We now move on to 2D systems. As a simple case, we consider a nearest-neighbor tight-binding model on the square lattice. At half filling, the Green's function can be expressed as

$$
\begin{equation*}
G(\mathrm{i} \nu, \boldsymbol{k})=\frac{1}{\mathrm{i} \nu-\epsilon(\boldsymbol{k})}, \tag{18}
\end{equation*}
$$

where $\epsilon(\boldsymbol{k})=-2 \cos \left(k_{x}\right)-2 \cos \left(k_{y}\right)$. We consider the lowest positive Matsubara frequency.

At half filling, there is a large Fermi surface where the Green's function has large values. The length scale of the structure in momentum space scales as $\mathcal{O}(T)$ at low temperatures. Motivated by this fact, we divide the full BZ into $2^{P} \times 2^{P}$ patches. We take $2^{P}=\beta / 4$ for $\beta=8,16$, $32,64,128$. The momentum dependence within each patch is represented using a $256 \times 256$ mesh. We compress the momentum dependence by a MPS within each patch using the cutoff $\epsilon=10^{-10}$. Figure 10(a) shows the patches and bond dimension per patch computed at $\beta=64$ and 128. One can see that relatively large bond dimensions are required only for a small number of patches near the Fermi surface. As shown in Fig. 10(b), the maximum of the bond dimensions stays constant at low temperatures. Figure 10(c) shows the number of active patches with relatively large bond dimensions and indicates that the number of these active patches grows linearly with $\beta$.


FIG. 10. Momentum dependence of the Matsubara Green's function for the nearest-neighbor tight-binding model on the square lattice. (a) Bond dimensions per patch, (b) maximum value of the bond dimensions, (c) number of patches with large bond dimensions, and (d) bond dimensions along the chain for patches with relatively large bond dimensions ( $\geq 25$ ). In (d), the dashed line indicates the maximum bond dimensions in maximally entangled cases.

We expect that the number of active patches grows as $\mathcal{O}\left(\beta^{2}\right)$ in 3D systems.

Let us look at patches with large bond dimensions for the lowest temperature $\beta=128$. As shown in Fig. 10(d), after the first few bonds, the bond dimension exhibits a plateau, followed by an exponential decrease. The existence of the plateau is evidence of length-scale separation.

These results indicate the importance of the combination of two different schemes for compressing the momentum dependence of noninteracting Green's functions. The overall structure of the momentum dependence is barely compressible with QTTs because Fermi surfaces can appear anywhere. This leads to the need for patching. However, this issue is specific to the noninteracting Green's function with sharp Fermi surfaces, and it will be less significant in interacting models. Since the momentum dependence within each patch has a simpler structure, it is compressible with QTTs. This allows us to essentially eliminate discretization errors by using a large $R$.

## D. 2D Hubbard model

In this subsection, we discuss examples of interacting electrons. We consider the momentum dependence in the case of the single-orbital Hubbard model on the square lattice at half filling.

The Hamiltonian of the Hubbard model reads

$$
\begin{equation*}
\mathcal{H}=-\sum_{\langle i j\rangle, \sigma} \hat{c}_{i \sigma}^{\dagger} \hat{c}_{j \sigma}+U \sum_{i} \hat{n}_{i \uparrow} \hat{n}_{i \downarrow}-\mu \sum_{i, \sigma} \hat{n}_{i \sigma} \tag{19}
\end{equation*}
$$

where $\hat{c}_{i \sigma}^{\dagger}$ is the creation operator for an electron with spin $\sigma$ at site $i,\langle i j\rangle$ indicates a pair of neighboring sites, and $\hat{n}_{i \sigma}=\hat{c}_{i \sigma}^{\dagger} \hat{c}_{i \sigma} . U$ is the on-site repulsion, $\mu=U / 2$, and we set the nearest-neighbor hopping amplitude to 1 .

We solve the model within the fluctuation exchange (FLEX) approximation [42-44]. FLEX is a conserving approximation in which several conservation laws are satisfied in the framework of the Luttinger-Ward theory [45-48]. It is widely used to study unconventional superconductivity induced by spin fluctuations [49,50].

In the FLEX approximation, for a paramagnetic state, the self-energy is approximated as

$$
\begin{equation*}
\Sigma(\boldsymbol{k}, \mathrm{i} \nu)=\frac{T}{N} \sum_{\boldsymbol{q}, \mathrm{i} \omega} V(\boldsymbol{q}, \mathrm{i} \omega) G(\boldsymbol{k}-\boldsymbol{q}, \mathrm{i} \nu-\mathrm{i} \omega) \tag{20}
\end{equation*}
$$

where $N$ is the size of the momentum grid, $\boldsymbol{q}$ is a bosonic momentum, and $\nu$ and $\omega$ are fermionic and bosonic Matsubara frequencies, respectively. The effective interaction $V$ is defined as

$$
\begin{equation*}
V(\boldsymbol{q}, \mathrm{i} \omega)=U^{2}\left(\frac{3}{2} \chi_{s}(\boldsymbol{q}, \mathrm{i} \omega)+\frac{1}{2} \chi_{c}(\boldsymbol{q}, \mathrm{i} \omega)-\chi_{0}(\boldsymbol{q}, \mathrm{i} \omega)\right), \tag{21}
\end{equation*}
$$

where we have introduced the bare, spin, and charge susceptibility:

$$
\begin{gather*}
\chi_{0}(\boldsymbol{q}, \mathrm{i} \omega)=-\frac{T}{N} \sum_{\boldsymbol{k}, \mathrm{i} \nu} G(\boldsymbol{k}+\boldsymbol{q}, \mathrm{i} \nu+\mathrm{i} \omega) G(\boldsymbol{k}, \mathrm{i} \nu)  \tag{22}\\
\chi_{s}(\boldsymbol{q}, \mathrm{i} \omega)=\frac{\chi_{0}(\boldsymbol{q}, \mathrm{i} \omega)}{1-\chi_{0}(\boldsymbol{q}, \mathrm{i} \omega) U}  \tag{23}\\
\chi_{c}(\boldsymbol{q}, \mathrm{i} \omega)=\frac{\chi_{0}(\boldsymbol{q}, \mathrm{i} \omega)}{1+\chi_{0}(\boldsymbol{q}, \mathrm{i} \omega) U} \tag{24}
\end{gather*}
$$

The Green's function is given by

$$
\begin{equation*}
G(\mathrm{i} \nu, \boldsymbol{k})=\frac{1}{\mathrm{i} \nu-\epsilon(\boldsymbol{k})+\mu-\Sigma(\mathrm{i} \nu, \boldsymbol{k})} \tag{25}
\end{equation*}
$$

where $\epsilon(\boldsymbol{k})=-2 \cos \left(k_{x}\right)-2 \cos \left(k_{y}\right)$. Using these equations, the Green's function, self-energy, and effective interaction are self-consistently determined.

We choose the temperature $T=0.03$ and $U=1.1$, which is a critical region near the antiferromagnetic (AF) phase, where the spin susceptibility acquires a strong momentum dependence. We use a $1024 \times 1024$ grid of $k$ points in the full BZ. We use the IR basis [5] and the sparse-sampling method [7] to perform efficient FLEX calculations [11].

Figure 11(a) shows the intensity map of the Green's function at the lowest positive Matsubara frequency. The large Fermi surface is broadened by finite- $T$ and correlation effects. We thus need fewer patches than in the previous subsection without the self-energy. We use $4 \times 4=16$ patches, which are classified into two types: $A$ and $B$. The patches of type $A$ contain more complex features in the BZ. Within each patch, we expand the momentum dependence of the Green's function using a MPS. This approach is natural because the Dyson equation can be solved patchwise in the QTT representation.

We represent the momentum dependence within each patch using a MPS with $\epsilon=10^{-10}$. Figure 11(a) shows the original data and the error in the reconstructed data, while Fig. 11(b) shows the bond dimensions for the two types of patches. The absolute error is as small as $10^{-5}$, which is consistent with the square root of the cutoff. The bond dimensions are larger for the patches of type $A$, which is consistent with the complex momentum dependence within these patches. For all patches, the bond dimensions decrease after the first few bonds, indicating the validity of the QTT representation. In practical solutions of the Dyson equation, one could partition the BZ adaptively by further dividing patches with large bond dimensions.

We move on to the analysis of spin susceptibility. Figure 12(a) shows the intensity map of the spin susceptibility at zero Matsubara frequency. One can see a sharp peak at $\mathbf{q}=(\pi, \pi)$ reflecting the proximity to the AF phase at zero


FIG. 11. Green's function of the 2D Hubbard model solved within FLEX at the lowest positive Matsubara frequency. (a) Intensity map of the original data and the error in the reconstructed data. The full BZ is divided into 16 patches. (b) Bond dimensions for all 16 patches. The dashed line indicates the maximum bond dimensions in maximally entangled cases. The compression ratios are 10.86 and 45.20 for the patches $A$ and $B$, respectively. Here, the compression ratio is defined as the ratio between the number of elements in a TT and that of the original tensor.
temperature. There are additionally weaker signals on the diagonals. Figure 12(b) compares the original data and the reconstructed ones along $q_{y}=\pi$ and $q_{y}=\pi / 2$, respectively. The cutoff is set to $\epsilon=10^{-10}$ and the bond dimensions are shown in Fig. 12(c). The maximum value of the bond dimensions is only around 20 . Still, the compressed data can reproduce the sharp peak and the smaller features. For more general cases with multiple peaks, which could happen for geometrically frustrated magnets, patching may help.

## E. Real-frequency data

As the next example, we discuss the compressibility of real-frequency local spectral functions $\rho(\omega)=-(1 / \pi) \times$ $\operatorname{Im} G\left(\omega+\mathrm{i} 0^{+}\right)$of correlated systems, where electronic correlations lead to the emergence of fine structures or exponentially small energy scales. Figure 13(a) shows the results for an antiferromagnetic insulating ( $U=8$ and $T=1 / 13$ ) and an $11 \%$ doped Mott-insulating ( $U=8$, $\mu=U / 2+2.7$, and $T=1 / 30$ ) state of the single-orbital Hubbard model (19) on the Bethe lattice with infinite coordination number. The unit of energy is the quarter of


FIG. 12. (a) Spin susceptibility of the 2D Hubbard model at zero frequency and an enlarged plot. (b) Reconstructed data and error at $q_{y}=\pi$ and $q_{y}=\pi / 2$. (c) Bond dimensions of the MPS. The dashed line indicates the maximum bond dimensions in maximally entangled cases. The compression ratio is 269.97.
the bandwidth of the free system $(U=0)$. We solve the Hubbard model using the real-time dynamical mean-field theory (DMFT) $[51,52]$ and the noncrossing approximation [53] and perform a Fourier transform to obtain the spectra. In Fig. 13(b), we additionally show the spectral function for the single-orbital Anderson impurity model [54] at half filling ( $U=16$ and $T=0$ ) with constant hybridization set to 1 . In this case, the noninteracting density of states is a Lorentzian with width 1 . The impurity model is solved by an approximate real-frequency solver which reproduces the exponential Kondo scale at strong coupling [55,56].

As seen in Fig. 13(a), the spectral function of the AF insulator exhibits sharp peaks in the Hubbard bands originating from spin-polaron excitations [57], while the spectral function of the doped Mott insulator shows a sharp quasiparticle peak at $\omega=0$. The spectral function of the impurity model, shown in Fig. 13(b), features a much sharper peak whose energy scale is smaller than the bandwidth by several orders of magnitude [54].

(b)

(c)


FIG. 13. Compression of the real-frequency spectral functions of an AF insulator, a doped Mott insulator, and an impurity model. See the main text for a more detailed description of the models. (a) Spectral functions of the AF insulator and the doped Mott insulator, (b) spectral function of the impurity model (an enlargement of the low-frequency region is shown in the inset), (c) bond dimensions for $\epsilon=10^{-8}$ and $R=18$. The compression ratios are 40.3, 280.7, 318.1, respectively.

Figure 13(c) shows the bond dimensions of MPSs constructed with $\epsilon=10^{-8}$ and $R=18$. It can be clearly seen that all three spectral functions are QTT compressible. For the two spectral functions with a single sharp peak, the bond dimension decreases after the first few bonds, indicating energy separation. The spectral function of the AF insulator, with multiple physical features, requires a larger bond dimension.

## F. Hubbard atom

In this section, we extend the application of the QTT representation to three-frequency objects, namely, twoparticle vertex functions. We demonstrate the compactness of the representation by compressing vertex functions of
the Hubbard atom for which the exact analytic forms are known [58].

The two-particle Green's function in the so-called particle-hole (ph) frequency notation [59] is defined as

$$
\begin{align*}
& G_{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}}^{(2)}\left(\mathrm{i} \nu, \mathrm{i} \nu^{\prime} ; \mathrm{i} \omega\right) \\
& =\int_{0}^{\beta} d \tau_{1} d \tau_{2} d \tau_{3} e^{-\mathrm{i} \nu \tau_{1}} e^{\mathrm{i}(\nu+\omega) \tau_{2}} \\
& \quad \times e^{-\mathrm{i}\left(\nu^{\prime}+\omega\right) \tau_{3}}\left\langle T_{\tau} c_{\sigma_{1}}\left(\tau_{1}\right) c_{\sigma_{2}}^{\dagger}\left(\tau_{2}\right) c_{\sigma_{3}}\left(\tau_{3}\right) c_{\sigma_{4}}^{\dagger}(0)\right\rangle \tag{26}
\end{align*}
$$

where $\sigma_{1}, \ldots, \sigma_{4}$ are spin indices, $\nu, \nu^{\prime}$ are fermionic Matsubara frequencies, and $\omega$ is a bosonic Matsubara frequency.
$G^{(2)}$ can be decomposed into so-called disconnected parts (products of one-particle Green's functions) and the connected part, which is a product of four Green's functions and the two-particle vertex $F$,

$$
\begin{align*}
& G_{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}}^{(2)}\left(\mathrm{i} \nu, \mathrm{i} \nu^{\prime} ; \mathrm{i} \omega\right) \\
& =\beta G_{\sigma_{1}}(\mathrm{i} \nu) G_{\sigma_{3}}\left(\mathrm{i} \nu^{\prime}\right) \delta_{\omega, 0} \delta_{\sigma_{1}, \sigma_{2}} \delta_{\sigma_{3}, \sigma_{4}} \\
& \quad-\beta G_{\sigma_{1}}(\mathrm{i} \nu) G_{\sigma_{2}}(\mathrm{i} \nu+\mathrm{i} \omega) \delta_{\nu, \nu^{\prime}} \delta_{\sigma_{1}, \sigma_{4}} \delta_{\sigma_{2}, \sigma_{3}} \\
& \quad+G_{\sigma_{1}}(\mathrm{i} \nu) G_{\sigma_{2}}(\mathrm{i} \nu+\mathrm{i} \omega) F_{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}}\left(\mathrm{i} \nu, \mathrm{i} \nu^{\prime} ; \mathrm{i} \omega\right) \\
& \quad \times G_{\sigma_{3}}\left(\mathrm{i} \nu^{\prime}+\mathrm{i} \omega\right) G_{\sigma_{4}}\left(\mathrm{i} \nu^{\prime}\right) \tag{27}
\end{align*}
$$

The vertex $F$ is a sum of two-particle reducible and irreducible diagrams. Reducibility at the two-particle level is not uniquely defined, and we need to specify in which channel the irreducible diagrams are not reducible. We choose the particle-hole channel here. The vertex $F$ is related to the irreducible diagrams collected in the irreducible vertex $\Gamma^{\mathrm{ph}}$ through the BSE in the ph channel

$$
\begin{align*}
F_{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}}\left(\mathrm{i} \nu, \mathrm{i} \nu^{\prime} ; \mathrm{i} \omega\right)= & \Gamma_{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}}^{\mathrm{ph}}\left(\mathrm{i} \nu, \mathrm{i} \nu^{\prime} ; \mathrm{i} \omega\right) \\
& +\frac{1}{\beta^{2}} \sum_{\substack{\nu^{\prime \prime}, \prime^{\prime \prime \prime} \\
\sigma^{\prime}, \sigma^{\prime \prime}}} \Gamma_{\sigma_{1} \sigma_{2} \sigma^{\prime} \sigma^{\prime \prime}}^{\mathrm{ph}}\left(\mathrm{i} \nu, \mathrm{i} \nu^{\prime \prime} ; \mathrm{i} \omega\right) \\
& \times X_{\sigma^{\prime} \sigma^{\prime \prime}}^{0, \mathrm{ph}}\left(\mathrm{i} \nu^{\prime \prime}, \mathrm{i} \nu^{\prime \prime \prime} ; \mathrm{i} \omega\right) \\
& \times F_{\sigma^{\prime} \sigma^{\prime \prime} \sigma_{3} \sigma_{4}}\left(\mathrm{i} \nu^{\prime \prime \prime}, \mathrm{i} \nu^{\prime} ; \mathrm{i} \omega\right), \tag{28}
\end{align*}
$$

with

$$
\begin{equation*}
X_{\sigma \sigma^{\prime}}^{0, \mathrm{ph}}\left(\mathrm{i} \nu, \mathrm{i} \nu^{\prime} ; \mathrm{i} \omega\right)=\beta G_{\sigma}\left(\mathrm{i} \nu^{\prime}\right) G_{\sigma^{\prime}}\left(\mathrm{i} \nu^{\prime}+\mathrm{i} \omega\right) \delta_{\nu \nu^{\prime}} \tag{29}
\end{equation*}
$$

In the $S U(2)$ symmetric case, which we consider here, the spin dependence can be diagonalized by introducing linear spin combinations known as density ( $d$ ) and magnetic ( $m$ ) channels. The BSE then takes the following form:

$$
\begin{align*}
F_{d / m}\left(\mathrm{i} \nu, \mathrm{i} \nu^{\prime} ; \mathrm{i} \omega\right)= & \Gamma_{d / m}\left(\mathrm{i} \nu, \mathrm{i} \nu^{\prime} ; \mathrm{i} \omega\right) \\
& +\frac{1}{\beta^{2}} \sum_{\nu^{\prime \prime}, \nu^{\prime \prime \prime}} \Gamma_{d / m}\left(\mathrm{i} \nu, \mathrm{i} \nu^{\prime \prime} ; \mathrm{i} \omega\right) \\
& \times X^{0}\left(\mathrm{i} \nu^{\prime \prime}, \mathrm{i} \nu^{\prime \prime \prime} ; \mathrm{i} \omega\right) \\
& \times F_{d / m}\left(\mathrm{i} \nu^{\prime \prime \prime}, \mathrm{i} \nu^{\prime} ; \mathrm{i} \omega\right), \tag{30}
\end{align*}
$$

where we drop the ph superscript as well as the spin indices of the bare susceptibility $X^{0}$ (it is spin diagonal and equal for both spins in this case).

The frequency dependence of two-particle vertex functions is complicated due to the presence of sharp features that do not decay for large fermionic frequencies. Particularly challenging is the numerical treatment of irreducible vertices in the atomic limit due to the presence of divergences [60,61]. At half filling, $\Gamma_{d}$ is known to diverge at $\beta U \simeq\{3.627,5.127$, $10.884,12.19,18.138,19.23, \ldots\}$. In the vicinity of these vertex divergences, the numerical treatment is challenging. In the following, we show the compression of the atomic irreducible vertex in the density channel $\Gamma_{d}$ for half filling.

The left panels of Fig. 14 show $\Gamma_{d}\left(\mathrm{i} \nu, \mathrm{i} \nu^{\prime} ; \mathrm{i} \omega\right)$ computed for several values of $U$ and a fixed bosonic frequency $2 m \pi / \beta$ (with $m=0$ and $m=10$ ). We take $\beta=1$ throughout this subsection. At $U=3$ and zero bosonic frequency $m=0$ [Fig. 14(a)], the main structure consists of diagonal lines extending to high fermionic frequencies. Figure 14(b) shows the vertex $\Gamma_{d}$ for zero bosonic frequency near a divergence point (the divergence occurs at $U \simeq 3.627$ ). One can see that $\Gamma_{d}$ is dominated by large values at low frequencies. At a finite bosonic frequency, as shown in Fig. 14(c), the vertex is not so strongly peaked, but additional boxlike structures appear at low frequencies.

We decompose the vertex function on a grid of size $2^{R} \times 2^{R} \times 2^{R}$ with $R=10$ and cutoff $\epsilon=10^{-14}$. The middle panels of Fig. 14 show the reconstructed data from the MPSs. The errors in the reconstructed data are shown in the right panels of Fig. 14. It is clearly visible that the MPSs can describe all the complex structures in the three-frequency space.

Figure 15 shows the dependence of the compression ratio and the error on the bond dimension $D$. We perform the compression for several different values of the cutoff $\epsilon$. The compression ratio is defined as the ratio of the number of elements in the MPS tensors and that of the original data. The error roughly decays exponentially with increasing $D$. Achieving the accuracy of $\left|\Gamma_{\text {reconst }}-\Gamma_{\text {exact }}\right| /\left|\Gamma_{\text {exact }}\right|_{\infty}<$ $10^{-4}$ requires a bond dimension slightly larger than 100. The compression ratio is beyond $10^{3}$ even in this case.

We now take a closer look at the bond dimensions. Figure 16 shows the bond dimensions along the chain. After the first few bonds, the bond dimension stays almost constant, indicating a separation between different length scales. The nondecaying bond dimension can be attributed to the nondecaying structures in the frequency space (with no high-frequency cutoff). In order to see that, let us, for
simplicity, consider 2D data at zero bosonic frequency [see Fig. 14(a)]. To simplify the discussion, we model the nontrivial diagonal structures by an identity matrix, $A_{i j}=\delta_{i j}$ of size $2^{R} \times 2^{R}$. All $2^{R}$ singular (eigen)values of the identity matrix are 1 . Thus, this matrix is not compressible by singular value decomposition (SVD). The mapping to qubits

$$
\begin{equation*}
A_{\left(i_{1} i_{2} \cdots j_{R}\right)_{2},\left(j_{1} j_{2} \cdots j_{R}\right)_{2}}=\prod_{b=1}^{R} \delta_{i_{b}, j_{b}}, \tag{31}
\end{equation*}
$$

which indicates that the matrix can be represented exactly as a MPS with a bond dimension of one.

## G. 2P quantities from DFT + DMFT calculations

To demonstrate the compression in the case of multiple spin-orbital indices, we analyze the 2 P response functions of a realistic multiorbital model. In a recent study [62], where one of us was involved, the multipolar ordering in the $f$-electron compound $\mathrm{CeB}_{6}$ was investigated using DMFT combined with DFT. In this subsection, we analyze the 2 P data from this state-of-the-art $\mathrm{DFT}+\mathrm{DMFT}$ calculation.

Reference [62] constructed a tight-binding model from DFT calculations and considered local correlation effects within DMFT. The effective impurity model involves 6 local degrees of freedom of the $j=5 / 2$ multiplet, which was solved by the Hubbard-I approximation, i.e., exact diagonalization without hybridization. The local interaction was set to $U=6.2 \mathrm{eV}$ and Hund's coupling to $J_{H}=0.8 \mathrm{eV}$.

For a converged self-consistent solution of DMFT, they computed the multipolar susceptibility $\chi(\boldsymbol{q})$ in the ph channel at zero bosonic frequency through the BSE. First, they computed the local generalized susceptibility $X_{\text {loc }}$ by exact diagonalization on a fermionic-frequency mesh of size $N_{w} \times N_{w}$. Then they computed the irreducible vertex $\Gamma$ by solving the local BSE. By solving the lattice BSE with $\Gamma$, the multipolar susceptibility $\chi(\boldsymbol{q})$ was obtained. For technical details, we refer the reader to Ref. [62].

In this subsection, we analyze two important quantities: the local generalized susceptibility $X_{\text {loc }}$ and the multipolar susceptibility $\chi(\boldsymbol{q})$. The local generalized susceptibility is related to the local 2P Green's function by

$$
\begin{align*}
X_{m_{1} m_{2}, m_{3} m_{4}}^{\mathrm{loc}}\left(\mathrm{i} \nu, \mathrm{i} \nu^{\prime}\right)= & \frac{1}{\beta} G_{m_{2} m_{1}, m_{4} m_{3}}^{(2)}\left(\mathrm{i} \nu, \mathrm{i} \nu^{\prime} ; \mathrm{i} \omega=0\right) \\
& -G_{m_{2}, m_{1}}(\mathrm{i} \nu) G_{m_{4}, m_{3}}\left(\mathrm{i} \nu^{\prime}\right), \tag{32}
\end{align*}
$$

where $m_{1}, m_{2}, m_{3}, m_{4}$ stand for the eigenvalues of $j_{z}$, namely, $\quad m=-5 / 2,-3 / 2, \ldots,+5 / 2$. Introducing combined indices $I \equiv\left(m_{1} m_{2}\right)$ and $J \equiv\left(m_{3} m_{4}\right)$, we express this quantity as $X_{I J}^{\mathrm{loc}}\left(\mathrm{i} \nu, \mathrm{i} \nu^{\prime}\right)$. The combined indices are defined in row major order: $I=1,2, \ldots, 36$ corresponds to $\left(m_{1} m_{2}\right)=(1,1),(1,2), \ldots,(6,6)$.


FIG. 14. Irreducible vertex function $\Gamma_{d}$ of the Hubbard atom for two values of $U$ : (a) $U=3.0$ and (b)-(c) $U=3.56$ and for a given bosonic frequency $2 m \pi / \beta(\beta=1)$. The middle panels show the reconstructed data from MPSs $\left(\epsilon=10^{-14}\right)$. The right panels show the error in the reconstructed data. Note that the entire three-frequency dependence is fitted by a single MPS.


FIG. 15. Dependence of (a) compression ratio and (b) error (accuracy) on the bond dimension for $\Gamma_{d}$ of the Hubbard atom at $U=3(\beta=1)$. We compress the data on a $2^{R} \times 2^{R} \times 2^{R}$ grid with $R=10$ using the cutoffs $\epsilon=10^{-6}, 10^{-8}, 10^{-10}, 10^{-12}$, and $10^{-14}$. The symbol $|\cdots|_{\infty}$ denotes the maximum norm of a tensor, which is the maximum of the absolute values of its elements.

Figure 17(a) illustrates the MPS used for compressing the local generalized susceptibility. A fermionic frequency $\nu$ is encoded as described in Sec. II C. The combined indices for the $j=5 / 2$ multiplet $I$ and $J$ are not decomposed further in this study. Figures 17(b) and 17(c) show the results for $(I, J)=(1,1)$ and $(1,36)$, respectively. The left panels plot the reconstructed data from the MPS constructed with $\epsilon=10^{-8}$ and $R=7$ ( $N_{w}=128$ ), while the right panels show the error. In Fig. 17(b), one sees broad structures in addition to the diagonal line at $\nu=\nu^{\prime}$. A similar but weak broad structure is also seen in Fig. 17(c).


FIG. 16. Bond dimensions of MPSs representing the vertex function $\Gamma_{d}$ with cutoff $\epsilon=10^{-14}$. The dashed line indicates the maximum bond dimensions in maximally entangled cases.

All of these structures can be described with high accuracy, within an error of $<10^{-4}$.

Figure 17(d) shows the dimensions of the MPS. The bond dimension is highest at $b=1$ between the indices of $I$ and $J$. After showing another small local maximum around $b=5$, the bond dimension slowly decreases. The estimated compression ratio is around 608.

We now analyze the multipolar susceptibility $\chi(\boldsymbol{q})$ obtained by solving the lattice BSE. The $\chi(\boldsymbol{q})$ is defined as

$$
\begin{equation*}
\chi_{m_{1} m_{2}, m_{3} m_{4}}(\boldsymbol{q}) \equiv \int_{0}^{\beta} d \tau\left\langle O_{m_{1} m_{2}}(\boldsymbol{q}, \tau) O_{m_{4} m_{3}}(-\boldsymbol{q})\right\rangle \tag{33}
\end{equation*}
$$
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FIG. 17. Local generalized susceptibility of $\mathrm{CeB}_{6}$ computed by DFT + DMFT. (a) MPS, (b),(c) intensity map of the reconstructed $X_{\text {loc }}$ and error for $\epsilon=10^{-8}$, (d) bond dimensions along the MPS. In (d), the dashed line indicates the maximum bond dimensions in maximally entangled cases. The estimated compression ratio is around 608.


FIG. 18. Multipolar susceptibility of $\mathrm{CeB}_{6}$ computed by DFT + DMFT. (a) MPS, (b) bond dimensions along the MPS for $\epsilon=10^{-8}$. In (b), the dashed line indicates the maximum bond dimensions in maximally entangled cases. The estimated compression ratio is around 134.

Here, the argument $\tau$ stands for the imaginary time of the Heisenberg operator. The operator $O_{m m^{\prime}}(\boldsymbol{q})$ is the Fourier transform of the local density operator $O_{m m^{\prime}}(i)=\hat{f}_{i m}^{\dagger} \hat{f}_{i m^{\prime}}$, where $\hat{f}_{\text {im }}^{\dagger}$ and $\hat{f}_{\text {im }}$ are the creation and annihilation operators for the $f$ electrons, respectively.

We analyze the data of size $36 \times 36 \times 32 \times 32 \times 32$, where the number of momentum grid points is $32^{3}$. A momentum grid point is denoted by three integers as $\boldsymbol{q}=\left(q^{\prime}, q^{\prime \prime}, q^{\prime \prime \prime}\right)$ and we use the MPS illustrated in Fig. 18(a). Since the multiplet indices correspond to the shortest (most relevant) length scales, it is a natural choice to place them on the left edge of the MPS.

Figure 18(b) shows the bond dimensions for $\epsilon=10^{-8}$ and $R=5$. The bond dimension of the MPS is slightly larger than 100 . One can see a plateau behavior around $b=5$, supporting the length-scale separation. The estimated compression ratio is around 134. Although this number is already impressive, it may even be underestimated: The $b$ dependence of the bond dimension in the right half of the chain may indicate that the mesh size is not large enough.

## H. Nonequilibrium Green's functions

After analyzing Matsubara Green's functions and vertices in the previous subsections, we move on to the analysis of real-time and mixed real- and imaginary-time Green's functions of equilibrium and nonequilibrium systems. In nonequilibrium or real-time Green's function calculations, the Green's functions are often defined on the so-called L-shaped contour, which consists of the Matsubara branch and a realtime contour [52,63]. Depending on the position of the creation and annihilation operators on this contour, one can define different components of the Green's functions. A complete characterization is obtained in terms of the retarded component $\left[G^{R}\left(t, t^{\prime}\right)=-i \theta\left(t-t^{\prime}\right)\left\langle\left\{\hat{c}(t), \hat{c}^{\dagger}\left(t^{\prime}\right)\right\}\right\rangle\right]$,
the lesser component $\left[G^{<}\left(t, t^{\prime}\right)=i\left\langle\hat{c}^{\dagger}\left(t^{\prime}\right) \hat{c}(t)\right\rangle\right]$, the leftmixing component $\left[G^{\dagger}\left(t, \tau^{\prime}\right)=i\left\langle\hat{c}^{\dagger}\left(\tau^{\prime}\right) \hat{c}(t)\right\rangle\right]$, and the previously defined Matsubara component.

In nonequilibrium Green's function methods, the interacting Green's function on the L-shaped contour is typically obtained by solving Dyson equations (Kadanoff-Baym equations) on this contour [52,63,64]. A standard implementation based on an equidistant time discretization with $N_{t}$ time steps on the real-time axis and $N_{\tau}$ time steps on the imaginary-time axis requires a computational time of $\mathcal{O}\left(N_{t}^{3}\right)$ and memory of $\mathcal{O}\left(N_{t}^{2}\right)$, assuming that $N_{t} \gg N_{\tau}$ [64]. Here, we address the problem of storing the nonequilibrium (realtime) Green's functions and show that these functions are highly compressible.

To illustrate the QTT compression in the nonequilibrium case, we focus on the single-band Hubbard model (19) in a time-dependent electric field

$$
\begin{equation*}
\mathcal{H}(t)=-\sum_{\langle i j\rangle} e^{i \phi_{i j}(t)} \hat{c}_{i \sigma}^{\dagger} \hat{c}_{j \sigma}+U \sum_{i} \hat{n}_{i \uparrow} \hat{n}_{i \downarrow} \tag{34}
\end{equation*}
$$

The electric field is included via a Peierls phase $\phi_{i j}$, which is the line integral of the vector potential between the sites $i$ and $j$ [65]. We consider a half-filled system on the Bethe lattice, and calculate the Green's functions using the nonequilibrium (real-time) extension of DMFT [52]. Two representative cases are analyzed: (i) the paramagnetic Mott insulating system in equilibrium (see Fig. 19), and (ii) an initially antiferromagnetic Mott insulating system which is excited with a short electric field pulse (see Fig. 20). More specifically, we consider a Bethe lattice with infinite coordination number, which features a semicircular density of states, and use the quarter of the bandwidth of the free system $(U=0)$ as the unit of energy and $\hbar$ divided by the quarter of the bandwidth as the unit of time. We set the interaction to $U=6$ and use the noncrossing approximation to solve the effective impurity model in DMFT [53]. For calculation (i), we choose the temperature $T=0.2$, while for (ii), we use the initial temperature $T=0.05$, which is below the Neel temperature of the system. Setting $\hbar$, the bond length $a$, and the electron charge to unity, we choose the vector potential as $A(t)=\left(E_{0} / \Omega\right) F_{G}\left(t, t_{0}, \sigma\right) \sin \left[\Omega\left(t-t_{0}\right)\right]$ with $\quad F_{G}\left(t, t_{0}, \sigma\right)=\exp \left\{-\left[\left(t-t_{0}\right)^{2} / 2 \sigma^{2}\right]\right\}$. The vector potential is related to the electric field $E(t)$ by $E(t)=-\partial_{t} A(t)$. We set $t_{0}=12, \sigma=3, \Omega=6, E_{0}=0.8$.

The Green's functions are obtained using a time-stepping scheme which exploits the causal nature of the solution of the Kadanoff-Baym equations. We use $N_{t}=4096$ and $N_{\tau}=1024$, which means that the lesser and retarded components are stored on $(4096+1)^{2} / 2=8.4 \times 10^{6}$ grid points, while the mixed component is stored on $(1024+1) \times$ $(4096+1)=4.2 \times 10^{6}$ grid points. The left panels of Figs. 19 and 20 show the imaginary parts of the interacting Green's function for the indicated components. The middle panels plot cuts at fixed $t^{\prime} / t_{\text {max }}=0.5$ (indicated by a black


FIG. 19. Real-time and mixed Green's functions computed for the equilibrium paramagnetic system. Exact data for the imaginary parts of (a) the lesser, (b) the retarded, and (c) the left-mixing component are shown in the left panels. Cuts through these functions at $t^{\prime} / t_{\max }=1 / 2$ or $\tau / \beta=1$ (horizontal lines in the left panels) are shown in the middle panel. The right panels show the logarithm of the error for cutoff $\epsilon=10^{-10}$ together with the bond dimension $D$ automatically set by $\epsilon$. The symbol $|\cdots|_{\infty}$ denotes the maximum norm of a tensor, which is the maximum of the absolute values of its elements.
line in the left panels) or $\tau / \beta=1$. We note that $\operatorname{Im} G^{<}\left(t, t^{\prime}\right)$ is symmetric with respect to the diagonal $t=t^{\prime}$, while $\operatorname{Im} G^{R}\left(t, t^{\prime}\right)$ is nonzero only for $t>t^{\prime}$ and features a jump of height 1 along the diagonal. The mixed component has a very different structure, since it connects to the Matsubara Green's function for $t \rightarrow 0$ and decays to zero for large $t$. We furthermore notice that the equilibrium lesser and retarded components are time-translation invariant (i.e., they are functions of $t-t^{\prime}$ ), while this is not the case for the pulse-excited system. The latter system features sharp peaks related to spin polarons in the spectral function of the initial antiferromagnetic state [57], and this leads to a slow decay in the retarded component away from the diagonal. At the same time, the weight in the lesser component (hole propagator) is suppressed since we plot the result for the minority-spin component. After the application of the pulse, the staggered magnetization quickly melts, which leads to the
disappearance of the spin-polaron peaks and to half filling $\left[\operatorname{Im} G^{<}(t, t)=0.5\right]$ for both spin components.

The right panels of Figs. 19 and 20 demonstrate that despite the different qualitative features of the three components and the two distinct setups, the QTT compression scheme is capable of reproducing the Green's functions to high accuracy with modest bond dimensions. More specifically, in the case of the paramagnetic equilibrium system, a relative accuracy better than $\mid G_{\text {reconstructed }}$ $G_{\text {exact }}^{\infty} / \mid G_{\text {exact }}^{\infty}<10^{-4}$ is achieved with bond dimensions $D \sim 10$, while in the more challenging nonequilibrium case (with antiferromagnetic order in the initial state and a lack of translation invariance), a similar precision is reached with $D \sim 50$. A noteworthy observation is that the compression scheme does not seem to encounter any difficulties in resolving the jump in the retarded component (compare the results for $\operatorname{Im} G^{<}$and $\operatorname{Im} G^{R}$ ). While a representation in terms of average and relative times might


FIG. 20. Nonequilibrium Green's functions computed for the photoexcited antiferromagnetic system. See the caption of Fig. 19 for the description of the panels.


FIG. 21. Scaling of the relative accuracy [panels (a) and (c)] and compression ratio [panels (b) and (d)] for the different components of the Green's function. The left panels are for the equilibrium case and the right panels for the nonequilibrium case. The symbol $|\cdots|_{\infty}$ denotes the maximum norm of a tensor.
look more natural in the case of the retarded component, the transformation to this representation can be achieved by a MPO of very small bond dimension, as we discuss in Sec. III D. Whether or not a reduction of the bond dimension can be realized by introducing variable transformations will be the subject of a separate study.

To illustrate how the accuracy of the compressed Green's function improves with increasing bond dimension $D$, we plot in Figs. 21(a) and 21(c) the dependence of the maximum relative error on $D$ for the imaginary parts of the different components. The accuracy improves roughly exponentially with increasing $D$, both in the equilibrium case and in the nonequilibrium case. An interesting question is, what do these numbers imply for the memory requirement of the QTT representation and the compression ratio? The results are shown in Figs. 21(b) and 21(d). We see that in the equilibrium case, for bond dimension $D \sim 10$ and relative deviations smaller than approximately $10^{-4}$, a compression ratio of about $10^{4}$ is realized, which for example means that instead of $8.4 \times 10^{6}$ data points for the lesser or retarded components, we need to store fewer than 1000 numbers. In the nonequilibrium case, the compression ratio is lower, but still impressive. For $D \sim 50$, which again ensures relative deviations smaller than approximately $10^{-4}$, the memory cost is reduced by approximately 3 orders of magnitude.

## V. COMPUTATION

In this section, we demonstrate how to perform basic operations for diagrammatic calculations in the compressed form.

## A. Fourier transform

In this subsection, we discuss the Fourier transform between the Matsubara-frequency and imaginary-time domains. As we discuss in Sec. III A, we precompute the MPO for the Fourier transform. To test the numerical stability of the Fourier transform using the MPO, we consider the fermionic Green's function associated with a single pole,

$$
\begin{equation*}
G(\tau)=-\frac{e^{-\tau \omega}}{1+e^{-\beta \omega}} \tag{35}
\end{equation*}
$$

where we take $\beta=100$ and $\omega=1$. We first construct a MPS of bond dimension one for $G(\tau)$ using Eq. (14) with a given $R$. Then, we apply the MPO to the MPS to obtain a MPS for $G(\mathrm{i} \nu)$, whose bond dimension is truncated using $\epsilon=10^{-20}$.

Figure 22 shows the results for $R=24$, where we compare $G(\mathrm{i} \nu)$ reconstructed from the MPS to the exact values. One can see that the error level is constant throughout the frequency mesh. The error essentially originates from the discretization in $\tau$, which can be reduced exponentially by increasing $R$, as we see later.


FIG. 22. Fast Fourier transform of the one-particle Green's function, where $G(\mathrm{i} \nu)$ is transformed from $G(\tau)$ [i $\nu=i(2 n+1) \pi / \beta]$. We only plot every $10^{5}$ th data point.

Next, we test the inverse Fourier transform from $G(\mathrm{i} \nu)$ to $G(\tau)$. In practice, we decompose the numerical data of $G(\mathrm{i} \nu)$ on a mesh of size $2^{R}$ by SVD with $\epsilon=10^{-20}$. Then, we apply the MPO of the inverse Fourier transform to the MPS of $G(\mathrm{i} \nu)$, yielding a MPS of $G(\tau)$. Figure 23 shows the results for $R=8,12,16$. The error around $\tau>\beta / 2^{R}$ vanishes exponentially with increasing $R$, while the error around $\tau=0$ stays almost constant. The region with the large error vanishes exponentially in width with increasing $R$.


FIG. 23. Fourier transform of the Green's function to the $\tau$ domain for $R=8,12,16$. The other parameters are the same as in Fig. 22.

The large error at $\tau=0$ can be attributed to the truncation of the Matsubara sum: A discontinuity of $G(\tau)$ at $\tau=0$ cannot be reproduced by summing over a finite number of Matsubara frequencies. To be more specific, for a finite $R$, the transformed $G(\tau=0)$ equals $\left[G_{\text {exact }}\left(\tau=0^{+}\right)+G_{\text {exact }}\left(\tau=0^{-}\right)\right] / 2$, where $G_{\text {exact }}$ is the exact Green's function. If $G_{\text {exact }}\left(\tau=0^{+}\right)-G_{\text {exact }}\left(\tau=0^{-}\right)$ $(\equiv \Delta) \neq 0$, the error at $\tau=0$ is larger than or equal to $|\Delta| / 2$ for $R<\infty$. This does not matter in practice since the error is localized in exponentially narrow regions near $\tau=0$ and $\beta$.

## B. Dyson equation

In this subsection, we describe how to solve the Dyson equation. Without loss of generality, we restrict ourselves to 1D cases. The Dyson equation can be expressed as

$$
\begin{equation*}
A(k) G(\mathrm{i} \nu, k)=1 \tag{36}
\end{equation*}
$$

where the linear operator $A(k)$ is defined as

$$
\begin{equation*}
A(k) \equiv \mathrm{i} \nu-\epsilon(k)-\Sigma(\mathrm{i} \nu, k) \tag{37}
\end{equation*}
$$

For a fixed $i \nu$, this equation can be expressed in compressed form as

$$
\begin{equation*}
A\left(k_{1}, \ldots, k_{R}\right) G\left(k_{1}, \ldots, k_{R}\right)=1 \tag{38}
\end{equation*}
$$

where

$$
\begin{align*}
A\left(k_{1}, \ldots, k_{R}\right) \equiv & \mathrm{i} \nu 1_{k_{1}} \cdot(\cdots) \cdot 1_{k_{R}}-\epsilon\left(k_{1}, \ldots, k_{R}\right) \\
& -\Sigma\left(k_{1}, \ldots, k_{R} ; \mathrm{i} \nu\right) \tag{39}
\end{align*}
$$

Hereafter, we assume that the self-energy is given as a MPS. The MPS for $\epsilon(k)$ can be constructed from the hopping matrix as follows. The dispersion $\epsilon(k)$ $\left(k=0, \ldots, 2^{R}-1\right)$ can be expressed as

$$
\begin{equation*}
\epsilon(k)=\sum_{r=0}^{2^{R}-1} e^{i 2 \pi k r / 2^{R}} t_{r} \tag{40}
\end{equation*}
$$

where $t_{r}$ is the real-space hopping matrix. In the present formalism, the hopping "matrix" can be expressed as an $R$-way tensor of size $(2,2, \ldots, 2)$. For a tight-binding model, a MPS with a small bond dimension can be constructed explicitly for the hopping matrix as

$$
\begin{equation*}
\sum_{r^{\prime}} t_{r^{\prime}} T^{(1)}\left(r_{R}^{\prime}\right) \cdot(\cdots) \cdot T^{(R)}\left(r_{1}^{\prime}\right) \tag{41}
\end{equation*}
$$

where the MPS tensor is defined as

$$
\begin{equation*}
\left(T^{(n)}\left(r_{R-n+1}^{\prime}\right)\right)_{a_{n-1}, a_{n}}^{r_{R-n+1}} \equiv \delta_{r_{R-n+1}, r_{R-n+1}} . \tag{42}
\end{equation*}
$$

Note that the physical index is $r_{n}$, and $r_{n}^{\prime}$ is an external tensor parameter. The bond dimension of the MPS in Eq. (41) equals or is smaller than the number of nonzero elements of $t_{r}$. The bond dimension is only two for a nearest-neighbor 1D tight-binding model. For a more complex hopping matrix, one may have to compress the MPS numerically. The resultant MPS for the hopping matrix $t_{r}$ can be Fourier transformed numerically to $k$ space using the MPO of FFT.

Once a MPS for $A(k)$ is constructed, one can readily solve the Dyson equation (36) in the QTT representation using a standard Krylov method. In the following numerical demonstration, we transform the MPS of $A(k)$ to a MPO as described in Sec. III B.


FIG. 24. Solving the Dyson equation for the nearest-neighbor tight-binding model on the 1D lattice for $\beta=100$. (a) $\epsilon(k)$ computed by Fourier transformation in the QTT form. (b) [(c)] Green's functions computed for $\nu=(1 / \beta) \pi[\nu=(11 / \beta) \pi]$.

As a simple case, we consider a nearest-neighbor tightbinding model on the 1D lattice. This case without selfenergy is challenging because of sharp peaks in $G(k$, i $)$ at low frequencies and at the Fermi points. Figure 24(a) shows $\epsilon(k)$ computed by the Fourier transform for $R=20$ without patching. For constructing the MPO of the Fourier transform, we use the cutoff $\epsilon=10^{-25}$. The resultant MPO for $\epsilon(k)$ has $D=2$. The $\epsilon(k)$ is reconstructed on a grid of size $2^{20}=1048576$, which is compared with the exact result $\epsilon(k)=2 \cos (k)$. The noise level is constant over the whole interval. The signal-to-noise ratio for $\epsilon(k)$ becomes worse around the Fermi points. One can construct MPSs for $\epsilon(k)$ patchwise to improve the signal-to-noise ratio.

Figures 24(b) and 24(c) show the Green's function computed by solving the Dyson equation in the QTT representation for $\nu=(1 / \beta) \pi$ and $\nu=(11 / \beta) \pi$, respectively $(\beta=100)$. In particular, we use the generalized minimal residual method [66] with cutoff $\epsilon=10^{-15}$ for truncating MPSs during the Krylov-subspace construction. One can see that the reconstructed $G(k, \mathrm{i})$ matches the exact value accurately over the interval. This proves the numerical stability of the present method.

The error becomes slightly larger around the Fermi points and at low frequencies, which can be attributed to the large signal-to-noise ratio in $\epsilon(k)$. This issue becomes less serious at higher frequencies and presumably also in the presence of a self-energy.

## C. Bethe-Salpeter equation

We now solve the BSE for the Hubbard atom in the QTT form. We evaluate the rhs of Eq. (30) using the QTT representation from the exact vertices and compare the resultant $F$ with the lhs (exact full vertex). The evaluation of the rhs is done as follows for a fixed bond dimension $D$.
(1) Compute the MPSs for $X^{0}, \Gamma$, and $F$ with the fixed bond dimension $D$.
(2) Compute the MPS of $\phi^{\prime} \equiv X^{0} F$.
(3) Compute the MPS of $\phi \equiv \beta^{-2} \Gamma \phi^{\prime}$.
(4) Compute the MPS of $\Gamma+\phi$.

At the end of steps 2-4, we truncate the resultant MPS to the bond dimension $D$. At the end of step 4 , we should have $\Gamma+\phi \simeq F$.

Figure 25 shows the results for $\beta U=3(\beta=1)$ and $R=9$ on a $2^{R} \times 2^{R} \times 2^{R}$ grid. Figure 25(a) shows how the error in the result decays with increasing bond dimension $D$ for several values of $R$. The error vanishes exponentially and eventually saturates due to the finite-size effect of the grid. The finite-size error is estimated by performing the one-shot BSE calculation without compression directly on a fermionic-frequency mesh of size $2^{R} \times 2^{R}$ at each bosonic frequency using matrix multiplications. Note that this finite-size error vanishes slowly as $\mathcal{O}\left(1 / M^{p}\right)$ with the mesh size $M=2^{R}(p=1)$. In the present approach, the finite-size error vanishes exponentially with $R$.


FIG. 25. (a) Error in the reconstructed full vertex by solving the BSE, (b) timings of the one-shot solution of the BSE for $U=3$ and $R=7,8,9$. The BSE is solved effectively on a $2^{R} \times 2^{R} \times 2^{R}$ grid. The horizontal dashed line in (a) denotes the error level set by the finite-size effects of the grid (see the text). The symbol $|\cdots|_{\infty}$ denotes the maximum norm of a tensor.

Figure 25(b) shows the timings of the present approach. We run the code with eight threads on an AMD EPYC 7702P 64 -core processor. We perform the matrix multiplication using the fitting algorithm, whose computational cost scales as $\mathcal{O}\left(D^{4}\right)$. One can see that the timings depend weakly on $R$, as expected. The timings grow slightly slower than the expected scaling $\mathcal{O}\left(D^{4}\right)$. This indicates that the bond dimensions are still too small to see the asymptotic scaling.

For a fixed temperature, the run-time of the overcomplete IR method [26] scales as $\mathcal{O}\left(L^{8}\right)$, where $L \propto-\log \epsilon$. For a fixed box size $R$, the run-time of the present method grows only as $\mathcal{O}\left(L^{4} N\right)$, where $L \propto-\log \epsilon_{\text {MPS }}, N \propto-\log \epsilon_{\text {box }}$, $\epsilon_{\text {MPS }}$ is the target accuracy for compressing MPSs, and $\epsilon_{\text {box }}$ is the target accuracy for the finite-size error of the grid. Thus, the present approach is asymptotically superior to the overcomplete IR method for high target accuracy.

## VI. SUMMARY AND CONCLUSION

In summary, we propose a multiscale space-time ansatz for correlation functions of quantum systems based on QTTs. We numerically establish the validity of the ansatz for the space-time dependence of correlation functions
in various equilibrium and nonequilibrium systems. Furthermore, we propose efficient algorithms for basic operations required for diagrammatic calculations. In particular, we show that the Fourier transform can be performed using a MPO, with a small bond dimension. Finally, we numerically demonstrate the computation of the Fourier transform, the solution of the Dyson equation, and the evaluation of the Bethe-Salpeter equation.

This study will open a new route to efficient computations of quantum field theories using classical computers. A possible application is the numerical integration of high-order perturbation series, which has been recently attacked by a low-rank tensor train approximation using a tensor cross interpolation formula without the multiscale ansatz [39]. It is of interest to test the efficiency of more sophisticated tensor networks, such as tree tensor networks and multiscale tensor networks.

In the present QTT approach, diagrammatic calculations are mapped to standard operations in the QTT format, which can be parallelized using many GPUs and/or CPUs. The QTT representation is capable of treating highdimensional frequency and momentum domains in a straightforward way.

There are many possible applications of QTTs. In equilibrium calculations, handling 2 P quantities with three frequencies and momenta incurs huge computational and memory costs. This limits the application of sophisticated diagrammatic approaches at the 2 P level and makes it unfeasible to address low-temperature phenomena in real materials. Examples include parquet (like) equations [29,55,67-75] and the density-wave (DW) equation [76-78]. For the DFT + DMFT method, a challenging issue is the computation of 2P response functions [62,79-82]. Nonlocal extensions of DFT + DMFT [18,83-85] require efficient treatments of BSE and parquet equations as well. Ab initio fRG [86] and downfolding beyond the constrained RPA method [87-91] are other interesting targets.
$A b$ initio calculations where the bands span a wide energy range require an efficient treatment of internal degrees of freedom, which may be enabled by the QTT representation. Vertex corrections to the Migdal-Eliasberg equation [32] and $G W+$ BSE [31] could also be addressed.

Recent work on the analytic structure of multipoint correlation functions $[22,23]$ is in principle orthogonal to the compression strategies presented in this work. It is however intriguing to explore synergies, for example, by trying to express the partial spectral function representations using MPSs rather than the full object.

In nonequilibrium simulations, the huge memory cost of storing momentum-dependent two-time Green's functions has restricted lattice calculations based on the $\Sigma^{(2)}$ [92], FLEX [93], or two-particle self-consistent [94] approaches to short times and coarse momentum resolutions. An interesting aspect of correlated nonequilibrium systems however is the emergence of distinct behaviors on different timescales [52], as exemplified by the concepts of prethermalization $[95,96]$
and nonthermal fixed points [97,98]. The QTT representation essentially eliminates the memory bottleneck, and it should enable new implementations of the diagrammatic equations which give access to slow dynamics and provide insights into the role of nonlocal correlations.

While current implementations of nonequilibrium calculations rely on a time-stepping scheme [64], it is rather cumbersome to combine this strategy with compressed representations of nonequilibrium Green's functions [33]. The routines discussed in this work suggest that it may be advantageous to give up the time stepping and to implement the calculations on a fixed-time contour using the QTT representations. How this affects the numerical stability and convergence properties of the simulations is an interesting subject for future studies.

It is also interesting to explore the theoretical possibility of implementing diagrammatic calculations using a real quantum computer. This may allow us to handle difficult cases leading to a large bond dimension with QTTs. It however requires the implementation of nonunitary operations such as elementwise multiplication and convolutions using a unitary quantum circuit. This remains a challenging problem in quantum information theory.

## ACKNOWLEDGMENTS

H. S. was supported by JSPS KAKENHI Grants No. 18H01158, No. 21H01041, No. 21H01003, and No. 23 H 03817 and JST PRESTO Grant No. JPMJPR2012, Japan. Y. M. was supported by JSPS KAKENHI Grants No. JP20K14412 and No. JP21H05017 and by JST CREST Grant No. JPMJCR1901. K. N. was supported by JSPS KAKENHI Grant No. JP21J23007. P. W. acknowledges support from ERC Consolidator Grant No. 724103. A.K. acknowledges support by Austrian Science Fund through Projects No. P 32044, No. P 36213, and No. P 36332. H. S. thanks K. Yoshimi, J. Otsuki, T. Koretsune, Y. Yanase, T. Okubo, M. Kitatani, Y. Nagai, W. Mizukami, Y. Yamaji, and N. Witt for the fruitful discussions. H. S. especially thanks J. Otsuki for providing the numerical raw data of his DFT + DMFT calculation. We carried out part of the calculations using computer code based on SPARSEIR.JL [99] and ITENSORS.JL [100] written in JULIA [101]. H. S. and M. W. gratefully thank E. Miles Stoudenmire for fruitful discussions and his advice on implementing our code using ITENSORS.JL. M. W. and A. K. sincerely thank Jan Kuneš for illuminating discussions. We used NESSI [64] to generate the real-time Green's function data. H. S. thanks the Supercomputer Center, the Institute for Solid State Physics, and the University of Tokyo for the use of their facilities.

Note added.-Recently, we became aware of an independent work [102] where an upper bound of the bond dimension of the MPO for the Fourier transform was analytically derived.

## APPENDIX A: MPSs

Here we provide a brief overview of matrix product states. For a comprehensive review, we refer the reader to Refs. [103,104].

Let $A$ be an $n_{1} \times \cdots \times n_{L}$ tensor, i.e., an object with $L$ indices $i_{1}, \ldots, i_{L}$. We write this as $A\left(i_{1}, i_{2}, \ldots, i_{L}\right)$. A MPS is an approximation of the single $L$-way tensor $A$ by a contraction of $L$ three-way tensors $A^{(1)}, \ldots, A^{(L)}$ :

$$
\begin{align*}
A\left(i_{1}, i_{2}, \ldots, i_{L}\right) & \simeq \sum_{\alpha_{0}=1}^{D_{0}} \cdots \sum_{\alpha_{L}=1}^{D_{L}} A_{i_{1}, \alpha_{0} \alpha_{1}}^{(1)} A_{i_{2}, \alpha_{1} \alpha_{2}}^{(2)} \cdots A_{i_{L}, \alpha_{L-1} \alpha_{L}}^{(L)} \\
& \equiv A_{i_{1}}^{(1)} \cdot(\cdots) \cdot A_{i_{L}}^{(L)}, \tag{A1}
\end{align*}
$$

where $A^{(l)}$ is now an auxiliary $n_{l} \times D_{l-1} \times D_{l}$ tensor. Aside from the outer or physical indices $i_{1}, \ldots, i_{L}$, we introduce dummy or virtual indices $\alpha_{0}, \ldots, \alpha_{L}$. The index $\alpha_{l}$ thereby forms a "bond" between the tensors $A^{(l-1)}$ and $A^{(l)}$; hence, its bound $D_{l}$ is called the bond dimension. (By definition, $D_{0}=D_{L}=1$.) The bond dimension $D$ of the MPS is defined as the largest bond dimension of its constituents, $D=\max _{l} D_{l}$. With the outer indices held fixed, the virtual indices chain the tensors $A^{(l)}$ into a matrix product, which enables the condensed notation $A_{i_{1}}^{(1)} \cdot(\cdots) \cdot A_{i_{L}}^{(L)}$ for the MPS.

Any tensor can be decomposed into a MPS. As illustrated in Fig. 26(a), we can reshape the original tensor $A$ into an $n_{1} \times\left(n_{2} \cdots n_{L}\right)$ matrix:

$$
\begin{equation*}
A(\iota_{1}, \underbrace{i_{2}, i_{3}, \ldots, i_{L}}_{J}) \equiv A\left(i_{1}, J\right) . \tag{A2}
\end{equation*}
$$

By means of a SVD, we can detach the first tensor $A^{(1)}$ from $A$ :
$A\left(i_{1}, J\right)=\sum_{\ell=1}^{D_{1}^{\prime}}(U)_{i_{1} \ell} s_{\ell}\left(V^{\dagger}\right)_{\ell J} \equiv A_{i_{1}}^{(1)} \cdot A^{\prime}\left(i_{2}, \ldots, i_{L}\right)$,

(b)
where $s_{1} \geq s_{2} \geq \cdots \geq 0$. Iterating Eqs. (A2) and (A3) on $A^{\prime}$, we obtain MPS (A1).

The bond dimension $D_{k}^{\prime}$ obtained by this procedure is given by $D_{k}^{\prime}=\min \left(n_{1} \cdots n_{k}, n_{k+1} \cdots n_{K}\right)$; i.e., it grows exponentially as we move from the edges toward the center of the MPS. Fortunately, in many interesting cases, different indices $i_{k}$ are not strongly entangled, making $D_{k}$ a very loose bound. To utilize this, we approximate $A$ in Eq. (A3) with its low-rank approximation $\tilde{A}$ :

$$
\begin{equation*}
A\left(i_{1}, J\right) \approx \tilde{A}\left(i_{1}, J\right)=\sum_{\ell=1}^{D_{1}}(U)_{i_{1}} s_{\ell}\left(V^{\dagger}\right)_{\ell J}, \tag{A4}
\end{equation*}
$$

where $D_{1} \leq D_{1}^{\prime}$; i.e., we simply discard the smallest singular values in Eq. (A3). The error of this approximation is usually taken to be with respect to the Frobenius norm:

$$
\begin{equation*}
\epsilon=\frac{\|A-\tilde{A}\|_{F}^{2}}{\|A\|_{F}^{2}}=\frac{\sum_{\ell=D_{1}+1}^{D_{1}^{\prime}} s_{\ell}^{2}}{\sum_{\ell=1}^{D_{1}^{\prime}} s_{\ell}^{2}} \tag{A5}
\end{equation*}
$$

and can be shown to be optimal for a given rank $D_{1}^{\prime}$ by virtue of the SVD. (We follow common MPS convention and express the approximation error in terms of the squared deviation.)

Equations (A4) and (A5) now provide us with a way to construct a (lossily) compressed form of the MPS. We start with an error bound $\epsilon$ and optionally a maximum bond dimension $D$. Instead of the SVD (A3), we use the truncated SVD (A4) to detach the first tensor $A^{(1)}$ from $A$, ensuring that the approximation error (A5) stays below our error bound. We then iterate ("sweep") through the indices to construct the truncated MPS. The MPS obtained this way is optimal, and we refer to it as a MPS in its canonical form. A MPS in canonical form cannot be compressed further without sacrificing accuracy.

The above procedure is not only useful in constructing the MPS, but also for "recompressing" a MPS of bond dimension $D^{\prime}$ into one of bond dimension $D \leq D^{\prime}$. This is necessary because intermediate results arising from, e.g., elementwise products of two MPSs, are not canonical;

(c)


FIG. 26. (a) Decomposing a tensor into a tensor train or matrix product state by SVD, yielding a MPS of the dependence on $i$. The filled square denotes a diagonal matrix consisting of singular values. The singular values are absorbed into the right singular matrix. (b) MPO. (c) Multiplication of a MPO and a MPS. We do not show the dummy virtual bonds at the edges for simplicity.
i.e., these computations yield a MPS with a large bond dimension but with large redundancy. The recompression algorithm proceeds along the lines of Eqs. (A4) and (A5), but is slightly more involved, which is why we do not detail it here. We just remark that truncating the bond dimension from $D^{\prime}$ to $D$ costs $\mathcal{O}\left(n D^{13} L\right)$ computational time for $D^{\prime} \gg D$, where $n$ is the maximum dimension of the physical indices.

## APPENDIX B: MPO

MPOs are a natural generalization of the MPS concept to operators. A MPO is a decomposition of an $n_{1} \times n_{1}^{\prime} \times \cdots \times n_{L} \times n_{L}^{\prime}$ (2L-way) tensor $O$ into a product of $L$ four-way tensors $O^{(1)}, \ldots, O^{(L)}$ :

$$
\begin{align*}
O_{i_{1}^{\prime}, \ldots, i_{L}^{\prime}}^{i_{1}, \ldots, i_{L}} & \simeq \sum_{\alpha_{0}=1}^{D_{0}} \cdots \sum_{\alpha_{L}=1}^{D_{L}} O_{i_{1} i_{1}^{\prime}, \alpha_{0} \alpha_{1}}^{(1)} O_{i_{2} i_{2}^{\prime}, \alpha_{1} \alpha_{2}}^{(2)} \cdots O_{i_{L} i_{L}^{\prime}, \alpha_{L-1} \alpha_{L}}^{(L)} \\
& \equiv O_{i_{1} i_{1}^{\prime}}^{(1)} \cdot(\cdots) \cdot O_{i_{L_{L} i_{L}^{\prime}}^{(L)}}^{(L)} \tag{B1}
\end{align*}
$$

where $O^{(l)}$ is now an auxiliary $n_{l} \times n_{l}^{\prime} \times D_{l-1} \times D_{l}$ tensor, $\alpha_{0}, \ldots, \alpha_{L}$ are again the bond indices, $D_{0}, \ldots, D_{L}$ the bond dimensions, $D_{0}=D_{L}=1$, and $\cdot$ again is shorthand for the contraction along the bond dimension. We illustrate Eq. (B1) in Fig. 26(b).

Crucially, a MPO (B1) can be applied to a MPS (A1) "tensor by tensor":

$$
\begin{align*}
& \sum_{i_{1}^{\prime}, \ldots, i_{L}^{\prime}} O_{i_{1}^{\prime}, \ldots, i_{L}^{\prime}}^{i_{1}, \ldots, i_{L}} X\left(i_{1}^{\prime}, \ldots, i_{L}^{\prime}\right) \\
& =\sum_{i_{1}^{\prime}, \ldots, i_{L}^{\prime}}\left[O_{i_{1} 1_{1}^{\prime}}^{(1)} X_{i_{1}^{\prime}}^{(1)}\right] \cdot(\cdots) \cdot\left[O_{i_{L} i_{L}^{\prime}}^{(L)} X_{i_{L}^{\prime}}^{(L)}\right] \\
& \equiv Y_{i_{1}}^{(1)} \cdot(\cdots) \cdot Y_{i_{L}}^{(L)}, \tag{B2}
\end{align*}
$$

where . now indicates contraction over the bond indices of both $O$ and $X$. We illustrate Eq. (B2) in Fig. 26(c).

Equation (B2) shows that the resulting tensor $Y$ can be expressed in MPS form. However, its bond dimension is as large as $D^{\prime} \times D$, where $D^{\prime}$ and $D$ are the bond dimensions of $O$ and $X$, respectively. The resultant MPS is not in canonical form and thus can be compressed significantly. The compression by SVD would cost $\mathcal{O}\left(D^{3}\left(D^{\prime}\right)^{3}\right)$ operations, which is usually inefficient. The multiplication and subsequent compression can be done simultaneously using the density-matrix method or the fitting method [105] where we avoid creating an intermediate MPS with a large bond dimension. In the present study, we use the fitting method. The computation time scales as $\mathcal{O}\left(D^{5}\right)$ and $\mathcal{O}\left(D^{4}\right)$ for these two algorithms, respectively, when $D^{\prime} \simeq D$.

In solving diagrammatic equations, one may have to evaluate elementwise products $C\left(t, t^{\prime}\right)=A\left(t, t^{\prime}\right) B\left(t, t^{\prime}\right)$ or convolutions $C\left(t, t^{\prime}\right)=\int d t^{\prime \prime} A\left(t, t^{\prime \prime}\right) B\left(t^{\prime \prime}, t^{\prime}\right)$. As we
describe in Secs. III B and III C, these operations on two MPSs can be recast into a MPO-MPS multiplication.

One can perform many operations in the MPS form. For instance, one can add two MPSs with bond dimensions $D_{1}$ and $D_{2}$, where the resultant MPS has bond dimension $D_{1}+D_{2}$. The resultant MPS can be compressed by SVD efficiently, at a computational cost which scales as $\mathcal{O}\left(\left(D_{1}+D_{2}\right)^{3}\right)$. Thus, addition is usually computationally cheap compared to multiplication. The same applies to the addition of two MPOs.

## APPENDIX C: FAST FOURIER TRANSFORM

We are attempting to construct a MPO $\mathrm{FT}_{x_{R}, \ldots, x_{1}}^{k_{1}, \ldots, k_{R}}$ for the discrete Fourier transform:

$$
\begin{gather*}
f(k)=\sum_{x=0}^{2^{R}-1} \exp \left(\frac{2 \pi \mathrm{i}}{2^{R}} k x\right) f(x),  \tag{C1}\\
\hat{F}_{k_{1}}^{(1)} \cdots \hat{F}_{k_{R}}^{(R)}=\sum_{\left\{x_{r}\right\}} F T_{x_{R}, \ldots, x_{1}}^{k_{1}, \ldots, k_{R}} F_{x_{R}}^{(R)} \cdots F_{x_{1}}^{(1)} . \tag{C2}
\end{gather*}
$$

We start with the definition of the discrete Fourier transform on a grid of size $2 N$ :

$$
\begin{equation*}
\hat{f}(k)=\sum_{x=0}^{2 N-1} \exp \left(\frac{2 \pi \mathrm{i}}{2 N} k x\right) f(x) \tag{C3}
\end{equation*}
$$

where $f(x)$ is the discrete real-space signal, $\hat{f}(k)$ is the corresponding momentum-space function, and $x, k \in$ $\{0, \ldots, 2 N-1\}$. The standard Cooley-Tukey algorithm reduces a discrete Fourier transform (C3) of size $2 N$ to two discrete Fourier transforms of size $N$ :
$\hat{f}(k+\kappa N)=\sum_{\xi=0}^{1} e^{\frac{\pi i}{N} \xi(k+\kappa N)} \sum_{x=0}^{N-1} \exp \left(\frac{2 \pi \mathrm{i}}{N} k x\right) f(2 x+\xi)$,
where now $x, k \in\{0, \ldots, N-1\}$ and $\kappa, \xi \in\{0,1\}$. Iterating Eq. (C4) yields the FFT for problem sizes $2 N=2^{R}$ for some integer $R$.

Let us again expand $f(x)$ and $\hat{f}(k)$ as MPSs, which we reproduce here:

$$
\begin{align*}
& \hat{f}(k)=\hat{F}_{k_{1}}^{(1)} \cdot \hat{F}_{k_{2}}^{(2)} \cdot(\cdots) \cdot \hat{F}_{k_{R}}^{(R)}  \tag{C5a}\\
& f(x)=F_{x_{R}}^{(R)} \cdot F_{x_{R-1}}^{(R-1)} \cdot(\cdots) \cdot F_{x_{1}}^{(1)} \tag{C5b}
\end{align*}
$$

where $x=\left(x_{1} \cdots x_{R}\right)_{2}$ and $k=\left(k_{1} \cdots k_{R}\right)_{2}$ are again the bits of $x$ and $k$, respectively, and $\cdot$ denotes the contraction of the matrices $f$ or $\hat{f}$ along the bond dimension.

Note again that the order of tensors is reversed in $f$ with respect to $\hat{f}$. This circumvents the necessity of bit reversals in a traditional FFT. Using our convention instead, we can identify $\xi=x_{R}$ and $\kappa=k_{1}$ in Eq. (C4), allowing us to perform the FFT from "left to right" in both $f$ and $\hat{f}$. Empirically, we find that including the bit reversal adds a large amount of entanglement, which is why its avoidance is critical in this case.

We are attempting to construct a MPO for the discrete FT in Eq. (C2). Imposing the tensor structure (C5) on the discrete FT (C4), we obtain the following recurrence for the MPO (C2):

$$
\begin{equation*}
\mathrm{FT}_{x_{R}, \ldots, x_{1}}^{k_{1}, \ldots, k_{R}}=\prod_{r=1}^{R} \exp \left(\frac{2 \pi \mathrm{i}}{2^{r}} x_{R} k_{r}\right) \mathrm{FT}_{x_{R-1}, \ldots, x_{1}}^{k_{2}, \ldots, k_{R}} \tag{C6}
\end{equation*}
$$

Unwinding the recurrence (C6), we obtain

$$
\begin{equation*}
\mathrm{FT}_{x_{R}, \ldots, x_{1}}^{k_{1}, \ldots, k_{R}}=\prod_{r=1}^{R} \prod_{s=1}^{r} \exp \left(\frac{2 \pi \mathrm{i}}{2^{s}} x_{r} k_{s}\right) \tag{C7}
\end{equation*}
$$

in other words, simply a collection of phase shifts applied whenever some bits in both $k$ and $x$ are set.

In order to write the DFT as a tensor network, we introduce a set of phase shift tensors:

$$
\begin{equation*}
\frac{x}{\underbrace{\mid k^{\prime}}_{\mid k}} \frac{x^{\prime}}{} \equiv \exp \left(\frac{2 \pi \mathrm{i}}{2^{r}} x k\right) \delta_{x x^{\prime}} \delta_{k k^{\prime}} \tag{C8}
\end{equation*}
$$

and also three- and two-legged versions where removing a leg corresponds to removing the associated dependence and delta function. Using Eq. (C8), we can rewrite the MPO (C7) in its tensor network form depicted in Fig. 27. Conceptually, this diagram clarifies the structure of the FFT-leveraged in high-performance libraries such as


FIG. 27. MPO for the discrete Fourier transform (C2) of a MPS.

FFTW—as a network of simple $2 \times 2$ kernels together with a permutation of inputs. More importantly, it can be applied efficiently to a MPS layer by layer with intermediate compression steps. Alternatively, one can construct a MPO for whole sequence of steps recursively. The essentially identical quantum circuit was already derived in Refs. $[106,107]$ in the context of quantum information theory.

## APPENDIX D: MATSUBARA-FREQUENCY MESH

We define the grid points as $(2 n+\xi) \pi T(n=-N / 2$, $-N / 2+1, \ldots, N / 2-1$ ), where $\xi=0,1$ for bosons and fermions, respectively. This choice has the advantage that all the frequencies are sorted in ascending order. For this convention, the MPO for the Fourier transform from imaginary times to Matsubara frequencies is given by

$$
\begin{align*}
\hat{G}_{n^{\prime}} & =G\left(\mathrm{i} \nu_{n}\right)=\int_{0}^{\beta} d \tau e^{\mathrm{i} \nu_{n^{\prime}+N / 2} \tau} G(\tau)  \tag{D1}\\
& \approx \frac{\beta}{2^{R}} \sum_{m=0}^{2^{R}-1} e^{\mathrm{i} \pi \frac{22^{\prime} m}{2^{R}}} e^{\mathrm{i} \pi \frac{-2^{R}+\xi^{m}}{2^{R}} m} G_{m}, \tag{D2}
\end{align*}
$$

where $\quad \tau_{m}=\left(\beta / 2^{R}\right) m \quad\left(m=0,1, \ldots, 2^{R}-1\right), \quad n^{\prime}=n+$ $2^{R-1}\left(=0,1, \ldots, 2^{R}-1\right)$. By using $m=\left(m_{1} m_{2} \cdots m_{R}\right)_{2}$ and $\theta \equiv \pi\left(-2^{R}+\xi / 2^{R}\right)$, we obtain a MPO for the transform

$$
\begin{equation*}
\left(\beta / 2^{2 R}\right) \mathcal{F}^{-1} \mathcal{P} \tag{D3}
\end{equation*}
$$

where the phase-rotation layer $\mathcal{P}$ is given by

$$
\begin{equation*}
\mathcal{P}=\mathrm{U} 1\left(2^{R-1} \theta\right) \cdot \mathrm{U} 1\left(2^{R-2} \theta\right) \cdot(\cdots) \cdot \mathrm{U} 1(\theta) \tag{D4}
\end{equation*}
$$

with the single-qubit rotation

$$
\mathrm{U} 1(\alpha) \equiv\left(\begin{array}{cc}
1 & 0  \tag{D5}\\
0 & e^{\mathrm{i} \alpha}
\end{array}\right)
$$

The Fourier transform $\mathcal{F}$ is defined in Eq. (C3).
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