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Abstract 

We present a methodology for estimating fault geometry and utilizing the distance to the fault for the shaking esti-
mation to improve the accuracy of real-time shaking estimates for large earthquakes. Most of the earthquake early 
warning system currently estimates the seismic intensity with the ground-motion prediction equations (GMPE) as 
a function of the hypocenter distance. However, using the fault distance computed from a finite source model can 
improve the accuracy of the shaking intensity estimation for large earthquakes. This study proposes a novel method-
ology, XYtracker, to estimate the surface projection of the fault extent and real-time seismic intensity. For large earth-
quakes, high-frequency ground motions tend to saturate over the magnitude range and strongly correlate with fault 
distance. As a result, this work can achieve the fault extent using seismic intensity and GMPE. We considered three 
types of fault models: point-source, line-source, and rectangle-source model. We found the most probable model 
parameters for each model by minimizing the residual sum of squares between the observed and estimated seismic 
intensities. The Akaike Information Criterion selected the most probable model among them. The strong motion data 
set of the 2008 Wenchuan, 2011 Tohoku, and 2016 Kumamoto earthquakes was used to test our methodology. The 
new method for estimating the fault geometry can obtain the ongoing rupture length and direction using the strong 
motion data. The model selection scheme with the Akaike Information Criterion selected the finite-source model 
to explain the shaking distribution. Results revealed that this new approach performed well in estimating the fault 
dimension. The method can promote the accuracy of the seismic intensity estimation for future large earthquakes, 
including the subduction earthquakes.
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Introduction
Earthquake early warning (EEW) has attracted much 
research attention worldwide and implemented in earth-
quake-prone countries (Hoshiba et  al. 2008; Wu 2014; 
Satriano et al. 2011; Allen et al. 2009; Chung et al. 2019). 
The EEW systems’ ultimate goal is to estimate and inform 
the ground shaking at a location before or close to the 
onset of the strong shaking. Valid source determination is 
critical to achieving this. The traditional source determi-
nation approach determines the hypocenter location and 
magnitude from the early P-wave data (Kanamori 2005; 
Odaka et al. 2003; Allen and Kanamori 2003).

The point-source (PS) model estimates the shaking 
intensity at a site based on the estimated magnitude and 
location, assuming the shaking intensity decays as a func-
tion of the hypocenter distance (Odaka et al. 2003). This 
approach performs well in estimating shaking intensity 
for small-to-moderate earthquakes. However, the fault 
rupture length can be tens to hundreds of kilometers 
for large earthquakes. There are significant differences 
between hypocenter distances and fault-to-site distances 
(here-in-after referred to as fault distance) at distant sta-
tions. As a result, the ground-motion prediction equation 
(GMPE) with the PS model underestimates the shak-
ing at stations around the fault but far away from the 
hypocenter. Consideration of the fault distance into the 
GMPE will improve the accuracy of the shaking intensity 
estimation.

Fault distance should be employed in this case for 
GMPE of large earthquakes instead of source-to-site 
distance. Several techniques for capturing the fault 
finiteness in real time and incorporating it into shaking 

estimation have been developed. Yamada et  al. (2007) 
established a method for classifying seismic records into 
near-source and far-source by identifying the fault geom-
etry using peak ground acceleration (PGA) and velocity 
(PGV), assuming a dense seismic network around the 
fault. Convertito et  al. (2012) also estimated the size of 
the rectangle-source (RS) model from PGA and PGV. 
The Finite-Fault Rupture Detector (FinDer) algorithm 
(Böse et al. 2012, 2015, 2018) computes rapid line-source 
models from template matching and is suited for small to 
large earthquakes (M2–M9) with rupture length rang-
ing from less than one to several hundred kilometers. 
The FinDer uses templates precomputed from generic or 
local GMPEs for different line-source lengths.

The Propagation of Local Undamped Motion (PLUM) 
method (Kodera et  al. 2018) predicts seismic intensities 
from observed real-time seismic intensities near target 
sites. Data assimilation techniques (Hoshiba and Aoki 
2015) are also used in real-time shake mapping and wave 
propagation simulations. These methods do not require 
source estimation, but the warning time tends to be short 
compared with source-determination-based algorithms.

This study proposes a new methodology, XYtracker, 
which estimates the surface projection of the fault extent, 
and the Japan meteorological agency (JMA) seismic 
intensity scale (here-in-after referred to as seismic inten-
sity) is used to describe the intensity of seismic shak-
ing in Japan. As a result, directly converting continuous 
waveforms to the seismic intensity and estimating the 
maximum seismic intensity is easier. We used PS, line-
source (LS), and RS models to track the real-time fault 
extent and obtained the model parameters by fitting the 
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observed seismic intensity. The Akaike information crite-
rion (AIC) selects the most probable model among them. 
A PS model will be selected for small earthquakes, essen-
tially the same as the current JMA EEW. We can perform 
the model selection and the model parameter estimate in 
a single framework.

Data
Strong motion data set
We used the 2011 Tohoku earthquakes (Mw 9.0) and the 
2008 Wenchuan earthquake (Mw 8.0) for our simulation, 
since they feature a long rupture and good station cov-
erage along the fault. We also performed the simulation 

with the 2016 Kumamoto earthquake (MJMA 7.1) as an 
example of a more minor inland earthquake.

The 2011 Tohoku earthquake occurred at 05:46 on 
March 11th, 2011 (UTC), offshore of the Tohoku region, 
Japan.  The hypocenter location was determined as 
38.10◦ N and 142.86◦ E at a depth of 24 km (Japan Mete-
orological Agency 2011). We used the strong motion data 
of the K-NET and KiK-net seismic networks (National 
Research Institute for Earth Science and Disaster Resil-
ience 2019). It was a subduction-zone earthquake, and 
the station coverage was one-sided from the fault rupture 
(Fig. 1a). We selected the 831 stations with a hypocenter 
distance of < 600 km. The fault model obtained from the 
joint inversion of the teleseismic body and surface waves 
(Shao et al. 2011) is shown as a rectangle. The fault size 
was about 500 times 100 km with a strike of 14◦.

The 2008 Wenchuan earthquake was a crustal earth-
quake that occurred in the middle of the dense seismic 
network in Sichuan province, China. The earthquake 
occurred at 06:28:01 on May 12th, 2008 (UTC). The 
hypocenter location was estimated as 31.00◦ N and 
103.32◦ E at a depth of 19 km (United States Geological 
Survey 2008). Data for this study were provided by China 
Digital Strong Motion Network (2008). The stations have 
a good azimuthal coverage along the fault, and the sta-
tion density was about 40-km spacing (Fig. 1b). We used 
the 71 stations with the hypocenter distance < 400  km. 
Because the data did not have the correct clock informa-
tion, we adjusted the clock by assuming that the P-waves 
arrive at the theoretical arrival time calculated from the 
one-dimensional velocity structure (Shen et  al. 2011). 
The finite-fault model in Fig.  1b was obtained from the 

Fig. 1 Map of the earthquake and station locations. Stars show the epicenter, and dots show the seismic stations. The open rectangles show the 
surface projection of the fault plane. a 2011 Tohoku earthquake. b 2008 Wenchuan earthquake. The known faults are indicated in broken lines. The 
map of China is inserted in the top-left. c 2016 Kumamoto earthquake. The rectangle in the lower-left insert indicates the study area

Fig. 2 Vertical cross section for the geometry of RHYP, RJB, and RRUP. 
The thick black line shows the fault surface; the star illustrates the 
hypocenter location, the triangle indicates the site location, and the 
gray shadow line indicates the surface projection of the fault plane
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joint inversion with the teleseismic waveforms and local 
coseismic displacement (Wang et al. 2008). The rupture 
was about 300 times 40 km along the Longmen Shan tec-
tonic region, with a strike of 222◦.

The 2016 Kumamoto earthquake (MJMA7.1) was a 
crustal earthquake that occurred in the central part of 
Kyushu Island, southwest Japan. The station occurred at 
16:25 on April 15th, 2016 (UTC). The hypocenter loca-
tion was determined as 32.75◦N and 130.76◦ E at a depth 

Fig. 3 Flow of XYtracker. The process comprises three steps: (1) obtaining source model parameters from the observed seismic intensity, (2) 
computing the residual between the observed and estimated intensities, and (3) selecting the most probable model based on AIC

epicenter

L
L

epicenter

a b

Fig. 4 Diagrams of the geometry of the a line-source and b 
rectangle-source models. The black circle shows the epicenter 
location

Table 1 Search range of the parameters for line- source and 
rectangle-source models

Parameter L (length) [km] W (width) 
[km]

θ(strike) [°] rL

Min 1 1 0 0

Max 2Vr t L 180 1

Fig. 5 Time history of the source parameters for the 2011 Tohoku 
earthquake. a Magnitude, b fault strike, c fault length, d fault width, 
and e AIC. In a, black and gray lines show the intensity magnitude 
and JMA EEW magnitude, respectively. b–e Black, red, and blue lines 
show the PS, LS, and RS models, respectively. The broken line shows 
the source model in Shao et al. (2011)
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of 12 km. We used the strong motion data of the K-NET 
and KiK-net seismic networks processed by NIED, 390 
stations with hypocenter distance < 400 km, as indicated 
in Fig. 1c was employed in this study. The fault model was 
obtained from the kinematic waveform inversion (Asano 
and Iwata 2016). The surface projection of the fault is 
shown in Fig. 1c.

The strong motion records of two earthquakes are all 
3-component accelerograms. The sampling frequency of 
the data of the Tohoku earthquake and the Kumamoto 

earthquake was 100 Hz, and that of the Wenchuan earth-
quake was 200 Hz. We processed the data in the following 
way: we subtracted the pre-event mean from the acceler-
ation records. We then applied a recursive intensity filter 
to calculate the seismic intensity in real time. The detail 
of the filter will be explained in the next section.

Definition of the fault distance
The hypocenter distance (RHYP) is the distance between 
the station and the hypocenter. RHYP is utilized for the 
GMPE, assuming the PS model. We employed two 
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Fig. 6 Distribution of the seismic intensity and its error at 180 s for the 2011 Tohoku earthquake. The observation and the estimations of the PS, LS, 
and RS models are shown from the left. Black stars and thick lines show the epicenters and the source models, respectively. a Observed intensity. 
b–d Estimated intensity for the 3 source models. e–g Difference between the estimated and observed intensities for the 3 source models. h–j 
Scatter plot of the observed and estimated intensities for the 3 source models. The red color indicates over-predicted, and the blue color shows 
under-predicted. The percentage of the stations with an error > 1 is written in the panel
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definitions for the fault distance to consider the fault 
finiteness, as shown in Fig.  2. Joyner and Boore (1981) 
defined the shortest distance between a site and surface 
projection of the fault plane as the Joyner–Boore distance 
(RJB). The rupture distance (RRUP) is the closest distance 
between a site and the three-dimensional rupture plane 
(Abrahamson and Silva 1997). A high-frequency ground 
motion is sensitive to RJB but less sensitive to the dip of 
the fault plane (Yamada et  al. 2007). Therefore, we pre-
sume the depth of the fault is constant at the hypocenter 
depth (h) and use 

√

h2 + R
2
JB it for the three-dimensional 

fault distance.

XYtracker method
The XYtracker is a new approach that considers the two-
dimensional rupture for the seismic intensity estima-
tion. It employs the GMPE of the shaking intensity as a 
function of intensity magnitude and fault distance. We 
propose a model selection analysis with the AIC to deter-
mine the most likely source model among PS, LS, and RS 
models. The processing flow is shown in Fig. 3.
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Fig. 7 Snapshots of the seismic intensities of the RS model for the 2011 Tohoku earthquake. Black stars and thick rectangles show the epicenters 
and the source models, respectively. a–d Observed intensities. e–h Estimated intensities. i–l Difference between the observed and estimated 
intensities
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JMA seismic intensity
A high-frequency ground motion has a strong corre-
lation with the fault distance and saturates over a large 
magnitude (Yenier and Atkinson 2015). As a result, it can 
estimate the fault distance and the fault geometry in real 
time (Izutani 1993; Yamada and Heaton 2008; Yamada 
et al. 2007).

In this study, we employed the seismic intensity to esti-
mate the level of the high-frequency ground motions. We 
applied this ground motion measure, because it is used 
to express the level of shaking in Japanese EEW. Kunugi 

et  al. (2013) proposed a recursive filter to calculate the 
seismic intensity. The filter had a peak at around 1 s, and 
the filtered acceleration has a good correlation with the 
1 s ground motion.

The JMA seismic intensity (IJMA) can be computed 
from the filtered acceleration waveforms in each time 
step. After we applied the JMA seismic intensity filter 
(Kunugi et al. 2013), the vector sum of the three-compo-
nent waveforms was calculated. Considering the absolute 
amplitude ac having a total duration ≧ 0.3  s, the JMA 
seismic intensity is obtained by
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Fig. 8 Residual surface of the 4 model parameters (L, W, θ , and rL ) at 180 s after the origin time for the 2011 Tohoku earthquake. The color bar shows 
the values of RSS. White circles show the minimum RSS in each subfigure
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The real-time seismic intensity at each time step is cal-
culated from Eq. (1).

Intensity magnitude
We employed the definition of the intensity magnitude 
(MI) for the magnitude, which was a function of the 
JMA seismic intensity (IJMA) and hypocenter distance. 
The uncertainty of the intensity estimated from the MI 
was significantly lower than the intensity estimated from 
other conventional magnitudes (Yamamoto et  al. 2008). 
MI is expressed as a function of S-wave travel time (ts), 
IJMA, and RHYP:

where a and b are constants a ≈ 0.012 and b ≈ 2.73

(Yamamoto et al. 2008).
We utilize the median of the MI obtained from the 5 

closest stations from the hypocenter. Over time, the MI 

(1)IJMA = 2 log10 (ac)+ 0.94.

(2)MI = IJMA/2+ log10 (RHYP)+ ats + b

increased as the shaking intensity increased. The same 
equation will be used to estimate IJMA at each site.

Source models
We considered fault finiteness by assuming two types of 
fault models: LS and RS models. Most of the EEW sys-
tems can detect the epicenter location soon after the 
earthquake occurs, so we assumed the location of the 
epicenter was identified from the first few P-wave arriv-
als. We constrained that the epicenter was included in 
the LS and RS models. The line model was parameter-
ized by three parameters, length of the fault (L), the strike 
of the fault ( θ ), and the ratio of the length from the epi-
center to one end along the strike (rL). The RS model had 
an additional parameter, the width of the fault (W). We 
assumed that the epicenter was always at the center of 
the fault width to reduce the parameters. Figure 4 indi-
cates the geometry of the LS and RS models.

We searched the most probable model parameters by 
minimizing the misfit function, defined by the residual 
sum of squares (RSS) between the observed and esti-
mated seismic intensities:

where n is the number of the stations where the observed 
seismic intensity is larger than 2.5, Iobsi  is observed seis-
mic intensity at the station i. wi is a weight at the station i 
defined as Eq.  (5). We use the weight to minimize the 
effect of the distant stations which have not reached their 
peak values. RRUP is a hypocenter distance for the PS 
model but the fault distance for the LS and RS models. 
RRUP for a finite source model is defined as 

√

h2 + R
2
JB 

and RJB is a function of model parameters (L, W,θ , rL).
We searched the possible source parameters for LS and 

RS models that minimize the misfit function (Eq.  (3)). 
The numerical optimization algorithm provided by 
Matlab has a good and fast service for the multidimen-
sional optimization of model parameters (Nelder–Mead 
method). Table  1 shows the range of parameters for 
optimization. We assume a constant rupture velocity 

(3)RSS = 1/n
∑n
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Fig. 9 Time history of the source parameters for the 2008 Wenchuan 
earthquake. The format is the same as in Fig. 5
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(Vr = 2.5 km/s) and bilateral rupture along the strike; t(s) 
is the time after the origin.

Model selection by AIC
We employed the AIC to select the most relevant 
source model among the PS, LS, and RS models (Akaike 
1974). The AIC estimated the balance between the 
complexity of the models and the goodness of fit to the 
data:

where k represents the number of the free parameters 
and n also denotes the number of the stations where the 
observed seismic intensity is 2.5 or greater. We use k = 0, 
3, and 4 for the PS, LS, and RS models.

(6)AIC = 2k + n ln (RSS)

Results
We applied our novel source estimation algorithm to 
the 2011 Tohoku earthquake (Mw 9.0), the 2008 Wen-
chuan earthquake (Mw 8.0), and the 2016 Kumamoto 
earthquake (MJMA 7.1). We used PS, LS, and RS models 
to describe the fault rupture extent and select the most 
probable model by AIC.

Results of the 2011 Tohoku earthquake
Comparison of the source models
Figure 5a shows the time history of the MI and the JMA 
EEW magnitude for the 2011 Tohoku earthquake (Japan 
Meteorological Agency 2011). Although the defini-
tion of the magnitude was slightly different (JMA EEW 
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Fig. 10 Distribution of the seismic intensity and its error at 125 s for the 2008 Wenchuan earthquake. The format is the same as in Fig. 6
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magnitude is computed from the high-pass filtered dis-
placement), their trends were similar. Note that the 
magnitude estimated from the high-frequency ground 
motions saturates for large earthquakes; therefore, it 
underestimated the Mw (9.0). We used this time history 
of the intensity magnitude to estimate the source model 
parameters.

Figure  5b–d shows the most probable source param-
eters for the LS and RS models. The fault length keeps 
increasing as the rupture propagates. Because it was an 
offshore earthquake and the station coverage was one-
sided from the epicenter, it took about 140 s to obtain the 
stable strike. Figure 5e shows the time history of the AIC 
for three source models. The difference between the PS 

and finite-source became significant after 120 s, and the 
fault width became profound after 140 s.

Figure 6 shows the spatial distribution of the observed 
and estimated intensities. The high intensities were 
observed along the east coast of the Tohoku region 
(Fig. 6a). LS and RS models could reproduce this directiv-
ity of the strong shaking. PS model significantly under-
estimated the seismic intensity in the Tokyo region 
(Fig. 6e). Assuming that the intensity error within the ± 1 
scale is acceptable, the accuracy for the PS model was 
71%, and that for the LS and RS models were 91% and 
94%, respectively. These results are consistent with the 
model selection by the AIC (Fig. 5e).
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Fig. 11 Snapshots of the seismic intensities of the LS model for the 2008 Wenchuan earthquake. The format is the same as in Fig. 7
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Performance of the optimal source model
Figure 7 shows the snapshots of the seismic intensities of 
the RS model for the 2011 Tohoku earthquake at 40, 80, 
120, and 160 s after the origin time. At 40 s, the observed 
intensity distribution was isotropic primarily, and the RS 
model was close to the PS model. The estimated shaking 
intensity was larger than the observation at the stations 
far from the source, which suggests that the EEW can be 
effective in that area. The directivity of the shaking inten-
sity distribution was not apparent until 120  s. At 160  s, 
the estimated model was almost converged, and the bilat-
eral rupture in the NNE–SSW direction was captured.

We checked the sensitivity of the model parameters to 
the misfit function. Figure 8 shows the residual surface of 

the RS model after the convergence. Combinations of 2 
out of 4 model parameters are plotted in each subfigure. 
Length, strike, and the length of the one side from the 
epicenter ( rL L) are well constrained, but the width has a 
considerable variation. Since station distribution is one-
sided from the fault, the method does not have a good 
resolution for the width of the fault.

Results of the 2008 Wenchuan earthquake
Comparison of the source models
We performed the same simulation with the data set 
of the 2008 Wenchuan earthquake. Figure  9a shows 
the time history of the MI and final Mw (8.0). The MI 

200

300

400

500

600

0 45 90 135 180

0

45

90

135

180

0.00 0.25 0.50 0.75 1.00

0.00

0.25

0.50

0.75

1.00

25 50 75 100

L(km)

θ(°)

rL

W(km) rL θ(°)

110 120 130 140 150 160 170

RSS

Fig. 12 Residual surface of the four model parameters (L, W, θ , and rL ) at 125 s after the origin time for the 2008 Wenchuan earthquake. The format 
is the same as in Fig. 8



Page 12 of 17Xiao and Yamada  Earth, Planets and Space           (2022) 74:77 

increased for the first 30 s and converged to 7.8. Owing 
to the difference in the definition, the MI underesti-
mates the Mw.

Figure  9b–d shows the time histories of the most 
probable source parameters. The length started increas-
ing at 70 s after the origin time, and the fault finiteness 
became important. The final length is very similar to 
the fault model from the waveform inversion (Wang 
et  al. 2008). Unlike the 2011 Tohoku earthquake, the 
width of the RS model is minimal. This is consistent 
with the very narrow surface projection of the source 
model in Fig. 1b.

Because the fault rupture extent is very narrow, there 
is not much difference in the LS and RS models (Fig. 10c, 
d). Therefore, the AIC selected the LS model, because it 
had fewer parameters than the RS model.

Performance of the optimal source model
Figure 11 shows the snapshot of the seismic intensities 
of the LS model for the Wenchuan earthquake at 35, 65, 

95, and 125 s after the origin time. At 35 s, the observed 
intensity distribution was isotropic, and the estimated 
model was similar to the PS model. The estimated 
intensity was larger than the observations at the distant 
stations, and we could have provided tens of waring 
time. The estimated intensity At 95 s, the directivity of 
the shaking distribution became apparent, and the LS 
started capturing the fault direction.

Figure  12 shows the residual surface of the model 
parameters for the 2008 Wenchuan earthquake. 
Although the AIC selected the LS model as the best 
model, we showed the residual surface of the RS model 
here, because the LS model is a subset of the RS model. 
Resolutions for rL and θ are better than L and W, proba-
bly due to the heterogeneity of the station distribution.

Results of the 2016 Kumamoto earthquake
Comparison of the source models
Figure  13a shows the time history of MI and the JMA 
EEW magnitude for the 2016 Kumamoto earthquake. 
MI is similar to the JMA EEW magnitude and converges 
within the first 10 s after the first P-wave arrival.

Figure 13b–d shows the most probable source param-
eters for the LS and RS models. We can estimate the 
strike for the LS and RS models at the early rupture stage. 
The length of the RS model is slightly larger than that of 
the source model in Asano and Iwata (2016). There was 
an M5-class triggered earthquake in the Oita prefecture 
about 30 s after the mainshock and our method included 
it in the mainshock rupture. The width of the RS model 
is relatively narrow so the RS model is similar to the LS 
model. The AIC shown in Fig. 13e selected the LS model 
as the best model for the 2016 Kumamoto earthquake.

Figure  14 shows the final seismic intensity distribu-
tion for the 2016 Kumamoto earthquake. Although the 
LS model was selected as the best model by the AIC, the 
differences in the estimated intensities were tiny. The 
size of the earthquake (MJMA7.1) was not large enough to 
capture the fault rupture dimension by the finite-source 
model.

Performance of the optimal source model
Figure  15 shows the snapshot of the observed and esti-
mated intensities of the LS model for the Kumamoto 
earthquake at 10, 30, 50, and 70 s after the origin time. At 
10 s, the estimated intensity distribution (Fig. 15e) is sim-
ilar to the final observed intensity distribution (Fig. 15d). 
The EEW would provide enough warning time on the 
entire Kushu island.

Fig. 13 Time history of the source parameters for the 2016 
Kumamoto earthquake. The format is the same as in Fig. 5
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Figure  16 shows the residual surface of the model 
parameters for the 2016 Kumamoto earthquake. 
Although the AIC selected the LS model as the best 
model, we showed the residual surface of the RS model 
here, because the LS model is a subset of the RS model. 
All parameters were well-constrained.

Discussion
Contribution to the earthquake early warning
This study proposed a methodology for estimating the 
rupture extent in real time from strong-motion record-
ings during shaking. LS, RS, and the conventional PS 

model were examined in this study, and the AIC was 
used to select the best model that described the observed 
shaking intensity. Using a simple finite-source model, the 
accuracy of seismic intensity estimation was improved 
(Figs. 6 and 10).

Intensity magnitudes (MI) computed from the real-
time JMA seismic intensity were used instead of the 
moment magnitude. The Tohoku and Wenchuan earth-
quake’s rupture duration was 2–3  min, and the conver-
gence of MI for the two earthquakes was about 50 s and 
30  s, respectively (Figs.  5 and 9). The MI was estimated 
from the peak SI of the closest 5 stations so it converged 
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after the peak of the amplitude. However, the high-fre-
quency ground motions saturate for large earthquakes, 
which may underestimate the moment magnitude. For 
the Tohoku case, MI underestimated the moment magni-
tude (Mw 9.0).

The advantage of XYtracker is that it can handle both 
small and large earthquakes in a single framework. The 
AIC performs a model selection from the PS, LS, and 
RS models. Therefore, the PS model was selected at the 
early rupture stage for the three earthquakes (Figs.  5, 
9, and 13). We use not only near-source stations but 
also far-source stations through the GMPE to estimate 
the rupture extent so that it can be applied for offshore 

earthquakes. The XYtracker uses intensity magnitude, 
computed directly from the seismic intensity. This magni-
tude can decrease the uncertainty of the intensity estima-
tion compared with the other conventional magnitudes.

The FinDer method has also been applied to both the 
Tohoku (Böse et al. 2012) and Wenchuan (Li et al. 2020) 
earthquakes. The method uses template matching, which 
requires precomputed templates from generic or local 
GMPEs for different line-source lengths. The major dif-
ference between our approach and the FinDer algorithm 
is the consideration of the fault width. For the narrow 
fault earthquakes, such as Kumamoto and Wenchuan 
earthquakes, both methods work well (Figs. 9e and 13e). 

31˚

32˚

33˚

34˚
I

31˚

32˚

33˚

34˚

129˚ 130˚ 131˚ 132˚
31˚

32˚

33˚

34˚

129˚ 130˚ 131˚ 132˚129˚ 130˚ 131˚ 132˚129˚ 130˚ 131˚ 132˚

∆I

10 s 30 s 50 s 70 s

I o
bs

I li
ne

I li
ne

−
I o

bs

a b c d

e f g h

i j k l

1

2

3

4

5

6

7

−5

−4

−3

−2

−1

0

1

2

3

4

5

Fig. 15 Distribution of observed intensity, estimated intensity, and the difference between them at 10 s, 30 s, 50 s, and 70 s with the line-source 
model for the 2016 Kumamoto earthquake. The format is the same as Fig. 7



Page 15 of 17Xiao and Yamada  Earth, Planets and Space           (2022) 74:77  

However, for large earthquakes with a wide fault, such as 
subduction earthquakes, consideration of the fault width 
will improve the shaking estimation. For the Tohoku 
earthquake, although the width estimation was not well 
constrained, the AIC selected the RS model to demon-
strate the better shaking intensity (Fig. 5e). For wide fault 
and good station coverage, fault width will improve the 
shaking estimation.

The method uses stations where a strong motion has 
arrived to maintain track of the surface projection of 
fault. Therefore, it does not aim to predict the future 
evolution of the fault rupture. It is difficult to estimate 
the rupture direction until it evolves. The method is 
subject to the same limitations as other EEW methods. 
There will be a blind zone (i.e., no warning time) near the 

hypocenter. The dense seismic station is required to esti-
mate the rupture dimension accurately.

Future improvements
To estimate the fault distance from the observed seis-
mic intensity, we use the GMPE for the intensity magni-
tude (Yamamoto et  al. 2008). The equation was derived 
before the three earthquakes; therefore, these data were 
not included in the regression analysis. The data used for 
GMPE regression analysis is MJMA 3.5 to 7.9, and there 
is no earthquake with a magnitude greater than 8. As a 
result, applying to megathrust earthquakes is an extrapo-
lation of this equation. To improve the fault rupture esti-
mation, it is good to create a GMPE from the data set of 
the large earthquakes whose rupture extent is challenging 
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to be approximated by a point source. Adding a site cor-
rection factor will also improve the shaking estimation.

This study demonstrated the offline simulation with 
three large earthquakes and showed that the new 
method would improve the intensity estimation. How-
ever, we need to test with a larger number of earthquakes 
to enforce and confirm the method’s robustness. The 
method has a perspective to improve the estimation of 
the real-time seismic intensity.

Conclusions
We proposed the XYtracker method to estimate real-time 
seismic intensities using a finite source model. The LS 
and RS models, together with the conventional PS model, 
were examined in this study, and the AIC was used to 
select the best model that described the observed shaking 
intensity. Using a simple finite-source model improved 
the accuracy of seismic intensity estimation. By estimat-
ing the fault rupture dimension, we can use the fault dis-
tance instead of the epicenter distance for the GMPEs, 
which improves the estimation of the seismic intensity 
for large earthquakes.

Strong motion data of the 2011 Tohoku earthquake 
(Mw 9.0), 2008 Wenchuan earthquake (Mw 8.0), and the 
2016 Kumamoto earthquake (MJMA 7.1) were applied to 
examine the method. The AIC selected the PS model at 
the start of the rupture and then switched to the finite-
source model as the rupture propagated. The RS model 
was selected for the 2011 Tohoku earthquake, with a wide 
fault of about 100 km. The LS model was selected for the 
2008 Wenchuan and 2016 Kumamoto earthquakes.

The XYtracker method has the potential to improve 
the underestimation of the current EEW system for 
large earthquakes by considering the dimension of the 
rupture extent. The method can improve the accuracy 
of the seismic intensity estimation for future large 
earthquakes, including the subduction earthquakes.
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