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Abstract 12 

 An exact formula for the joint probability of pair neutron detection for the Rossi-𝛼 method, 13 

which is composed of the sum of a large number of higher harmonics, is verified in this study by 14 

comparing it with a Monte Carlo simulation. A simple conventional formula for the Rossi-𝛼 15 

method cannot yield an accurate fundamental mode time-decay constant 𝛼 owing to the effect of 16 

higher harmonics. Dynamic mode decomposition (DMD) is applied to the eigendecomposition of 17 

autocorrelation functions in a subcritical system. Through DMD, the autocorrelations obtained 18 

from the deterministic exact formula, which is free from stochastic noise, are accurately 19 

decomposed into major higher harmonic components. The DMD results obtained from a Monte 20 

Carlo simulation are inferior to the deterministic results due to stochastic noise. These findings 21 

suggest that if detection positions are properly allocated within a subcritical system, DMD can 22 

yield a satisfactorily accurate fundamental mode 𝛼-eigenvalue. 23 

 24 

Keywords: Rossi- 𝛼 ; subcriticality measurement; higher harmonics; dynamic mode 25 

decomposition; Monte Carlo 26 

 27 

1. Introduction 28 

 Among many subcriticality measurement techniques, the Rossi-𝛼 method (Orndoff, 1957) is 29 

a well-known and widely used noise technique along with the Feynman-𝛼 method (Feynman et 30 
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 2 

al., 1956). The Rossi-𝛼 method measures the prompt neutron time-decay constant 𝛼 using the 1 

neutron detection correlation between two different detection times. If space- and energy-2 

dependence is ignored, the correlation simply decays with a single time-decay constant, i.e., the 3 

fundamental mode 𝛼. However, in reality, the difficulty in determining 𝛼, which arises with 4 

space- and energy-dependence, is that the correlation decays with multiple time-decay constants 5 

(Iijima et al., 1968). Applying a well-known simple formula for the Rossi-𝛼 method, 𝐴𝑒−𝛼𝑡 + 𝐵, 6 

would yield an 𝛼-value that significantly deviates from the fundamental mode 𝛼-eigenvalue. 7 

Furthermore, the deviation is space-dependent and depends on the time interval used for the 8 

regression analysis. Some attempts were made to extract the fundamental mode 𝛼  from the 9 

correlation that decays with multiple time-decay constants (Berglӧf et al., 2011; Szieberth et al., 10 

2015; Talamo et al., 2020). Talamo et al. (2013) developed a method by introducing a correction 11 

factor to reproduce a fundamental mode 𝛼-eigenvalue. For the pulsed neutron method, a similar 12 

study was performed by Katano (2019) using the “linear combination method”. 13 

 The first part of this study addresses the higher harmonic analysis in the Rossi-𝛼 method. 14 

Muñoz-Cobo et al. (2011) and Yamamoto (2011a, 2014, 2015) performed higher harmonic 15 

analyses for the Feynman-𝛼 method and the 252Cf source-driven noise analysis method based on 16 

the exact space- and energy-dependent noise theory by Endo et al. (2006). The exact formula was 17 

verified through the precise agreement between the theoretical values and the Monte Carlo 18 

simulations of the measurement techniques. Using the same procedure as in these previous works, 19 

higher harmonic analyses of the Rossi-𝛼 method are performed in the first part of this study. 20 

 An alternative approach to extract the fundamental mode time-decay constant in addition to 21 

the previously developed techniques mentioned above (e.g., Berglӧf et al., 2011; Szieberth et al., 22 

2015) is to introduce a data-driven technique that is available for analyzing dynamical time-23 

varying systems. Dynamic mode decomposition (DMD) is a data-driven technique (Schmid, 2010; 24 

Kutz et al., 2016). DMD first appeared in the fluid dynamics field and has become increasingly 25 

popular in the nuclear engineering field. The applications of DMD in nuclear engineering include 26 

isotopic evolution analysis (Abdo et al., 2019), acceleration of discrete ordinates radiative transfer 27 
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 3 

calculations (McClarren and Haut, 2020), stability analysis of the molten salt reactor (Di Ronco et 1 

al., 2020), acceleration of the power iteration method for k-eigenvalue calculations (Roberts, et al., 2 

2019), and analysis of the time-decay constant 𝛼 in a pulsed neutron experiment (McClarren, 3 

2019; Hardy et al., 2019). The authors recently applied DMD to determine the spatial decay 4 

constant in an exponential experiment (Yamamoto and Sakamoto, 2021).  In the second part of 5 

this study, DMD was newly applied to the neutron noise technique for subcriticality measurement 6 

with the Rossi-𝛼  method. The applicability of DMD to the determination of the time-decay 7 

constant 𝛼 in the Rossi-𝛼 method is examined in the following sections. 8 

 9 

2. Higher harmonics analysis of Rossi-𝜶 10 

 In this section, following the previous literature (Endo et al., 2006; Yamamoto 2011a; 11 

Yamamoto, 2014; Yamamoto, 2015), a formula for decomposing the joint probability of a pair 12 

neutron detection in two different times into the sum of the higher harmonics is revisited. Although 13 

the formulation should be presented in transport theory, a higher harmonic analysis that considers 14 

a large number of higher harmonics is challenging in transport theory. In (Kophazi et al., 2012) 15 

and (Szieberth et al., 2017), the higher harmonics of the VENUS-F subcritical assembly were 16 

calculated up to the first ten modes in a transport code. On the other hand, Uyttenhove et al. (2014) 17 

shows that the diffusion approximation is more feasible since more than 100 modes were 18 

calculated for the same problem with a diffusion code. Thus, the formulation is presented based 19 

on the multigroup diffusion theory. As demonstrated in Section 4, diffusion theory can yield 20 

satisfactorily accurate results for a simple problem treated in this study. Delayed neutrons were 21 

not considered throughout this study. 22 

 Suppose that neutrons are emitted in a subcritical system from an external neutron source that 23 

distributes according to a spatial distribution 𝑆(𝒓) and has an energy spectrum 𝜒𝑠
𝑔

. The joint 24 

probability of a pair neutron detection within the infinitesimal duration 𝑑𝑡1 around 𝑡1 and 𝑑𝑡2 25 

around 𝑡1 (𝑡2 > 𝑡1) is given as a function of the time lag 𝜏 (= 𝑡2 − 𝑡1) (Endo et al., 2006): 26 

𝑃(𝜏, 𝒓)𝑑𝑡1𝑑𝑡2 = ∑ 𝐴𝑛(𝜏, 𝒓)𝑑𝑡1𝑑𝑡2

∞

𝑛=0

+ 𝐶𝑅(𝒓)2𝑑𝑡1𝑑𝑡2,                         (1) 27 
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 4 

where 1 

𝐴𝑛(𝜏, 𝒓) = 𝑒−𝛼𝑛𝜏 ∑ ∑
𝑆𝑘𝐹𝑘𝑚𝑛𝐶𝑚(𝒓)𝐶𝑛(𝒓)

𝛼𝑘(𝛼𝑚 + 𝛼𝑛)

∞

𝑘=0

∞

𝑚=0

.                                      (2) 2 

It is assumed that only one neutron is emitted at one source emission. A high frequency D-D or D-3 

T external neutron source or Am-Be neutron source satisfies this assumption. On the other hand, 4 

a 252Cf external neutron source is not available. Thus, the correlation between multiple neutrons 5 

from the source emission needs not be considered. Furthermore, a detected neutron is absorbed 6 

immediately and does not contribute to the subsequent reactions. While a 3He or 10B detector is 7 

available for this assumption, a fission chamber detector is not. The terms included in Eq. (2) are 8 

defined as follows: 9 

𝑆𝑘 = ∫ 𝑑𝒓𝑆(𝒓)Ψ𝑠,𝑘
∗ (𝒓)

𝑉

,                                                            (3) 10 

where 11 

Ψ𝑠,𝑘
∗ (𝒓) = ∑ 𝜒𝑠

𝑔
𝜓𝑔,𝑘

∗ (𝒓)

𝐺

𝑔=1

.                                                         (4) 12 

∫ 𝑑𝒓
𝑉

 denotes the volume integral over the entire region. 𝜓𝑔,𝑘
∗ (𝒓) in Eq. (4) is the adjoint flux 13 

of the energy Group g and kth harmonic and is defined as an eigenfunction of Eq. (10) shown 14 

below. The first term on the right-hand side of Eq. (1) represents a correlation between the 15 

progenies arising from a fission event, and the second term is the uncorrelated term arising from 16 

the different ancestors. 𝐶𝑅(𝒓) is the steady-state neutron count rate and is defined as follows: 17 

𝐶𝑅(𝒓) = ∑
𝑆𝑘𝐶𝑘(𝒓)

𝛼𝑘

∞

𝑘=0

,                                                                  (5) 18 

where 𝛼𝑘 is the 𝛼-eigenvalue of kth harmonic, and 19 

𝐶𝑘(𝒓) = ∑ ∫ Σ𝑑,𝑔𝛿(𝒓′ − 𝒓)𝜓𝑔,𝑘(𝒓′)𝑑𝒓′

𝑉

𝐺

𝑔=1

,                                            (6) 20 

where Σ𝑑,𝑔 is the detection cross section of the energy Group g and 𝜓𝑔,𝑘(𝒓) is the forward flux 21 

of the Group g and kth harmonic. 𝐹𝑘𝑚𝑛 in Eq. (2) is defined as follows: 22 

𝐹𝑘𝑚𝑛 = ∑ ∫ 𝜈(𝜈 − 1)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅Σ𝑓,𝑔(𝒓)𝜓𝑔,𝑘(𝒓)Ψ𝑓,𝑚
∗ (𝒓)Ψ𝑓,𝑛

∗ (𝒓)𝑑𝒓
𝑉

𝐺

𝑔=1

,                         (7) 23 
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 5 

where 𝜈(𝜈 − 1)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ is the Diven factor, Σ𝑓,𝑔 is the fission cross section in Group g, and 1 

Ψ𝑓,𝑚
∗ (𝒓) = ∑ 𝜒𝑓

𝑔
𝜓𝑔,𝑚

∗ (𝒓)

𝐺

𝑔=1

,                                                         (8) 2 

where 𝜒𝑓
𝑔

 is the energy spectrum of fission neutrons. The forward and adjoint fluxes in the 𝛼-3 

eigenvalue mode are, respectively, the eigenfunctions of the diffusion equations as follows: 4 

𝑴𝒈(𝒓)𝜓𝑔,𝑚(𝒓) =
𝛼𝑚

𝑣𝑔
𝜓𝑔,𝑚(𝒓),                                                   (9) 5 

𝑴𝒈
∗ (𝒓)𝜓𝑔,𝑚

∗ (𝒓) =
𝛼𝑚

𝑣𝑔
𝜓𝑔,𝑚

∗ (𝒓),                                                (10) 6 

where 𝑣𝑔 is the neutron velocity of Group g. The differential operators, 𝑴𝒈(𝒓) and 𝑴𝒈
∗ (𝒓), are 7 

defined as follows: 8 

𝑴𝒈(𝒓)𝜓𝑔,𝑚(𝒓)

≡ −∇𝐷𝑔(𝒓) ∙ ∇𝜓𝑔,𝑚(𝒓) + 𝛴𝑎,𝑔(𝒓)𝜓𝑔,𝑚(𝒓) + ∑ 𝛴𝑠
𝑔→𝑔′

(𝒓)𝜓𝑔,𝑚(𝒓)

𝐺

𝑔′=1

𝑔≠𝑔′

− 𝜒𝑓
𝑔

∑ 𝜈Σ𝑓,𝑔′(𝒓)𝜓𝑔′,𝑚
(𝒓)

𝐺

𝑔′=1

− ∑ 𝛴𝑠
𝑔′→𝑔(𝒓)𝜓𝑔′,𝑚

(𝒓)

𝐺

𝑔′=1

𝑔≠𝑔′

. 

(11) 

𝑴𝒈
∗ (𝒓)𝜓𝑔,𝑚

∗ (𝒓)

≡ −∇𝐷𝑔(𝒓) ∙ ∇𝜓𝑔,𝑚
∗ (𝒓) + 𝛴𝑎,𝑔(𝒓)𝜓𝑔,𝑚

∗ (𝒓) + ∑ 𝛴𝑠
𝑔→𝑔′

(𝒓)𝜓𝑔,𝑚
∗ (𝒓)

𝐺

𝑔′=1

𝑔≠𝑔′

− 𝜈Σ𝑓,𝑔(𝒓) ∑ 𝜒𝑓
𝑔′

𝜓𝑔′,𝑚
∗ (𝒓)

𝐺

𝑔′=1

− ∑ 𝛴𝑠
𝑔→𝑔′

(𝒓)𝜓𝑔′,𝑚
∗ (𝒓)

𝐺

𝑔′=1

𝑔≠𝑔′

. 

(12) 

where 𝐷𝑔 is the diffusion coefficient, 𝛴𝑎,𝑔 is the absorption cross section, and 𝛴𝑠
𝑔→𝑔′

 is the 9 

scattering cross section from group 𝑔 to 𝑔′. The forward and adjoint eigenfunctions have the 10 
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 6 

following orthonormal relationship: 1 

∑ ∫
1

𝑣𝑔
𝜓𝑔,𝑚

∗ (𝒓)𝜓𝑔,𝑛(𝒓)𝑑𝒓
𝑉

𝐺

𝑔=1

= 𝛿𝑚,𝑛,                                           (13) 2 

where 𝛿𝑚,𝑛 is the Kronecker delta. 3 

 4 

3. DMD of the Rossi-𝜶 method 5 

 In a subcritical measurement with the Rossi-𝛼 method, time series data of neutron detections 6 

are obtained for a steady-state subcritical state. Many types of signal processing methods (e.g., 7 

Type-I Rossi-𝛼, Type-II Rossi-𝛼 (Kitamura et al., (1999)), and autocorrelation function method 8 

(Szieberth et al. (2015)) have been proposed for the Rossi-𝛼 method. This study adopted a method 9 

where the autocorrelation function is used as the joint probability of pair neutron detection. In this 10 

study, the time series data are composed of a large number of time bins, each of which stores the 11 

number of neutron counts. Using the time series data, the autocorrelations are given by 12 

𝑥𝑖,𝑘 =
1

𝑀 − 𝑘
∑ 𝑐𝑖,𝑚𝑐𝑖,𝑚+𝑘

𝑀−𝑘

𝑚=1

,    𝑘 = 1, … , 𝐽 < 𝑀 − 1,                  (14) 13 

where M is the number of time bins, i is the position index of the detector, 𝑐𝑖,𝑚 is the number of 14 

neutron counts in the mth time bin, and k is the time lag index. The time lag for the lag index k is 15 

𝑘∆, where ∆ is the time interval of each time bin. The autocorrelation, 𝑥𝑖,𝑘, decreases with the 16 

time lag index k because of the decay of the correlated term until it asymptotically reaches the 17 

square of mean counts in each time bin. In Eq. (14), 𝑥𝑖,𝑘 is calculated up to the time lag index J. 18 

This maximum time lag index J is determined such that 𝑥𝑖,𝑘 sufficiently decreases and reaches 19 

equilibrium before 𝑘 = 𝐽. 20 

The details of DMD are already presented extensively in many publications. An overview of 21 

DMD that focuses on application to the Rossi-𝛼 method is described in this section. The DMD 22 

algorithm in this section is based on the description in Chapter 1 in (Kutz et al., 2016), which is 23 

the same as the one used for an exponential experiment in (Yamamoto and Sakamoto, 2021). 24 

 Suppose that time series data for the Rossi-𝛼  method are measured at n positions in a 25 

subcritical system. The set of n autocorrelations for the kth lag index constitutes an n-dimensional 26 
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 7 

column vector: 1 

𝐱𝑘 = [𝑥1,𝑘  𝑥2,𝑘 …  𝑥𝑖,𝑘 … 𝑥𝑛,𝑘 ]
𝑇

,                                                 (15) 2 

where  𝑥𝑖,𝑘 is the autocorrelation of the ith position for the time lag 𝑘∆. Each 𝐱𝑘 is regarded as 3 

a snapshot in the dynamic mode. The DMD algorithm in this study constitutes the vector 𝐱𝑘 at 4 

equally spaced time lag ∆  for 𝑘 = 1, … , 𝐽, where 𝐽  is a time lag before which 𝐱𝑘  already 5 

reaches an equilibrium state. Using 𝐱𝑘 for 𝑘 = 1, … , 𝐽, the two matrices required by the DMD 6 

algorithm are defined as follows: 7 

𝐗 = [𝐱1  𝐱2 …  𝐱𝑗 … 𝐱𝐽−1] ,                                                   (16) 8 

𝐗′ = [𝐱2  𝐱3 … 𝐱𝑗 … 𝐱𝐽] .                                                      (17) 9 

The dimensions of 𝐗 and 𝐗′ are both 𝑛 × (𝐽 − 1). A linear operator matrix 𝐀 is assumed to 10 

exist such that 𝐗 is linearly connected to 𝐗′ as follows: 11 

𝐗′ ≈ 𝐀𝐗.                                                                           (18) 12 

The best-fit linear operator matrix 𝐀 with dimensions of 𝑛 × 𝑛 is given as follows: 13 

𝐀 = 𝐗′𝐗†,                                                                         (19) 14 

where †  denotes the Moore−Penrose pseudo−inverse. A singular value decomposition is 15 

performed for 𝐗 as follows: 16 

𝐗 = 𝐔𝚺𝐕∗,                                                                       (20) 17 

where the asterisk ∗ indicates the conjugate transpose. The dimensions of 𝐔, 𝚺, and 𝐕 are 𝑛 ×18 

𝑛, 𝑛 × 𝑛, and (𝐽 − 1) × 𝑛, respectively. A low-rank truncation to 𝐔, 𝚺, and 𝐕 might yield 19 

optimal solutions that minimize ‖𝐗′ − 𝐀𝐗‖2. After a low-rank 𝑟(≤ min(𝑛, 𝐽 − 1)) is chosen, 𝐗 20 

is approximated by the truncated matrices: 21 

𝐗 ≈ 𝐔r𝚺r𝐕r
∗,                                                                    (21) 22 

where 𝐔r ∈ ℂn×r, 𝚺r ∈ ℂr×r, and  𝐕r ∈ ℂ(J−1)×r. Using 𝐔r, 𝚺r, and 𝐕r, the pseudo−inverse of 23 

𝐗 is given as follows: 24 

𝐗† = 𝐕r𝚺r
−𝟏𝐔r

∗.                                                               (22) 25 

The rank reduction of the matrix 𝐀 from 𝑛 × 𝑛 to 𝑟 × 𝑟 is given as follows: 26 

𝐀̃ = 𝐔𝐫
∗𝐀𝐔r = 𝐔𝐫

∗𝐗′𝐕𝐫𝚺−𝟏.                                                (23) 27 

The mapping from 𝐀 to 𝐀̃ is a similarity transformation, and both matrices have the same 28 

eigenvalues. Performing the eigendecomposition of 𝐀̃, we have 29 

𝐀̃𝐖 = 𝐖𝚲,                                                                   (24) 30 
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 8 

where columns of 𝐖 are eigenvectors and 𝚲 is a diagonal matrix containing the corresponding 1 

eigenvalues 𝜆𝑚 (1 ≤ 𝑚 ≤ 𝑟). The eigenvalues of 𝐀 are the diagonal components of 𝚲, and the 2 

eigenvectors of 𝐀 are given by the columns of 𝚽: 3 

𝚽 = 𝐗′𝐕r𝚺r
−𝟏𝐖.                                                                 (25) 4 

The transition of the vector 𝐱 with respect to the time lag 𝜏 is approximated by introducing a 5 

linear mapping operator 𝐁: 6 

𝑑𝐱(𝜏)

𝑑𝜏
= 𝐁𝐱.                                                                         (26) 7 

The solution to this differential equation is given as follows: 8 

𝐱(𝜏) = 𝐱(𝟎)𝒆𝐁𝜏 .                                                                   (27) 9 

Since 𝐗′  represents a time advancement of ∆ compared to 𝐗, and according to Eq. (18) is 10 

connected to it by a local linear approximation, the matrix 𝐀 is equivalent to the discrete-time 11 

approximation to 𝒆𝐁∆. The continuous-time eigenvalue, i.e., the 𝛼-eigenvalue, corresponds to the 12 

discrete eigenvalue 𝜆𝑚 of 𝐀 as follows: 13 

𝜆𝑚 = exp(𝛼𝑚𝛥).                                                                     (28) 14 

Using the eigenvalues and eigenvectors of 𝐀, the snapshots of the autocorrelation as a function of 15 

the time lag 𝜏 are approximately reproduced by: 16 

𝐱(𝜏) ≈ 𝚽 exp(𝚪𝜏) 𝐛,                                                              (29) 17 

where 18 

𝐛 = [𝑏1 𝑏2 …  𝑏𝑚 …  𝑏𝑟 ]𝑇 ,                                                        (30) 19 

𝑏𝑚  is the amplitude of the mth mode for the minimum time lag 𝑘 = 1 , and 𝚪  is an 𝑟 ×20 

𝑟 diagonal matrix with the mth entry equal to 21 

𝛼𝑚 =
ln (𝜆𝑚)

𝛥
 .                                                                  (31) 22 

Because 𝐱1 = 𝐱(0) = 𝚽𝐛, the amplitude vector at the minimum time lag is given as follows: 23 

𝐛 = 𝚽†𝐱1,                                                                  (32) 24 

where 𝚽† is the Moore−Penrose pseudo−inverse of 𝚽. 25 

 26 
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 9 

4. Rossi-𝜶 method simulation 1 

4.1 Problem description 2 

The DMD method described in Section 3 was applied to a numerical model simulating the 3 

Rossi-𝛼 method in a one-dimensional multigroup subcritical system. The model was composed 4 

of three infinitely long slabs where two homogenized light-water moderated UO2 fuel rod regions 5 

were separated by a light water slab with a thickness of 16 cm, as shown in Fig. 1. The neutron 6 

interaction between the two fuel regions was relatively weak. This subcritical system can be 7 

classified as a “decoupled system”. The close separation of 𝛼 -eigenvalues between the 8 

fundamental mode and first harmonic is anticipated. Thus, this test problem is challenging because 9 

it may have difficulty discriminating between the fundamental mode and first harmonic from the 10 

autocorrelation function. The numerical simulations were performed with two-energy group 11 

constants that are listed in Table 1. A neutron source that solely emitted a fast neutron with a 12 

Poisson process timing was placed 25.4 cm from the left boundary. The source was intentionally 13 

located off-center to activate the asymmetric harmonics. The source intensity was 8000 neutrons/s. 14 

Neutrons were detected at 44 points, as indicated in Fig. 1. The detector cross section Σ𝑑,𝑔 in Eq. 15 

(6) was the capture cross section in each region in the thermal energy group. 16 

 17 

Table 1 Group constants 18 

 Fuel zone Water 

𝐷1 (cm) 

𝐷2(cm) 

𝛴𝑡1 (cm−1) 

𝛴𝑡2(cm−1) 

𝛴𝑓1 (cm−1)* 

𝛴𝑓2(cm−1)* 

𝜈 

𝜈(𝜈 − 1)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 

𝛴𝑎1 (cm−1) 

𝛴𝑎2(cm−1) 

𝛴𝑠
1→2 (cm−1) 

𝑣1(cm/s) 

𝑣2(cm/s) 

1.45294 

0.197177 

0.229420 

1.69053 

0.00268003 

0.0646204 

2.4 

3.6 

0.009641573 

0.1174147 

0.0225209 

2.8×107 

3.0×105 

0.905414 

0.125647 

0.368156 

2.65294 

0 

0 

0 

0 

0.000460058 

0.0188813 

0.0584208 

2.8×107 

3.0×105 

*For the diffusion calculations, the fission cross sections were multiplied by 0.994963 for 19 

adjusting the criticality. 20 
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 10 

4.2 Results of eigenvalue and fixed source calculations. 1 

The fixed source and 𝛼 -eigenvalue mode calculations were performed with both the 2 

diffusion-based deterministic method and Monte Carlo method. Isotropic scattering was assumed 3 

for the Monte Carlo calculations. The diffusion coefficients were given by 1/(3Σ𝑡). The higher 4 

harmonic analyses in this study used the diffusion code RHEINGOLD (Yamamoto, et al., 2003; 5 

Yamamoto and Sakamoto, 2019; Yamamoto and Sakamoto, 2021) for eigendecomposition of the 6 

one-dimensional flux distribution in the steady state subcritical system. For the diffusion 7 

calculations, a standard extrapolated boundary condition was imposed on the left and right 8 

boundaries (i.e., −𝐷∇𝜙/𝜙 = 0.4692). The entire geometry was discretized into a 301 mesh (120 9 

for each fuel region and 61 for the water region). 10 

The one-dimensional steady-state neutron flux distribution, 𝜙𝑔
𝑠(𝑥), can be expanded using 11 

the eigenfunctions of Eq. (9) as follows: 12 

𝜙𝑔
𝑠(𝑥) = ∑ 𝑎𝑚𝜓𝑔,𝑚(𝑥),                                                     

∞

𝑚=0

(33) 13 

where 𝑎𝑚 is the expansion coefficient of the mth eigenfunction. Using orthogonality relations of 14 

Eq. (13), the expansion coefficient is given as follows: 15 

𝑎𝑚 =

〈𝜓𝑔,𝑚
∗ (𝑥)

1
𝑣𝑔

𝜙𝑔
𝑠(𝑥)〉

〈𝜓𝑔,𝑚
∗ (𝑥)

1
𝑣𝑔

𝜓𝑔,𝑚
∗ (𝑥)〉

 .                                                      (34) 16 

The relative expansion coefficients 𝑎𝑚  (up to 5th higher harmonic) with respect to the 17 

fundamental mode are shown in Table 2. Fig. 2 shows the spatial distribution of the fundamental 18 

mode and higher harmonics up to the 4th order that were decomposed from the steady-state thermal 19 

neutron flux distribution, 𝜙2
𝑠(𝑥) . The reconstructed flux distribution that was obtained by 20 

summing all higher harmonic components (up to 602 modes) is also shown in Fig. 2 The 21 

reconstructed one precisely agrees with the flux distribution calculated from the fixed source 22 

problem. 23 

 24 
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 11 

Table 2 Relative expansion coefficients with respect to the fundamental mode 1 

Mode order 𝑎𝑚/𝑎0 

Fundamental  1.000 

1st −0.811 

2nd −0.114 

3rd −0.034 

4th −0.013 

5th −0.036 

 2 

The Monte Carlo calculations were performed with an in-house code. Vacuum boundary 3 

conditions were imposed on both outer boundaries. The 𝛼-eigenvalues were calculated up 4 

to the first harmonic using the method developed by (Yamamoto and Miyoshi, 2003; Booth, 5 

2003; Yamamoto, 2011b). The results of 𝑘𝑒𝑓𝑓  and 𝛼 -eigenvalue calculations with the 6 

diffusion code and the in-house Monte Carlo code are listed in Table 2. The fission cross 7 

sections used in the diffusion calculations were slightly adjusted by multiplying them by 8 

0.994963 to make the fundamental mode 𝛼-eigenvalue precisely agree with the Monte Carlo 9 

method because this study focuses on the accurate determination of the fundamental mode 10 

𝛼-eigenvalue. The neutron count rates calculated with the diffusion code and Monte Carlo 11 

code are compared at 44 detector positions in Fig. 3 to show how closely the Monte Carlo 12 

calculation results, which are based on the transport theory, were approximated by the 13 

diffusion method. In both calculations, the neutrons were detected by capture reactions. The 14 

discontinuities of the neutron count at the material boundaries were caused by the difference 15 

of the detection efficiencies (i.e., capture cross sections). 16 

 17 
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Table 3 𝑘𝑒𝑓𝑓 and 𝛼-eigenvalues by deterministic and Monte Carl methods 1 

 Diffusion Monte Carlo 

𝑘𝑒𝑓𝑓 0.935874 0.936250 ± 0.000014 

𝛼0 (𝑠−1) 2128.7 2129.0 ± 0.2 

𝛼1 (𝑠−1) 2662.2 2700.4 ± 0.3 

𝛼2 (𝑠−1) 6928.9 — 

𝛼3 (𝑠−1) 9270.7 — 

 2 

4.3 Results of Rossi-𝜶 simulation 3 

The Monte Carlo simulation of the Rossi-𝛼 method was performed for this test problem. In 4 

this simulation, an “analog Monte Carlo” method was employed to faithfully represent a realistic 5 

stochastic random walk process. Implicit capture and Russian roulette were not used for the 6 

random walk process. The analogue Monte Carlo method was needed in order to preserve the 7 

higher moments of the distributions, although some special variance reduction techniques can be 8 

used (Yamamoto, 2011c; Szieberth et al., 2014), but it was not needed in the simple case in this 9 

paper. The number of time bin, M, in Eq. (14) was 5,000,000; and the time interval of each time 10 

bin, 𝛥, was 2×10−5 s. The maximum time lag index, J, was 200. When a particle was captured at 11 

time t within the mesh for the detector position, a neutron count was registered to the mth time bin, 12 

where 13 

𝑚 = ⌊ 
𝑡

𝛥
⌋ + 1,                                                                     (35) 14 

and ⌊𝑦⌋ denotes the floor function, i.e., the largest integer not exceeding y. When 𝑚 > 𝑀, the 15 

simulation was terminated, and the autocorrelations were calculated with Eq. (14). Then, the same 16 

random walk process was repeated with a different random number sequence, and new 17 

autocorrelations were obtained again. The latest estimate of the autocorrelations was added to the 18 

previous estimate. This process was repeated 100 times. 19 

Using Eqs. (1) and (2), the autocorrelations were represented by the sum of the higher 20 

harmonic components obtained by the diffusion calculation. The diffusion-based autocorrelations 21 

as a function of the time lag are compared with the results of the Monte Carlo simulation at the 22 

three positions A, B, and C in Figs. 4, 5, and 6, respectively. The three positions are indicated in 23 
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Fig. 1. The autocorrelations are normalized at the minimum time lag 𝜏 = 2×10−5 s. In these 1 

figures, the components of the fundamental mode, first, and second harmonics (i.e., 2 

𝐴0(𝜏, 𝒓), 𝐴1(𝜏, 𝒓), and 𝐴2(𝜏, 𝒓) in Eq. (2), respectively) are also shown. As seen in Figs. 4, 5, and 3 

6, the diffusion-based autocorrelations reproduced the Monte Carlo simulation well, which verifies 4 

the higher harmonic analysis method presented in Section 2. In the fuel regions (positions A and 5 

C), the higher harmonics had a positive effect. On the other hand, they had a negative effect in the 6 

water region (position B). 7 

The autocorrelations were fitted to a simple formula, 𝐴𝑒−𝛼𝑡 + 𝐵, to obtain 𝛼. Since the 8 

higher harmonics decay faster than the fundamental mode, the 𝛼  value that is closer to the 9 

fundamental mode can be obtained by excluding the earlier time lag from the fitting time span. 10 

The time span for the least squares fitting ranged from 𝑡𝑠 to 0.004 s (= ∆ × 200), where 𝑡𝑠 is 11 

the initial time lag for the fitting. The 𝛼 values obtained from the fitting are shown in Fig. 7 for 12 

several 𝑡𝑠. If the autocorrelations are composed of only the fundamental mode and constant term, 13 

the 𝛼 values are invariant regardless of the position and 𝑡𝑠. However, it is not the case. While 14 

the 𝛼 values in the fuel regions were larger than the fundamental mode, they were smaller in the 15 

water region. The 𝛼 values approached the fundamental mode with an increase in 𝑡𝑠. However, 16 

the 𝛼 values still significantly deviated from the fundamental mode. The higher harmonic effects 17 

cannot be completely excluded because the initial time lag, 𝑡𝑠, must not be too large to include 18 

the correlated component within the fitting time span.  19 

 20 

4.4 Dual mode fitting method and better detector position 21 

The least square fitting of dual exponential functions, 𝐴𝑒−𝛼𝑡 + 𝐵𝑒−𝛼1𝑡 + 𝐶, (Szieberth et al., 22 

2015) was applied to the autocorrelations. The  values obtained from the single and dual 23 

exponential functions are compared in Fig. 8. Although the higher harmonics cannot be completely 24 

discriminated from the fundamental mode with the dual exponential functions, the  values were 25 

much improved compared to the single mode fitting. 26 

As seen in Fig. 2, the nodes of the asymmetric higher harmonic were located at the center of 27 
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the one-dimensional slab (42 cm from the outer boundaries). The effect of the first harmonic, 1 

which was the most dominant higher harmonic, vanished at the center, where an  value close to 2 

the fundamental mode 𝛼-eigenvalue is expected to be obtained by the dual mode fitting method. 3 

Fig. 8 demonstrates that the dual mode fitting method yielded almost the fundamental mode 𝛼-4 

eigenvalue. Even with the single mode fitting method, the fundamental mode 𝛼-eigenvalue can 5 

be predicted at the center by increasing 𝑡𝑠 as shown in Fig. 7. 6 

 7 

5. Application of DMD to Rossi-𝜶 8 

5.1 DMD application to the deterministic method 9 

Before applying the DMD method to the autocorrelations obtained from the Monte Carlo 10 

simulation where the stochastic fluctuations are included, the results of DMD applied to the 11 

diffusion-based results that are the exact numerical solutions and free from stochastic noises are 12 

presented. Using Eqs. (1) and (2), 200 snapshots of the autocorrelations were calculated at 44 13 

detector positions. The DMD method described in Section 3 was applied to 44 × (200−1) snapshot 14 

matrix X defined in Eq. (16). The 𝛼-eigenvalues obtained with Eq. (31) are listed up to the third 15 

harmonics in the row labeled “Case No. 1” in Table 3. The spatial distributions of the eigenvectors 16 

of the autocorrelations at the minimum time lag 𝜏 =2×10−5 s are shown in Figs. 9, 10, 11, and 12, 17 

where the DMD results (red dots) are compared with the diffusion-based numerical solutions that 18 

were obtained by summing up to the highest mode (602th mode) (solid line). For the fundamental 19 

mode (Fig. 9) and first harmonic (Fig. 10), DMD produced eigenvectors that were accurately 20 

aligned with the numerical solutions. The agreement between the two results of the eigenvectors 21 

worsened beyond the second harmonics, as seen in Figs. 10 and 11. However, the spatial 22 

distributions beyond the second harmonics were roughly reproduced by DMD. The eigenvalues of 23 

the fundamental mode and first harmonic were accurately reproduced to three digits by DMD. 24 

 In an actual neutron noise measurement, the number of detection positions must be limited 25 

owing to some experimental requirements. DMD application was tested for a total of 14 detector 26 

arrangements, as shown in Fig. 13, where the number of detection positions was reduced from 44 27 
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to 5. Note that the Rossi-α measurement does not have to be performed with many detectors being 1 

placed simultaneously. The number of detectors should be limited so as not to affect the 2 

subcriticality of the system. The Rossi-α measurement with a limited number of detectors is 3 

repeated until the autocorrelations are measured at all detector positions needed for the DMD 4 

application. In Cases 10 and 12, the detectors were allocated only in the fuel region on the left or 5 

right side, respectively. In Case 11, the detectors were allocated only in the water region between 6 

the two fuel regions. In Cases 13 and 14, the detectors were allocated only in the fuel regions. The 7 

eigenvalues obtained from DMD for the 14 detector arrangements are listed in Table 4. The 8 

fundamental mode eigenvalue, 𝛼0, was accurately extracted even with a small number of detectors 9 

except for Case 10, where the detectors were localized in the fuel region on the left side. As seen 10 

in Fig. 4, the first harmonic of the autocorrelation was very close to the fundamental mode in the 11 

fuel region on the left side, which might render the discrimination between the two modes difficult 12 

and result in the overestimation of the fundamental mode eigenvalue for Case 10. 13 

 14 
Table 4 Eigenvalues by DMD for deterministic results 15 

Case No. 
No. of 

detectors 
𝛼0 (𝑠−1) 𝛼1 (𝑠−1) 𝛼2 (𝑠−1) 𝛼3 (𝑠−1) 

1 44 2129.6 2665.6 6988.8 9504.2 

2 15 2132.8 2697.3 7169.2 10445 

3 11 2137.6 2691.0 7362.4 11553 

4 9 2109.7 2666.4 6463.2 — 

5 7 2156.0 2534.7 7379.7 — 

6 7 2120.6 2841.1 6818.0 — 

7 6 2170.9 2785.6 8192.0 — 

8 5 2223.0 2732.0 9230.7 — 

9 5 2172.1 3317.7 8330.0 — 

10 17 2304.7 5457.2 — — 

11 12 2163.4 2879.9 8037.5 — 

12 15 2228.3 3854.7 10025 — 

13 32 2139.6 2735.5 7697.6 13755 

14 22 2156.9 3115.8 9192.9 16871 

Reference 2129.3 2662.2 6928.9 9270.7 
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 1 

5.2 DMD application to the stochastic method 2 

Following the same procedure as in Sec. 5.1 for DMD application to the exact numerical 3 

results, DMD was also applied to the Monte Carlo simulation results that entail stochastic noises 4 

as in an actual measurement. The eigenvalues of the fundamental mode and first harmonic obtained 5 

from the DMD application to the Monte Carlo simulation results are listed in Table 5. The 6 

eigenvalues beyond the second harmonic were not successfully captured by DMD and are not 7 

listed in Table 4. Due to the statistical fluctuations in the autocorrelations by the Monte Carlo 8 

method, the eigenvalues extracted from DMD were not as good as those extracted by the 9 

deterministic method in Table 3 regardless of the good agreement of the autocorrelations shown 10 

in Figs. 4−6. As is well known, the DMD result is quite sensitive to measurement noise (Kutz et 11 

al., 2016; Dawson et al., 2016). Thus, the small fluctuations in the autocorrelations caused the 12 

significant differences in the eigenvalues. The eigenvalues of the higher harmonics in particular 13 

cannot be accurately determined by DMD. The fundamental mode eigenvalue, which is the most 14 

important for a subcriticality measurement, was accurately reproduced to some extent except in 15 

Cases 10 and 12, where the detectors were allocated only in the fuel region on the left or right side, 16 

respectively. The spatial distributions of the eigenvectors of the fundamental mode and the first 17 

and second harmonics are shown in Figs. 9, 10, and 11, respectively. They are compared with the 18 

diffusion-based results in the figures. The third harmonic is not shown because it was not captured 19 

by DMD, unlike the deterministic method. Although the exact solutions of the eigenvectors for the 20 

transport-based method are unknown, DMD applied to the Monte Carlo results approximately 21 

reproduced the eigenvectors of the diffusion-based results. 22 

  23 
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Table 5 Eigenvalues by DMD for Monte Carlo results 1 

Case No. 
No. of 

detectors 
𝛼0 (𝑠−1) 𝛼1 (𝑠−1) 

1 44 2202.5 3728.3 

2 15 2180.2 4413.5 

3 11 2181.8 4926.1 

4 9 2146.3 5170.9 

5 7 2120.7 6989.2 

6 7 2067.6 6161.7 

7 6 2115.0 5132.3 

8 5 2057.9 5963.8 

9 5 2171.2 6121.2 

10 17 2443.1 7437.4 

11 12 2020.8 4524.0 

12 15 2661.4 13761 

13 32 2213.7 5954.1 

14 22 2262.9 7321.0 

Reference 2129.0 ± 0.2 2700.4 ± 0.3 

 2 

6. Conclusions 3 

 An exact formula for the joint probability of a pair neutron detection between two different 4 

detection times was revisited in this study. Within the limit of the diffusion approximation, the 5 

autocorrelations in a one-dimensional, two-energy group subcritical system was represented by 6 

the sum of a large number of higher harmonics. Since the autocorrelations as a function of the time 7 

lag reproduced the results of the Monte Carlo simulations for the Rossi-𝛼  method well, the 8 

formula and numerical method used in this study are considered to be valid. 9 

DMD was applied to the Rossi-𝛼 method to extract the fundamental mode and major higher 10 

harmonics of the 𝛼-eigenvalue mode from the autocorrelations. The autocorrelations obtained 11 

from the deterministic diffusion method, which were free from stochastic noise, were accurately 12 

decomposed into higher harmonic components up to the third order. The accuracy worsened with 13 

the decrease in the number of detection positions. The detection positions should cover the wider 14 

range of the subcritical system so that DMD can yield more accurate eigenvalues even if a limited 15 
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number of detection positions are available. On the other hand, localizing the detection positions 1 

in a given region should be avoided to prevent enhancing the undesirable effect of a localized 2 

higher harmonic. 3 

In addition to using the results of the deterministic diffusion method, DMD was also applied 4 

to the autocorrelations obtained from the Monte Carlo simulation that included stochastic noise, 5 

such as an actual noise measurement. DMD did not work as well as the deterministic results due 6 

to the stochastic noise in the Monte Carlo simulation. However, if detection positions are properly 7 

allocated within a subcritical system, DMD could yield a satisfactorily accurate fundamental mode 8 

𝛼-eigenvalue from the autocorrelations that include the stochastic noises. Since this study may be 9 

the first attempt to apply DMD to the neutron noise technique for subcriticality measurements, a 10 

comprehensive trial for a three-dimensional, continuous energy subcritical system should be 11 

included in future work. 12 
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Fig. 1 One-dimensional geometry for the test problem, detector and source positions 3 
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Fig.2 Decomposed higher harmonics of steady-state thermal neutron flux distribution 4 
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Fig. 3 Neutron count rate distribution by the diffusion method and Monte Carlo method 3 
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 3 

Fig. 4 Autocorrelation functions by Monte Carlo simulation and diffusion method at position A 4 

  5 

0

0.1

0.2

0.3

0.4

0.0 0.5 1.0 1.5 2.0

A
C

F
 [

-]

Time lag (ms)

Monte Carlo
Total sum
Fundamental
1st harmonic
2nd harmonic

×106

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



 27 

 1 

 2 

Fig. 5 Autocorrelation functions by Monte Carlo simulation and diffusion method at position B 3 
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Fig. 6 Autocorrelation functions by Monte Carlo simulation and diffusion method at position C 3 
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 3 

Fig. 7 𝛼 values by least squares fitting to 𝐴𝑒−𝛼𝑡 + 𝐵. The time span for fitting starts with 𝑡𝑠. 4 
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 1 

Fig. 8 Comparison of  values between the single and dual exponential fittings 2 
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 1 
Fig. 9 Fundamental mode of the autocorrelation function by Eq. (2) and DMD (diffusion and 2 

Monte Carlo) 3 
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 2 

Fig. 10 First harmonic of autocorrelation function by Eq. (2) and DMD (diffusion and Monte 3 

Carlo) 4 
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 2 
Fig. 11 Second harmonic of autocorrelation function by Eq. (2) and DMD (diffusion and Monte 3 

Carlo) 4 
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Fig. 12 Third harmonic of the autocorrelation function by Eq. (2) and DMD (diffusion) 3 
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Fig. 13 Arrangements of detector positions for DMD (numerical data of detector positions are 3 

presented in an excel file as “Supplementary material”) 4 
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