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## Chapter 1

## General Introduction

### 1.1 Historical overview

Natural convection never occurs in continuum fluids without any external force. This fact is easily understood from the Navier-Stokes equations, which implicitly assume local equilibrium. This assumption holds sufficiently well when the ratio of the mean free path of gas molecules $l$ to the representative length of the system under consideration $L$, i.e. the Knudsen number $l / L$, is negligibly small. Rarefied gas dynamics is a field of gas dynamics which is applicable to all Knudsen numbers and has been successfully employed in a variety of fields, including space exploration and vacuum technology.

Various types of rarefied gases flows are induced by their temperature fields. Consider, for example, a rarefied gas in a channel with a uniform temperature gradient along the side wall. When the mean free path of the gas molecules is not negligibly small compared with the channel width, one-way flow in the direction of the temperature gradient, from the cold side to the hot side, is induced, and this phenomenon is referred to as thermal transpiration flow. The origin of studies on thermal transpiration flow goes back to the work of Reynolds [1]. His device was a vessel partitioned by a porous plate with one side heated. Thermal transpiration flow is induced in each porous channel because of the temperature difference and the smallness of the pore diameter of each channel, which is estimated by modern measurement techniques to be on the order of the mean free path under the atmospheric condition, i.e. $l=10^{-7} \mathrm{~m}$. Subsequently, Knudsen developed a simple vacuum pump making use of thermal transpiration flow [2]. His device was a single wavy channel consisting of thin pipes and thick ones connected alternatively and the every other connection points were heated. Diameters of these pipes were on the order of $10^{-3} \mathrm{~m}$ and, one-way flow was induced under the pressure of $10^{-3} \mathrm{~atm}$ (the mean free path is approximately $10^{-4} \mathrm{~m}$ and the Knudsen number of the gas in his apparatus is estimated as about $10^{-1}$ ). In the late 20th century, Muntz et al. revisited thermal transpiration flow pumps using porous membranes [3, 4]. Their papers activated subsequent studies of pumping systems using thermally driven rarefied gas flows [5-26]. Although the structure of their device was almost the same as that of Reynolds [1], they named their device "Knudsen pump" after Knudsen's work. Since then, pumps using thermally driven rarefied gas flows have been referred to as Knudsen pump. Owing to the recent development of semiconductor manufacturing technology, it is
now possible to fabricate structures on the order of micro- and nanometers. The size of the flow path width in such microdevices, i.e. Micro Electro Mechanical Systems (MEMS), is nearly the same as the mean free path of gas molecules under the atmospheric condition. MEMS have been widely used to realize micro pumps in recent years [27-48].

### 1.2 Thermally driven rarefied gas flows

Thermally driven rarefied gas flows relevant to the dissertation are explained briefly below.

### 1.2.1 Thermal creep and thermal transpiration flows

Consider a rarefied gas at rest in contact with a flat wall at rest with a uniform temperature gradient. The temperature field of the gas near the wall has a similar temperature gradient. A flow is induced along the wall in the direction of the temperature gradient. This flow is called thermal creep flow. According to Sone [49], the physical mechanism of thermal creep flow is interpreted as follows. The molecules impinging on a point of the wall come from various directions. They do not experience collisions with each other over a distance on the order of the mean free path. They arrive at the point keeping their original velocities. Therefore, the average speed of molecules impinging from the hotter region is larger than that of the molecules from the colder region. Consequently, the wall receives from them some momentum in the direction opposite to the temperature gradient of the wall. In general, impinging molecules are considered to be isotropically reflected (this is called the diffuse reflection boundary condition); the reflecting molecules do not contribute to the tangential component of the momentum transfer. Therefore, the net tangential momentum transfer from the gas to the wall is in the opposite direction to that of the temperature gradient. As the reaction, the gas receives from the wall the tangential momentum in the direction of the temperature gradient. Then, the gas is accelerated in this direction and the momentum of the impinging molecules from the low-temperature side increases while that from the hightemperature side decreases. The gas velocity at the steady-state is determined such that the tangential component of the momentum transfer vanishes.

As mentioned in Sec. 1.1, thermal transpiration flow is a rarefied gas flow in a channel or pipe when there is a temperature gradient along the side wall. Then, the driving principle can be interpreted as momentum transfer between the wall surface and the gas similar to thermal creep flow. Theoretical studies on thermal creep or thermal transpiration flows have been conducted on the basis of the linearized Boltzmann equation for the idealistic case of an infinitely long flow path [50-53].

### 1.2.2 Thermal edge flow

Consider a rarefied gas around a flat plate at rest with a uniform temperature. Let the plate be located on the half plane $\left(x_{2}=0, x_{1}<0\right)$. For simplicity, we assume that the temperature of the surrounding gas is uniform far from the plate but it is different from that of the plate. Because there is no temperature gradient of the plate, thermal creep flow does not occur. The gas temperature, however, varies appreciably around the edge
of the plate $\left(x_{1}=x_{2}=0\right)$. Then, as in thermal creep flow described in Sec. 1.2.1, the tangential momentum transfer around the edge induces a gas flow in the $x_{1}$ direction when the surrounding gas temperature is higher than that of the plate and vice versa. This flow is called thermal edge flow. Thermal edge flow is predicted numerically first in [54] and it is also observed in experiments [55-57].

### 1.2.3 Flows induced by non-uniformity of accommodation coefficient

In Secs. 1.2.1 and 1.2.2, we assume that the impinging molecules reflect isotropically. The diffuse reflection is one of isotropic reflection rules. The Maxwell-type boundary condition is a generalizations of the diffuse reflection [58]; molecules are diffusely reflected at a rate of the accommodation coefficient $\alpha$, and the rest, $1-\alpha$, are reflected specularly (specular reflection), i.e. in perfect elasticity. Only the diffusely reflected molecules contribute to the momentum transfer in the tangential direction. The magnitude of thermal transpiration flow depends on $\alpha$, but, it does not necessarily decrease with decrease in $\alpha$ [51].

In the above explanation, the accommodation coefficient $\alpha$ is considered to be uniform. On the other hands, there is a possibility that rarefied gas flows could be induced due to nonuniformity of $\alpha$. In fact, some researchers claim that the well-known Crookes radiometer [59], the impeller rotation of which was explained by Maxwell as the consequence of the occurrence of thermal creep flow [58], could be due to a flow induced by the difference between accommodation coefficients on both sides of the impeller; the impeller is too thin to keep the temperature difference between the two sides of the impeller [60]. The next example is Hobson's accommodation pump [61-64]; a gas flows from the part with low accommodation coefficient to that with high accommodation coefficient under the highly rarefied condition, which is achieved, for example, in a cryogenic environment using liquid nitrogen. The last example is prominent and is known as Ratchet pump in MEMS community [65]. It consists of two facing surfaces with different uniform temperatures. Each surface has a zigzag structure with the variation of accommodation coefficient synchronous to the structure. It has been shown numerically that one-way flow is induced between the two surfaces.

### 1.3 Organization of the dissertation

The dissertation is written on the basis of the author's three published papers [66-68]. Its organization is as follows. Chapter 2 is based on [66]. We report there that devices using thermal transpiration flow, called the Knudsen pump, can be classified into two main categories, Knudsen-type pump [2] (hereafter, this type is referred to as "KP") and Reynolds-type pump [1] (hereafter, this type is referred to as "RP"), according to their driving mechanisms. We discuss the difference of mechanism between these types and compare their performances, which reveals the essential role of thermal edge flow in RP. Chapter 3 is based on [67]. This chapter presents a numerical analysis of an actual MEMS RP. Currently, the performance of MEMS pump is estimated by some empirical formulas. We perform the numerical analysis on the basis of the Boltzmann equation, which is the governing equation of rarefied gas flows. This is the first example of the orthodox theoretical prediction of performance estimation
for actual MEMS devices. Chapter 4 is based on [68]. We consider a rarefied gas between two parallel flat plates with different constant temperatures. We confirm the occurrence of one-way flow in the case of non-uniform distributions of accommodation coefficient. The dissertation reports findings that are expected to lead innovative improvements in microdevice pumping systems.

## Chapter 2

## Driving mechanism of thermally driven rarefied gas flow pumps [66]

### 2.1 Introduction

This chapter discusses the basic properties of thermally driven rarefied gas flow pumps. We claim that KP and RP should be categorized into different groups since the mechanisms of these two pumps are different, which is shown in this chapter.

KP is a single channel consisting of pipes of two (or more) different diameters, and it is heated at every other connection point. Figure 2.1 (a) is the schematic of one unit of KP. The diameters of these pipes are on the order of the mean free path of low-pressure gas molecules. The mechanism of KP is roughly explained as follows. Around each heated connection point, two thermal transpiration flows in mutually opposite directions are induced. Because of the collision of these flows, the pressure rises there. This causes two Poiseuille flows in mutually opposite directions. The occurrence of the one-way flow in the channel is understood as the composition of these thermally- and pressure-driven flows. Similar to thermal transpiration flow, Poiseuille flow has also been analyzed on the basis of the linearized Boltzmann equation. The data of the flow rates of these flows for various Knudsen numbers are now available, and the performance of KP is sometimes estimated using these data (see Sec. 2.4.1 for details). KP has also been analyzed directly on the basis of the nonlinear Boltzmann equation [5-17]. As for the experimentally studies, see e.g. [21, 23-26].

RP is a single vessel separated by a porous plate, which has numerous porous channels. One side of the porous plate is heated. The schematic of RP is depicted in Fig. 2.1 (b). At the atmospheric condition, the mean free path of the gas molecules is on the same order of pore size; the diameter of a representative porous channel is about $10^{-7} \mathrm{~m}$. Thermal transpiration flow is induced in each porous channel in the direction of the temperature gradient. The diameter of the vessel, which is usually a few centimeters, is enormously larger than the mean free path. Therefore the Knudsen number based on the diameter of the vessel is about $10^{-5}$ at the atmospheric condition. Thermal transpiration flow due to the temperature gradient of the wall of the vessel is negligibly small because of the smallness of the Knudsen number (Kn); it is known that the magnitude of thermal transpiration flow for small Kn is proportional to Kn .


Figure 2.1: Schematic of two types of thermally driven rarefied gas flow pump. (a) KP [2] and (b) RP [1]. The wall of one unit of KP is rimmed with green. The surface of porous plate represented by the red line is heated.

### 2.2 Models of pumps

### 2.2.1 Model of KP

As mentioned previously, the structure of KP is periodic. We consider a 2D model of KP, the one unit of which is depicted in Fig. 2.2, and investigate a rarefied gas flow induced there. This model is identical to that studied in [5]. The one unit consists of two channels P and N connected with each other and is aligned in the $X_{1}$ direction. The length of the channel P and that of the channel N in the $X_{1}$ direction are denoted by $L$ and $D$, respectively. The width of the channel P and that of the channel N are $W$ and $2 W$, respectively. The channel P represents the capillary in Fig. 2.1 (a), and the channel N does the tube. The one unit has two openings ( $X_{1}=0,\left|X_{2}\right|<W / 2$ ) and ( $\left.X_{1}=L+D,\left|X_{2}\right|<W / 2\right)$. The distribution of the wall temperature $T_{w}\left(X_{1}\right)$ is given as a linear function of $X_{1}$ which is depicted in Fig. 2.2; as $X_{1}$ increases, $T_{w}$ increases linearly in $0<X_{1}<L$ (channel P) and decreases linearly in $L<X_{1}<L+D\left(\right.$ channel N) $; T_{w}(0)=T_{w}(L+D)=T_{0}$ and $T_{w}(L)=3 T_{0}$, where $T_{0}$ is a constant. There is no temperature jump along a wall of KP.


Figure 2.2: One unit of KP [5]. One unit of KP is rimmed by solid red lines and a dashed red line (symmetry axis).

### 2.2.2 Models of RP

When RP is produced as MEMS, the porous plate is replaced by a quasi-periodic structure made by parallely connecting parts of a relatively simple structure, each of which will be hereafter called MEMS channel. We will hereafter call the integrated structure as MEMS plate. Although the flow rate of such a RP can be increased by increasing the number of MEMS channels, the pressure difference does not increase and it is insufficient for practical use except for special cases. It seems natural to connect such RPs in cascade. Then, we consider a simple cascade RP made by inserting multiple MEMS plates at an equal spacing inside a vessel, the schematic of which is depicted in Fig. 2.3. We will hereafter refer the part of the cascade RP from a MEMS plate to one of the consecutive ones as its one unit (see Fig. 2.3).

Let us consider one unit of a cascade RP and let the number of MEMS channels in the MEMS plate be $N$. The empty space of the one unit can be divided into $N$ sub empty space such that each part is respectively associated with each MEMS channel. A MEMS channel and its associated sub empty space constitute a part of the one unit, which will be hereafter called "element". Therefore, the one unit of RP consists of $N$ elements and the corresponding part of the vessel. For $N \gg 1$, we assume that the influence of the vessel can be ignored and one unit can be treated as a periodic structure. One MEMS channel and one element are also shown in Fig. 2.3.

We consider three models of cascade RP. One element is depicted for each model together with its neighborhood in Figs. 2.4 (a) - (c). We will hereafter call the model depicted in Fig. $2.4(\mathrm{~m})$ model ( m ) ( $\mathrm{m}=\mathrm{a}, \mathrm{b}, \mathrm{c}$ ). Models ( a ) and (b) are for 2D and model (c) is for 3D. Models (a) and (b) are periodic with respect to $X_{2}$ and model (c) is periodic with respect to $X_{3}$ as well. The gray color rectangles in these schematics represent solid walls. and the region surrounded by red solid lines represents one element. They are symmetric with respect to


Figure 2.3: Schematic of a simple cascade RP. The black dashed rectangle represents its one unit.
the $X_{1}$ axis. One element of model (c) has two planes of symmetry, $X_{2}=0$ and $X_{3}=0$. A quarter of one element of model (c) and its neighborhood are shown in Fig. 2.4 (c).

Model (a) consists of two parts, part $\mathrm{P}\left(0<X_{1}<L\right)$ and part $\mathrm{N}\left(L<X_{1}<L+D\right)$. Part P corresponds to a MEMS channel, and Part N does to the associated sub empty space. The wall temperature $T_{w}$ in part P is given by

$$
\begin{equation*}
T_{w}\left(X_{1}\right)=\left(1+2 \frac{X_{1}}{L}\right) T_{0} \quad\left(0 \leq X_{1} \leq L\right) \tag{2.1}
\end{equation*}
$$

the temperature of the side wall at $X_{1}=0$ is $T_{0}$, and that of the side wall at $X_{1}=L$ is $3 T_{0}$. Here, $T_{0}$ is the wall temperature of the vessel. In model (a), the channel width of the MEMS channel is $W$ and the width of the sub empty space is $2 W$. In model (b), the MEMS channel consists of squares of side $W$ and the width of the sub empty space is $2 W$. Model (c) consists of rectangular bodies with a square cross section of side $W$, and the width and height of the sub empty space is $2 W$. The wall temperature distributions in models (b) and (c) are also given by Eq. (2.1).

### 2.3 Basic Equation and boundary conditions

The velocity distribution function of gas molecules $f(t, \boldsymbol{X}, \boldsymbol{\xi})$, where $t$ is the time, $\boldsymbol{X}$ is the position vector, and $\boldsymbol{\xi}$ is the molecular velocity, is governed by the Boltzmann equation:

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\boldsymbol{\xi} \cdot \frac{\partial f}{\partial \boldsymbol{X}}=J[f] \tag{2.2}
\end{equation*}
$$

The $J[f]$ is the collision term and is defined by

(c)

Figure 2.4: Numerical models of the cascade RP. (a) 2D model with straight channels. (b) 2D model with complex geometry. (c) 3D model with complex geometry. One element of model (a) and that of (b) are rimmed by solid red lines. A quarter of one element of model (c) together with its neighborhood is depicted; one element of model (c) is rimmed by solid red line (top view). The planes that are part of the boundaries of the element are drawn in blue. In (a) to (c), the objects drawn on the right end of one element are a part of the next unit.

$$
\begin{align*}
& J[f]= \int_{|\boldsymbol{\zeta}|<\infty,|\boldsymbol{\alpha}|=1}\left[f\left(\boldsymbol{\xi}^{\prime}\right) f\left(\boldsymbol{\zeta}^{\prime}\right)-f(\boldsymbol{\xi}) f(\boldsymbol{\zeta})\right] \\
& \times\left(\frac{d_{m}^{2}}{2}|\boldsymbol{V} \cdot \boldsymbol{k}|\right) \mathrm{d} \Omega(\boldsymbol{k}) \mathrm{d} \boldsymbol{\zeta}  \tag{2.3}\\
& \boldsymbol{V}=\boldsymbol{\zeta}-\boldsymbol{\xi}, \quad \boldsymbol{\xi}^{\prime}=\boldsymbol{\xi}+(\boldsymbol{V} \cdot \boldsymbol{k}) \boldsymbol{k}, \quad \boldsymbol{\zeta}^{\prime}=\boldsymbol{\zeta}-(\boldsymbol{V} \cdot \boldsymbol{k}) \boldsymbol{k}
\end{align*}
$$

for hard sphere molecules, where $d_{m}$ is the diameter of a molecule and $\mathrm{d} \Omega(\boldsymbol{k})$ is the solid angle element in the direction of the unit vector $\boldsymbol{k}$. The domain of the integration with respect to the vector $\boldsymbol{\zeta}$ (and that of integration with respect to $\boldsymbol{\xi}$, unless otherwise stated) is the whole velocity space, i.e. $\mathbb{R}^{3}$, and that with respect to $\boldsymbol{k}$ is all directions. We omit the external force term of the Boltzmann equation taking account to the fact that the size
of MEMS pumps is on the order of micrometers and the corresponding Froude number, inverse of which gives the magnitude of the external force, is very large at the Earth surface condition, i.e. Froude number is around $10^{3}$.

The number density of molecules $n$, the flow velocity $\boldsymbol{v}$, and the temperature $T$ of the gas are defined as the moments of $f$ :

$$
\begin{align*}
n(t, \boldsymbol{X}) & =\int_{|\boldsymbol{\xi}|<\infty} f(t, \boldsymbol{X}, \boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi}  \tag{2.4a}\\
n \boldsymbol{v}(t, \boldsymbol{X}) & =\int_{|\boldsymbol{\xi}|<\infty} \boldsymbol{\xi} f(t, \boldsymbol{X}, \boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi}  \tag{2.4b}\\
\frac{3}{2} \kappa n T(t, \boldsymbol{X}) & =\int_{|\boldsymbol{\xi}|<\infty} \frac{m}{2}|\boldsymbol{\xi}-\boldsymbol{v}|^{2} f(t, \boldsymbol{X}, \boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi} \tag{2.4c}
\end{align*}
$$

where $\kappa$ is the Boltzmann constant, and $m$ is the mass of a molecule. The pressure $p$ of the gas is defined by

$$
\begin{equation*}
p=\kappa n T \tag{2.5}
\end{equation*}
$$

In analyses of the Boltzmann equation for flows around solid bodies, the velocity distribution of reflecting molecules at solid walls is needed. For example, the Maxwell-type boundary condition at a solid wall [58] gives the velocity distribution of reflecting molecules. Solid walls considered here are at rest and the Maxwell-type boundary condition is expressed as

$$
\begin{align*}
& f\left(\boldsymbol{X}_{w}, \boldsymbol{\xi} \cdot \boldsymbol{n}_{w}>0\right)=(1-\alpha) f\left(\boldsymbol{\xi}-2\left(\boldsymbol{\xi} \cdot \boldsymbol{n}_{w}\right) \boldsymbol{n}_{w}\right) \\
&+\alpha \frac{\sigma_{w}}{\left(2 \pi \kappa T_{w} / m\right)^{3 / 2}} \exp \left(-\frac{|\boldsymbol{\xi}|^{2}}{2 \kappa T_{w} / m}\right),  \tag{2.6a}\\
& \sigma_{w}\left(\boldsymbol{X}_{w}, T_{w}\right)=-\left(\frac{2 \pi m}{\kappa T_{w}}\right)^{1 / 2} \int_{\zeta \cdot n_{w}<0}\left(\boldsymbol{\zeta} \cdot \boldsymbol{n}_{w}\right) f\left(\boldsymbol{X}_{w}, \boldsymbol{\zeta}\right) \mathrm{d} \boldsymbol{\zeta}  \tag{2.6b}\\
& f_{e}(\boldsymbol{\xi})=\frac{\sigma_{w}}{\left(2 \pi \kappa T_{w} / m\right)^{3 / 2}} \exp \left(-\frac{|\boldsymbol{\xi}|^{2}}{2 \kappa T_{w} / m}\right) \tag{2.6c}
\end{align*}
$$

where $\boldsymbol{X}_{w}$ is the position of a solid wall; $T_{w}, \alpha$, and $\boldsymbol{n}_{\boldsymbol{w}}$, respectively, are the wall temperature, the accommodation coefficient, and the unit normal vector of the wall pointing toward the gas region at $\boldsymbol{X}=\boldsymbol{X}_{w}$. Owing to Eq. (2.6b), the basic property of solid wall that there is no mass flow through it, i.e. $\boldsymbol{v} \cdot \boldsymbol{n}_{\boldsymbol{w}}=0$, is automatically satisfied. The Maxwell-type boundary condition for $\alpha=1$ and that for $\alpha=0$ correspond to the diffuse reflection and the specular reflection, respectively. In the case of the specular reflection, the velocity distribution of the reflecting molecule is determined only by the velocity distribution of the impinging molecule. In the case of the diffuse reflection, the velocity distribution of the reflecting molecules is given as the corresponding part of the Maxwell distribution for $T=T_{w}$ and $\boldsymbol{v}=0$, and the information of the impinging molecules is given through $\sigma_{w}$.

On a plane of symmetry, we can use Eq. (2.6a) with $\alpha=0$, i.e. the specular reflection. When $f$ has a periodicity with interval $H$ in the $X_{1}$ direction, the following periodic condition
holds:

$$
\begin{equation*}
f\left(t, X_{1}, X_{2}, X_{3}, \xi_{1}, \xi_{2}, \xi_{3}\right)=f\left(t, X_{1}+H, X_{2}, X_{3}, \xi_{1}, \xi_{2}, \xi_{3}\right) \tag{2.7}
\end{equation*}
$$

Besides Maxwell-type boundary condition including the specular reflection condition, the periodic condition [Eq. (2.7)] will be also employed in the numerical computation.

### 2.3.1 Numerical method

We solve the Boltzmann equation [Eq. (2.2)] numerically by the DSMC method [69]. The DSMC method pursues the motion of many particles, each of which represents a fixed number of real molecules with a common velocity. Their motions are computed for every time step $\Delta t$ in two steps. The first step, the free flow step, changes only the position of each particle according to its translational motion, and it corresponds to Eq. (2.2) without $J[f]$. The second step, the collision step, changes only the velocities of some of the particles and this step corresponds to Eq. (2.2) without $\boldsymbol{\xi} \cdot \frac{\partial f}{\partial \boldsymbol{X}}$. For this step, the computational domain is divided into small cells. The velocities of particles in each cell are changed in the following way. Let $N$ be the number of particles in a cell. There are $N(N-1) / 2$ particle pairs. Each pair of particles is selected as a collision pair with a probability corresponding to $J[f]$, which depends on the magnitude of their relative speed, the time step $\Delta t$, and $d_{m}^{2}$. The velocities of the particles of selected pairs are stochastically changed according to the law of binary collision (hard-spheres). Those of non-selected pair are left unchanged. Although the computational cost of the collision step is proportional to $N^{2}$, it can be reduced to order $N$ by using the so called null collision method [70] or no time counter method [69], which is utilized in this study. The boundary condition is treated in the first step; the computation of the specular reflection of particles is literal and obvious. The diffuse reflection boundary condition is treated as an isotropic scattering; the direction $\boldsymbol{s}$ of the velocity of a reflecting particle is randomly chosen from the domain of $\boldsymbol{n}_{\boldsymbol{w}} \cdot \boldsymbol{s}>0$ and its speed is stochastically determined according to the probability distribution corresponding to $f_{w}$ of Eq. (2.6a). In the case of the Maxwell-type boundary condition, an impinging particle is reflected whether diffusely or specularly, and the accommodation coefficient $\alpha$ there gives the probability of the diffuse reflection. For the details of the computation of DSMC, see e.g. [69].

It is proved mathematically that numerical solution of DSMC converges to solution of the Boltzmann equation in the limit of infinitely large number of particles and vanishingly small time step and cell size [71]. In actual computations, however, we are urged to use limited number of particles (and time step and cell size are not infinitesimally small). Results of such computations are inevitably accompanied by appreciable magnitude of statistical fluctuations. In the case of steady problem, time average of many snapshots is represented as the final result. This procedure is for the reduction of statistical fluctuations. It is empirically justified, although it is out of the above mentioned rigorous mathematical proof. DSMC computation should be done with the time step smaller than the local mean free time, and the cell size smaller than the local mean free path. These restrictions become severe for small Knudsen numbers. Furthermore, in this case, the distribution function is very close to the local Maxwell distribution, and the computation needs more accuracy to capture the small deviation.

DSMC computation for hard sphere molecules requires the explicit size of $d_{m}$, which is given in the following way. We first specified the value of the Knudsen number of the system under consideration $\mathrm{Kn}=l_{0} / W$, where $l_{0}$ is the mean free path of gas molecules at the reference equilibrium state and $W$ is the reference length of the system. The mean free path $\ell_{0}$ at the equilibrium state at rest with the number density $n_{0}$ and the temperature $T_{0}$ is given by

$$
\begin{equation*}
\ell_{0}=\frac{1}{\sqrt{2} \pi n_{0} d_{m}^{2}} \tag{2.8}
\end{equation*}
$$

for hard sphere molecules; the mean free path for hard sphere molecular is independent of the temperature $T_{0}$. On the other hand, viscosity $\mu$ at $n=n_{0}$ and $T=T_{0}$ is given by:

$$
\begin{equation*}
\mu=\frac{\sqrt{\pi}}{2} \Gamma_{1} p_{0}\left(\frac{2 \kappa T_{0}}{m}\right)^{-1 / 2} l_{0} \tag{2.9}
\end{equation*}
$$

where $p_{0}$ is

$$
\begin{equation*}
p_{0}=\kappa n_{0} T_{0}, \tag{2.10}
\end{equation*}
$$

and $\Gamma_{1}$ is a constant about 1.27 (see e.g. [49]). Incidentally, for BGK equation, $\Gamma_{1}=1$. The size of $d_{m}$ is determined from Eqs. (2.8) and (2.9).

The reference time $t_{0}$ is defined by

$$
\begin{equation*}
t_{0}=\frac{W}{\left(2 \kappa T_{0} / m\right)^{1 / 2}} \tag{2.11}
\end{equation*}
$$

The uniform equilibrium state at rest

$$
\begin{equation*}
f(t=0)=\frac{n_{0}}{\left(2 \pi \kappa T_{0} / m\right)^{2 / 3}} \exp \left(-\frac{|\boldsymbol{\xi}|^{2}}{2 \kappa T_{0} / m}\right) \tag{2.12}
\end{equation*}
$$

with the number density $n_{0}$ and the temperature $T_{0}$ is commonly employed as the initial condition of DSMC in all chapters.

Let $V_{0}$ be the volume of the entire computational domain. There are $V_{0} n_{0}$ molecules at $t=0$. When these molecules are represented by $N_{0}$ particles, each particle represent $\Delta=V n_{0} / N_{0}$ molecules. Each macroscopic quantity is computed in each cell. The cell system for the computation of macroscopic quantities is not necessarily the same as the cell system used for the collision step, but the same cell system is used in this study. Consider $N$ particles in a cell of volume $V$. Let the velocities of these particles be $\boldsymbol{\xi}^{(k)}(k=1,2, \ldots, N)$. Then, the number density $n$, the flow velocity $\boldsymbol{v}$, and the temperature $T$ at a representative point of the cell are given by

$$
\begin{gather*}
n=\frac{N \Delta}{V}  \tag{2.13a}\\
\boldsymbol{v}=\frac{1}{N} \sum_{k=1}^{N} \boldsymbol{\xi}^{(k)},  \tag{2.13b}\\
\frac{3}{2} \kappa T=\frac{1}{N} \sum_{k=1}^{N}\left|\boldsymbol{\xi}^{(k)}-\boldsymbol{v}\right|^{2} . \tag{2.13c}
\end{gather*}
$$

The mass flux $m n \boldsymbol{v}$ is computed from Eqs. (2.13a) and (2.13b).


Figure 2.5: System of numerical model used to investigate maximum compression ratio. Five elements are cascade-connected in $X_{1}$ directions.

### 2.4 Problem setting

The maximum flow rate $q_{\max }$ and the maximum compression ratio $\gamma_{\max }$ are the key indicators of pump performance. In [5], $q_{\max }$ of a KP is determined by the DSMC computation for one unit with periodic boundary condition in the $X_{1}$ direction [see Fig. 2.2]. The $\gamma_{\max }$ of the KP is determined by the DSMC computation for a cascade pump with multi-units, the both ends of which are sealed by solid walls. For each unit, average local Knudsen number $\mathrm{Kn}_{\text {loc }}$ and compression ratio are obtained. By carrying out for various initial data, the data of $\gamma_{\max }$ for wide range of $\mathrm{Kn}_{\text {loc }}$ are obtained. The curve $\gamma_{\max }\left(\mathrm{Kn}_{\text {loc }}\right)$ for 5 -units and that for 10 -units have a common part, which is considered to be a part of a universal function independent of the number of unit. It is expected that the domain of definition of the universal function spreads as the number of units increases. The data of $\gamma_{\max }\left(\mathrm{Kn}_{\text {loc }}\right)$ so obtained are expected to be employed in the estimate of compression ratio of the corresponding KP with arbitrary number of units.

We compute $q_{\max }$ and $\gamma_{\max }$ for RP in the same way as in [5] and compare its performance with that of KP. In order to obtain the data of $q_{\max }$, the computation is carried out for one element with periodic condition in the $X_{1}$ direction in addition to the $X_{2}$ direction (and in the $X_{3}$ direction in model (c)). The data of $\gamma_{\max }$ are obtained for model (a). Its computations are performed for five elements connected in cascade. The boundary condition at both ends are the diffuse reflection which corresponds to sealing walls [see Fig. 2.5]. The symmetries of models (a) - (b) with respect to $X_{2}$, and $X_{3}$ for (c), are also taken into account.

### 2.4.1 Rough estimate of $q_{\max }$ of KP

The direction and magnitude of one-way flows generated in a KP depend on various parameters, such as the ratio of the lengths of the pipes and the magnitude of temperature gradients. As mentioned previously, thermal transpiration and Poiseuille flows have been studied on the basis of the linearized Boltzmann equation and its model equations. Owing to these studies, the numerical data of the mass flux for various Knudsen numbers are now available for both flows. Here we introduce a rough estimate of the $q_{\text {max }}$ of KP making use of these data. Although these data are for flows induced between two parallel plates of infinite length, they are employed for a channel of finite length. Consider the model shape of KP shown in Fig. 2.2. Suppose that the narrow and wide channels are periodically connected. For the sake of the application of the linearized theory, the temperature of the hot section is expressed as $T_{0}+\Delta T$ instead of $3 T_{0}$. The rough estimate is based on the following scenario. From the periodic condition, both ends of the unit are at the same pressure. The direction of the temperature gradient is opposite in the narrow and wide channels, and thermal transpi-
ration flow occurs in the direction toward the heated point in each. The pressure around the heated point increases due to the collision of the two thermal transpiration flows in mutually opposite directions. Then, in each channel, two Poiseuille flows in the mutually opposite directions are generated. If the pressure difference between two consecutive connecting points $\Delta p$ are known, these Poiseuille flows are uniquely determined. A one-way flow is assumed to be realized as the combination of the above four flows. The $\Delta p$ is determined from the continuity of mass flow rate. Note that the above scenario is based on the assumption that the flow is one-dimensional, $L / W \gg 1$, and $\Delta T$ is small. For 2D channels, the mass flow rate $Q$ per unit length in $X_{3}$ direction for a very long channel of width $d$ is given by [72-74].

$$
\begin{align*}
\frac{Q}{\rho_{0} c_{0} d} & =\Delta p Q_{P}+\Delta T Q_{T} \\
& =\left(\frac{d}{p_{0}} \frac{\mathrm{~d} p}{\mathrm{~d} X_{1}}\right) Q_{P}\left(\frac{\ell_{0}}{d}\right)+\left(\frac{d}{T_{0}} \frac{\mathrm{~d} T}{\mathrm{~d} X_{1}}\right) Q_{T}\left(\frac{\ell_{0}}{d}\right), \tag{2.14}
\end{align*}
$$

where $p$ and $T$ are consider to be functions of $X_{1}$ and $\rho_{0}$ and $c_{0}$ are, respectively, the reference density and the thermal speed of the molecule defined by

$$
\begin{align*}
\rho_{0} & =m n_{0},  \tag{2.15}\\
c_{0} & =\left(2 \kappa T_{0} / m\right)^{1 / 2} . \tag{2.16}
\end{align*}
$$

As mentioned previously, $Q_{P}$ and $Q_{T}$ are non-dimensional functions corresponding to the Poiseuille flow and the thermal transpiration flow, respectively [53, 75]. Then, the mass flow rate $Q$ in the P part, i.e. $d=W$ (see Fig. 2.2) is given by

$$
\begin{align*}
\frac{Q}{\rho_{0} c_{0} W} & =\frac{W}{p_{0}} \frac{\Delta p}{L} Q_{P}\left(\frac{\ell_{0}}{W}\right)+\frac{W}{T_{0}} \frac{\Delta T}{L} Q_{T}\left(\frac{\ell_{0}}{W}\right),  \tag{2.17}\\
\Delta p & =p(L)-p(0), \quad \Delta T=T(L)-T(0)
\end{align*}
$$

The $Q$ in the N part (see Fig. 2.2),

$$
\begin{equation*}
\frac{Q}{\rho_{0} c_{0} W}=-4 \frac{W}{p_{0}} \frac{\Delta p}{D} Q_{P}\left(\frac{\ell_{0}}{2 W}\right)-4 \frac{W}{T_{0}} \frac{\Delta T}{D} Q_{T}\left(\frac{\ell_{0}}{2 W}\right), \tag{2.18}
\end{equation*}
$$

due to $d=2 W$ and periodic conditions $p(L+D)=p(0)$ and $T(L+D)=T(0)$. Equating $Q$ in Eqs. (2.17) and that in (2.18), we can determine $\Delta p$ or eliminate it. Finally, we have

$$
\begin{aligned}
\frac{Q}{\rho_{0} c_{0} W} & =\frac{r_{T}-r_{P}}{1+(D / 4 L) r_{P}} \frac{W}{L} \frac{\Delta T}{T_{0}} Q_{T}\left(\frac{\ell_{0}}{2 W}\right), \\
r_{T} & =\frac{Q_{T}\left(\ell_{0} / W\right)}{Q_{T}\left(\ell_{0} / 2 W\right)}, \quad r_{P}=\frac{Q_{P}\left(\ell_{0} / W\right)}{Q_{P}\left(\ell_{0} / 2 W\right)} .
\end{aligned}
$$

The maximum mass flux $q_{\text {max }}$ is given by

$$
q_{\max }=Q / S_{\max }
$$

where $S_{\max }=2 W$ in the model of the present KP. Then, we obtain

$$
\begin{equation*}
\frac{q_{\max }}{\rho_{0} c_{0}}=\frac{1}{2} \frac{r_{T}-r_{P}}{1+(D / 4 L) r_{P}} \frac{W}{L} \frac{\Delta T}{T_{0}} Q_{T}\left(\frac{\ell_{0}}{2 W}\right) . \tag{2.19}
\end{equation*}
$$

The data for $Q_{p}$ and $Q_{T}$ are obtained for infinitely long channels and its temperature gradient is very small. Whereas, the length of the channels of KP is finite and the temperature difference $\Delta T$ is not so small. Furthermore, the sudden change in the cross-sectional area is not taken into account. Therefore, the above estimate should be used with caution.

### 2.5 Results

### 2.5.1 Computational parameter and post-processing

The computational parameters of the standard DSMC computations in the present study are summarized as follows. The cell size is $\left(\Delta X_{1}, \Delta X_{2}\right)=(0.25 W, 0.125 W)$ for the KP model depicted in Fig. 2.2 and the RP models (a) and (b) depicted in Fig. 2.4, and ( $\Delta X_{1}, \Delta X_{2}, \Delta X_{3}$ ) $=$ $(0.5 W, 0.25 W, 0.25 W)$ for model (c) depicted there. The number of particles per cell is 2000 . The time-step $\Delta t$ is $0.001 t_{0}$ [see Eq. (2.11)]. Since the mean collision time $t_{m}$ is given by

$$
t_{m}=\frac{l_{0}}{\left(2 \kappa T_{0} / m\right)^{1 / 2}},
$$

the time step $\Delta t$ is expressed as

$$
\Delta t=0.001 \frac{t_{m}}{\mathrm{Kn}} .
$$

As mentioned earlier, the time step $\Delta t$ must satisfy the condition $\Delta t<t_{m}$. This condition is satisfied since all the computations in the present study are for $\mathrm{Kn}>0.01$.

The flow filed is judged to be at the steady state in the following way. In each time step $j$, a volume-averaged of mass flow rate $q(j)$ are computed. Its time average for $a_{0}$ successive time steps are monitored as $\tilde{q}(n),(n=0,1,2, \ldots)$, and we calculate $\tilde{q}_{\text {ave }}(m)$ as the average of $b_{0}$ successive $\tilde{q}(n)$, i.e.

$$
\begin{align*}
\tilde{q}(n) & =\frac{1}{a_{0}} \sum_{j=0}^{a_{0}-1} q\left(a_{0}(n-1)+j\right),  \tag{2.20}\\
\tilde{q}_{\text {ave }}(m) & =\frac{1}{b_{0}} \sum_{k=0}^{b_{0}-1} \tilde{q}\left(b_{0}(m-1)+k\right) . \tag{2.21}
\end{align*}
$$

When the deviations of $\left|\tilde{q}\left(b_{0}\left(m_{0}-1\right)+k\right)-\tilde{q}_{\text {ave }}\left(m_{0}\right)\right|,\left(k=0,1, \ldots, b_{0}-1\right)$ are within $5 \%$ of $\left|\tilde{q}_{\text {ave }}\right|$, the steady state is judged to be achieved and $q_{\text {ave }}\left(m_{0}\right)$ is adopted as the final result $q_{\max }$. For computations of $q_{\max }$, we use $\left(a_{0}, b_{0}\right)=(10000,10)$. This means that the values of $q_{\max }$ are obtained as the time-average of $10^{5}$ successive snapshots. The distribution of the cross-sectional averages of the temperature and the pressure, $\bar{T}\left(X_{1}\right)$ and $\bar{p}\left(X_{1}\right)$, are computed in the same way.


Figure 2.6: Maximum non-dimensional mass flux $q_{\max } / \rho_{0} c_{0}$ versus the Knudsen number. For KP (Fig. 2.2) with $D / L=1 / 3$. The dotted line is the rough estimate [Eq. (2.19)] with the data for the BGK equation [73].


Figure 2.7: Distribution of the cross-sectional averages of the temperature $\bar{T}\left(X_{1}\right)$ of the KP depicted in Fig. $2.2(D / L=1 / 3$ and $L / W=15$.)

### 2.5.2 Maximum mass flux and mechanism of KP

We present the results of the KP depicted in Fig. 2.2 for $L / W=1.5,7.5$, and $15(D / L=1 / 3)$. The $q_{\max }$ versus Kn is plotted in Fig. 2.6; the results of [5] for $L / W=1.5$ is also shown. The curves obtained by the rough estimate Eq. (2.19) for $L / W=7.5$ and 15 are also shown for comparison. The $q_{\max }$ takes a maximum value at an intermediate Knudsen number (say, $\mathrm{Kn}_{\text {peak }}$; i.e. $\mathrm{Kn}_{\text {peak }} \sim 1$ ). The magnitude of one-way flow decreases as the aspect ratio $L / W$ increases; the temperature gradient decreases accordingly. The rough estimate seems to give accurate prediction for large Kn. Figure 2.7 shows the distribution of the cross-sectional average of the temperature. The temperature distribution does not depend much on Kn. The distribution of the cross-sectional average of pressure $\bar{p}\left(X_{1}\right)$ is shown in Fig. 2.8. These results seem to be in accordance with the assumption of the rough estimate. Figure 2.9 shows the velocity vector of the gas for $L / W=7.5$; the temperature field is also shown for reference. For $\mathrm{Kn}=0.1$, a vortex-like flow is generated in the ditch, which shows the breakdown of the assumption of the rough estimate. For $\mathrm{Kn}=10$, the flow filed looks more one-dimensional.


Figure 2.8: Distribution of the cross-sectional averages of the pressure $\bar{p}\left(X_{1}\right)$ of the KP depicted in Fig. $2.2(D / L=1 / 3$ and $L / W=15$.)

In the actual construction of a pump, the accommodation coefficient of the wall depends on the materials. The previous results are for the diffuse reflection. The results for $\alpha=0.5$, 0.9 , and 1 are shown in Fig. $2.10(D / L=1 / 3$ and $L / W=1.5)$. It is seen from the figure that the influence of the accommodation coefficient $\alpha$ is appreciable for $\mathrm{Kn}<1$.

### 2.5.3 Results of RP

Figure 2.11 shows the variation of $q_{\max } / \rho_{0} c_{0}$ versus $\operatorname{Kn}(D / L=2$, and the aspect ratio $L / W=1.5,15$, and 75 ). The $q_{\max } / \rho_{0} c_{0}$ takes the maximum value at an intermediate value of Kn similar to the case of KP. The $\mathrm{Kn}_{\text {peak }}$ increases remarkably as $L / W$ does, which is in contrast to the case of KP. The magnitude of $q_{\max }$ is similar in magnitude to that of KP [Fig. 2.6]. Incidentally, the range of the parameter $L / W$ is from 10 to 100 in recent MEMS RP [76]. Figure 2.12 shows the temperature field and the flow velocity vector field of RP at the steady state for $\mathrm{Kn}=1$, [model (a) $L / W=15]$. The flow is meandering in the gas region and it seems to be accelerated incrementally inside the channel. The distributions of $\bar{p}\left(X_{1}\right)$ and $\bar{T}\left(X_{1}\right)$ for $\mathrm{Kn}=1,10$, and 100 are shown in Fig. 2.13 and Fig. 2.14, respectively.

Next, we shows the results of the model (a) for $D / L=20$. The value of the aspect ratio is $L / W=15$. Figure 2.15 shows the results of $q_{\max } / \rho_{0} c_{0}$ versus Kn , the results of $D / L=2$ is also shown for comparison. As shown in the figure, $\mathrm{Kn}_{\text {peak }}$ for $D / L=20$ is larger than that for $D / L=2$ and the peak value of $q_{\max }$ for $D / L=20$ is larger than that for $D / L=2$. Figures 2.16 and 2.17 show the distribution of the temperature $\bar{T}\left(X_{1}\right)$ and the pressure $\bar{p}\left(X_{1}\right)$ for $\mathrm{Kn}=1,10$, and 100. As Kn increases, the temperature change around the hot end ( $X_{1} / W \sim 15$ ) becomes more abrupt and the pressure increase there becomes more marked. This tendency is relieved as $D / L$ increases [cf. Figs. 2.14 and 2.16].

### 2.5.3.1 Mechanism of RPs

As explained previously, no thermal transpiration flow is induced in the empty region. If there is only thermal transpiration flow induced in the MEMS channel, the flow rate should increase with increasing Kn [53], which is not in accordance with the numerical results. The numerical results show that the temperature change and the pressure increase around the hot


Figure 2.9: The velocity vector field and the temperature field of the KP (Fig. 2.2 for $D / L=1 / 3$ and $L / W=7.5$ ) at steady state for (a): $\mathrm{Kn}=0.1$ and (b) : 10. The gray part represents the solid wall.
end becomes more marked as Kn increases. This tendency is relieved by the increase of $D / L$. This implies the occurrence of a flow in the opposite direction to the thermal transpiration flow and its magnitude increases as the temperature change around the hot end becomes more abrupt. As the mean free path (or Kn ) decreases or $D / L$ increases, the influence of molecular collision, which relieves the abrupt change of the temperature, increases. Thermal edge flow is considered as a candidate of the flow in the opposite direction; the magnitude of the thermal edge flow increases with that of the temperature change [see Sec. 1.2.2]. For this reason, we claim that the mechanism of KP is different from that of RP, i.e. the counter flow in KP is different from that of RP.


Figure 2.10: Effect of the accommodation coefficient. Non-dimensional maximum mass flux $q_{\text {max }} / \rho_{0} c_{0}$ versus Kn.


Figure 2.11: Maximum non-dimensional mass flux $q_{\max } / \rho_{0} c_{0}$ versus $\mathrm{Kn}=\ell_{0} / W$. RP [Fig. 2.4(a)] with $D / L=2$.


Figure 2.12: Temperature field and flow velocity vector field of RP at steady state for $\mathrm{Kn}=1$ [model (a) $L / W=15]$. The gray part represents the solid wall.


Figure 2.13: Distribution of the pressure $\bar{p}\left(X_{1}\right)$ averaged over the cross-sectional area of RP in Fig. 2.4(a) $(\mathrm{Kn}=1,10$, and $100 ; D / L=2)$ for $L / W=15$.


Figure 2.14: Distribution of the temperature $\bar{T}\left(X_{1}\right)$ averaged over the cross-sectional area of RP given in Fig. 2.4(a) (Kn $=1,10$, and $100 ; D / L=2)$. The steady-state for $L / W=15$.


Figure 2.15: The effect of $D / L$ for RP [Fig. 2.4(a)]. Non-dimensional maximum mass flux $q_{\max } / \rho_{0} c_{0}$ versus the Knudsen number Kn. The case for $L / W=15$. The results for $D / L=20$ (blue) is compared with that for $D / L=2$ [red, shown in Fig. 2.11].

### 2.5.3.2 Effect of accommodation coefficient

Figure 2.18 shows $q_{\max } / \rho_{0} c_{0}$ versus Kn for the case of $\alpha=0.5,0.9$, and 1 , model (a) with $D / L=2, L / W=15$. The $q_{\max }$ does not depend much on $\alpha$ for wide range of Kn. This tendency differs appreciably from that of KP [Fig. 2.10]. Further discussion requires to the information of dependance of thermal edge flow on $\alpha$, which is not studied in the dissertation.

### 2.5.3.3 Effect of channel shape

A part of the experiments of RP makes use of polymer or inorganic membranes. The pore shape in these membranes is not a simple straight channel as shown in Fig. 2.4 (a). We show the numerical results for models (b) and (c) $(L / W=15 ; D / L=2$ and $\alpha=1)$. The distributions of cross-sectional average of the temperature $\bar{T}\left(X_{1}\right)$ and that of pressure $\bar{p}\left(X_{1}\right)$


Figure 2.16: The cross-sectional average of the temperature $\bar{T}\left(X_{1}\right)$ for $D / L=20(L / W=$ 15) ; (a) the overall view $\left(0<X_{1} / W<315\right)$ and (b) close up view around the channel $\left(0<X_{1} / W<45\right)$.


Figure 2.17: The cross-sectional average of the the pressure $\bar{p}\left(X_{1}\right)$ for $D / L=20(L / W=$ 15). Only the distribution near the P part $\left(0<X_{1} / W<45\right)$ is shown.


Figure 2.18: Effect of the accommodation coefficient. Non-dimensional maximum mass flux $q_{\max } / \rho_{0} c_{0}$ versus Kn. $\alpha=0.5$ and 0.9. The corresponding values already shown in Fig. 2.11 are also plotted as $\alpha=1$. RP [Fig. 2.4(a)] with $D / L=2, L / W=15$.


Figure 2.19: (a) The distribution of $\bar{T}\left(X_{1}\right)$ and (b) the distribution of $\bar{p}\left(X_{1}\right) .(L / W=15$, $D / L=2)$.


Figure 2.20: Non-dimensional maximum mass flux $q_{\max } / \rho_{0} c_{0}$ versus Knudsen number Kn ( $L / W=15$ and $D / L=2$ ).
are shown in Fig. 2.19. The temperature and pressure do not depend on the pore shape. However, the dependence of $q_{\max }$ on the pore shape is appreciable as shown in Fig. 2.20. These results suggest that the simple straight-through channels is preferable.

### 2.5.4 Maximum compression ratio

We analyze the pressure ratio and local Kn for each unit according to [5]. The numerical computations for the maximum compression ratio analysis are carried out with a small number of particles ( 200 per cell) because of the limited computational resources. Figure 2.21 shows the time evolution of $\bar{T}\left(X_{1}\right)$ and that of $\bar{p}\left(X_{1}\right)$ (five elements of model (a) for $L / W=$ $15, D / L=2$, and $\mathrm{Kn}=1$ ). While the temperature field arrive at the steady state at around $t / t_{0} \sim 1000$, the time variation of pressure is very slow. The mass flux in the $X_{1}$ direction $q(t, \boldsymbol{X})$ should be theoretically vanish at the steady state. We define $q(t)$ as the volume average of $q(t, \boldsymbol{X})$, here $t$ is defined as $t=j \Delta t$ ( $j$ is the time step of the computation). The $\left|q(t) / \rho_{0} c_{0}\right|<2 \times 10^{-3}$ at $t / t_{0}=6000$ and $\left|q(t) / \rho_{0} c_{0}\right|<2 \times 10^{-4}$ at $t / t_{0}=12000$ are confirmed.

We want to obtain the compression ratio and the local Knudsen number at the steady state for each element $i=0,1,2,3$, and 4 . At each time step, we defined the following quantities. The $q_{i}(t)$ is the volume average of the mass flux in the $X_{1}$ direction of element $i$. The $\langle p\rangle_{i}(t)$ is the volume average of the pressure over the sub empty space of element $i$. From these quantities, we define $\gamma_{i}(t)$ and $q_{i}(t)$ is defined by

$$
\begin{gather*}
q_{i}(t)=\frac{\langle q\rangle_{i}(t)+\langle q\rangle_{i-1}(t)}{2},  \tag{2.22}\\
\gamma_{i}(t)=\frac{\langle p\rangle_{i}(t)-\langle p\rangle_{i-1}(t)}{\left(\langle p\rangle_{i}(t)+\langle p\rangle_{i-1}(t)\right) / 2}, \tag{2.23}
\end{gather*}
$$

where $i=1,2,3$, and 4 .


Figure 2.21: Time evolution of (a) $\bar{T}$ and (b) that of $\bar{p}(L / W=15, D / L=2$, and $\mathrm{Kn}=1$ ). Five elements of model (a) are connected in series as shown in Fig. 2.5(a).


Figure 2.22: The compression ratio $\gamma_{i}(t)$ vs the non-dimensional mass flux $\widehat{q}_{i}(t) / \rho_{0} c_{0}$ for element- $i(i=2$ and 3$) . L / W=15, D / L=2$, and $\mathrm{Kn}=1$. The dotted lines indicate the lines obtained by the least square approximation.


Figure 2.23: Compression ratio $\gamma_{\max }$ versus the local Knudsen number $\mathrm{Kn}_{i}$ for RP shown in Fig. 2.4(a). $L / W=75$ (red) and 15 (black). $D / L=2$. Symbols express the Knudsen number Kn for the initial uniform state: $\triangle: 0.1, \bigcirc: 0.5, \boldsymbol{\triangle}: 1, \square: 2.5, \boldsymbol{\square}: 5, \nabla: 10$, and $\boldsymbol{\nabla}$ : 50.

In each time step $j, \gamma_{i}$ and $q_{i}$ are computed. As done for $q$ in Eqs. (2.20) and (2.21), we define $\tilde{\gamma}_{i}(n), \tilde{q}_{i}(n), \tilde{\gamma}_{\text {iave }}(m)$, and $\tilde{q}_{\text {iave }}(m)$ :

$$
\begin{align*}
\hat{\gamma}_{i}(n) & =\frac{1}{a_{0}} \sum_{j=0}^{a_{0}-1} \gamma_{i}\left(a_{0}(n-1)+j\right),  \tag{2.24}\\
\hat{q}_{i}(n) & =\frac{1}{a_{0}} \sum_{j=0}^{a_{0}-1} q_{i}\left(a_{0}(n-1)+j\right),  \tag{2.25}\\
\hat{\gamma}_{\text {iave }}(m) & =\frac{1}{b_{0}} \sum_{k=0}^{b_{0}-1} \hat{\gamma}_{i}\left(b_{0}(m-1)+k\right),  \tag{2.26}\\
\hat{q}_{\text {iave }}(m) & =\frac{1}{b_{0}} \sum_{k=0}^{b_{0}-1} \hat{q}_{i}\left(b_{0}(m-1)+k\right) . \tag{2.27}
\end{align*}
$$

Here, we use $\left(a_{0}, b_{0}\right)=(50000,10)$. The plots of $\left(\hat{q}_{\text {ave }} / \rho_{0} c_{0}, \hat{\gamma}_{\text {iave }}\right)$ thus obtained is shown in Fig. 2.22 for $i=2$ and 3 and $m=1,2,4,8,10,14,18$, and $22\left(t / t_{0}=500,1000,2000\right.$, $4000,5000,7000,9000$, and 11000). The points ( $\hat{q}_{\text {iave }} / \rho_{0} c_{0}, \hat{\gamma}_{\text {iave }}$ ) for each $i$ are almost on the same straight line; since the same tendency is confirmed for $i=1$ and 4 , the plots of $\left(\hat{q}_{\text {iave }} / \rho_{0} c_{0}, \hat{\gamma}_{\text {iave }}\right)$ for $i=1$ and 4 are omitted in the figure. The compression ratio at the point of $\hat{q}_{\text {iave }}=0$ inferred from this straight line is the maximum compression ratio $\gamma_{\max }$ for the element. We define the averaged local Knudsen number for the element $i$ at the steady state by

$$
\begin{equation*}
\mathrm{Kn}_{\mathrm{loc}}^{(\mathrm{i})}(\mathrm{t})=\frac{\ell_{i}(t)}{W}, \tag{2.28}
\end{equation*}
$$

where $\ell_{i}$ is the averaged local mean free path defined by

$$
\begin{equation*}
\ell_{i}(t)=\ell_{0} \frac{p_{0}}{T_{0}} \frac{\langle T\rangle_{i}(t)}{\langle p\rangle_{i}(t)}, \tag{2.29}
\end{equation*}
$$



Figure 2.24: Effect of the accommodation coefficient on the compression ratio. Compression ratio $\gamma_{\max }$ versus the local Knudsen number $\mathrm{Kn}_{i}$ for $\alpha=0.5$ and 0.9. The data for $\alpha=1$ already given in Fig. 2.23 are plotted for comparison. $L / W=15$ and $D / L=2$.
cf. the definition of the mean free path for hard sphere molecules Eq. (2.8).
As done for $\hat{q}_{\text {iave }}$ and $\hat{\gamma}_{\text {iave }}$, we define $\hat{K n}_{\text {loc }}(n)$ and $\hat{\operatorname{Kn}} n_{\text {loc ave }}(m)$ :

$$
\begin{aligned}
\hat{\mathrm{K}}_{\mathrm{loc}}^{(i)}(n) & =\frac{1}{a_{0}} \sum_{j=0}^{a_{0}-1} \mathrm{Kn}_{\mathrm{loc}}^{(\mathrm{i})}\left(a_{0}(n-1)+j\right), \\
\hat{\mathrm{Kn}}^{(i)}{ }_{\text {loc ave }}(m) & =\frac{1}{b_{0}} \sum_{k=0}^{b_{0}-1} \hat{\mathrm{Kn}}_{\mathrm{loc}}^{(i)}\left(b_{0}(m-1)+k\right) .
\end{aligned}
$$

Since $\hat{K}_{\text {loc ave }}^{(i)}$ is nearly constant at $t / t_{0}>10000$, the last 500000 average is adopted as the local Knudsen number of each element $\mathrm{Kn}_{\text {loc }}{ }^{(i)}$ at the steady state.

In addition to the computation for $L / W=15(\mathrm{Kn}=0.1,0.5,1,2.5,5,10$, and 50$)$, the computation for $L / W=75(\mathrm{Kn}=0.1,1$, and 10) are also carried out. The results $\gamma_{\text {max }}\left(\mathrm{Kn}_{\mathrm{loc}}{ }^{(i)}\right)$ are also plotted in Fig. 2.23. In the figure, the results for $L / W=15$ are shown in black and those for $L / W=75$ are done in red; different symbols are used to identify the initial Knudsen number Kn value: $\triangle: 0.1, \bigcirc: 0.5, \boldsymbol{\Delta}: 1, \square: 2.5, \boldsymbol{\square}: 5, \nabla: 10$, and $\nabla: 50$. Only the data for $i=1$ and 4 are plotted for $L / W=75$ since the time developments for $i=2$ and 3 are too slow. The influence of $L / W$ on $\gamma_{\max }$ is small for small Kn , but it is appreciable for large Kn. Although the plots for $L / W=15$ seems to lie on a curve, it is not regarded as the universal curve because the computation for larger elements is not carried out. Nevertheless, the dependence of $\gamma_{\max }$ on $\mathrm{Kn}_{\text {loc }}{ }^{(\mathrm{i})}$ seems to be appreciable, which is in contrast to the case of KP [5].

The effect of the accommodation coefficient $\alpha$ is confirmed for the case of $L / W=15$. The maximum compression ratio values $\gamma_{\max }$ for $\alpha=0.5$ and 0.9 are compared with that for $\alpha=1$ in Fig. 2.24. The effect of accommodation coefficients on $\gamma_{\max }$ is appreciable, which is in contrast to $q_{\text {max }}$.

### 2.6 Concluding remarks

In KP, thermal transpiration flows in mutually opposite directions are induced around the heated connection point and collide there. This causes a pressure increase and results in two pressure-driven flows in mutually opposite directions. The one-way flow in KP can be understood as the combination of these flows, although the flow field is far from the onedimensional in certain cases for small Kn. The rough estimate for KP in Sec. 2.4.1 should be used with caution. In RP, on the other hand, thermal transpiration flow is absent in the empty region. Instead of the thermal transpiration flow, thermal edge flow is induced in the empty region as the flow in the opposite direction. Then, the pressure-driven flow is generated in the channel as the consequence of the collision between these flows. The thermal edge flow should not be regarded as the thermal transpiration flow, and the rough estimate in Sec. 2.4.1 should not be used for RP.

The analysis of RP models [Figs. 2.4 (a)-(c)] indicate that a simpler channel structure is preferred for increasing the flow rate. The effect of the accommodation coefficient is found to be small for the flow rate but appreciable for the compression ratio. The larger the accommodation coefficient, the larger the pressure difference obtained. These results can be employed as the design guidelines when producing RP as MEMS. Recent MEMS pumps have smaller $L / W$ and higher flow rates. The present numerical results confirm this tendency.

## Chapter 3

## Numerical analysis of actual Reynolds-type pump [67]

### 3.1 Introduction

Chapter 2 provides basic properties of RP including the driving mechanism. Most of pumps currently produced as MEMS consist of many $\left(\simeq 10^{4}\right)$ micro channels of repeating structures [3, 4, 19, 20, 27-48]; as seen Fig. 2.4 in Chapter 2, such MEMS pumps are categorized into RP. Numerical analysis of flows in such micro apparatus, however, has not yet been carried out because of high computational cost. The rough estimate for KP is not applicable to RP. As in Chapter 2, RP can be computed with periodic boundary conditions if the effect of the apparatus edge is neglected; if one element is symmetric, the computational domain can be further reduced. In [76], a practical RP is built and experimental data on its performance is available. Here we carry out the numerical analysis of rarefied gas flow induced in the RP of [76] and compare the numerical results with the experimental data.

### 3.2 Numerical settings

### 3.2.1 Design of pump

Figure 3.1 shows an overall view of the MEMS pump actually fabricated and experimented in [76]. The pump's dimensions are on the order of micrometers: e.g., $D=2 \mu \mathrm{~m}$ and $H=120 \mu \mathrm{~m}$, respectively. Figure 3.2 shows the part of the internal channel structure. The flow paths are arranged in parallel in a series of holes in a Si chip. The red part is a heater. The blue part is a cooler, which maintains a constant temperature. A green channel wall connects the heater and the cooler. See [76] for detailed structure and materials.

In analyzing the gas flows in RPs, we need the Boltzmann equation to describe the gas flows in micro-channels. The extensive computational resource required by the Boltzmann equation lets researchers use 1D or 2D models in the previous works [5, 6, 77-80]. However, the periodic structure and the small aspect ratios of the channel shown in Fig. 3.1 enable us to analyze the gas flows in three dimensions using the pump's actual sizes by the wellknown DSMC method [69]. We have only to consider the gas flows in a element indicated


Figure 3.1: Schematic of an actual MEMS RP [76]. The pump is made on Si chip and has heater, channel wall, and cooler. Channels penetrate the Si chip.
by the rectangle abcd in Fig. 3.1. We will carry out the numerical analysis not only for the experimental condition, i.e., under atmospheric pressure; we will consider a more comprehensive range of the Knudsen number. In the present chapter, we use the spacing between the channel walls as the reference length $D$. The dimensions of the components in Fig. 3.2 are described by the ratio to the reference length $D$, and the ratios are those of the actual device fabricated in [76]. The temperature of the cooler and the heater are, respectively, uniform at $T_{0}$ and $T_{h}$. The temperature of the channel wall $T_{w}$ has a linear temperature distribution in the $X_{1}$ direction, where $X_{1}$ is the spatial coordinate parallel to the channel wall in the direction from the cooler part to the heater part. The $X_{2}$ axis is normal to the channel wall, and thus $X_{3}$ becomes the direction transverse the channel wall. The origin is indicated by O in the figure. This structure is assumed to spread periodically in the $X_{2}$ and $X_{3}$ directions.

### 3.2.2 Plan of computation

The maximum flow rate $q_{\max }$ and the maximum compression ratio $\gamma_{\max }$ are numerically analyzed. For the maximum flow rate $q_{\max }$, as in Chapter 2, the calculation is performed for one element with periodic conditions in the $X_{1}$ direction. For the maximum compression ratio $\gamma_{\max }$, only one element is used in this calculation because of the limitation of the computational cost. Air reservoirs are connected to the element in order to keep the sealed wall away from the element. Baffle plates are inserted to keep the temperature in reservoirs at a constant $T_{0}$.

### 3.2.2.1 Computation for mass flow rate

The maximum flow rate is computed by using the model shown in Fig. 3.3. This model adds a gas region at the pump's outlet. By this region, we can connect the pump's inlet to the outlet of the gas region by the periodic condition [cf. Eqs. (2.7)]. A gas region has a length of $15 D$ in the $X_{1}$ direction.


Figure 3.2: The part of the internal channel structure. Blue cuboids indicate the cooler parts. Red cuboids indicate the heater parts. Green cuboids indicate the channel walls. The channel walls have a temperature gradient in the $X_{1}$ direction.

Approximately 10000 elements $(100 \times 100)$ align side-by-side in the device fabricated by An et al. in [76]. There is a 100 times difference in the channel width between the inside and outside of the device. This leads to uniform behavior of the gas among these elements (see Ref. [13]) because only a part of the external flow structure affects each internal flow structure. In view of this fact, we neglect the effect of the outer region. In this case, we can apply the periodic boundary condition between the inlet and outlet of the element, making it possible to carry out detailed 3D analysis in each element.

### 3.2.2.2 Computation for compression ratio

The maximum compression ratio is computed by using the model shown in Fig. 3.4. Air reservoir tanks, tank-L, and tank-R are connected to both ends of the pump in the $X_{1}$ direction. The length of the air reservoir in the $X_{1}$ direction is $30 D$. Each end of the air reservoir in the $X_{1}$ direction is the diffuse wall [cf. Eq. (2.6a) for $\alpha=1$ ] with a uniform temperature $T_{0}$. We also insert the baffle regions between the pump and the air reservoir. If the air reservoir is connected directly to the pump, the temperature inside the reservoir will rise due to the hot particles moving from the heater. The purpose of these baffles is to keep the temperature in the air reservoir constant around $T_{0}$.

### 3.3 Parameters of DSMC

The calculation method is the DSMC method introduced in Sec. 2.3.1. As mentioned there, the results of the DSMC method are statistical results with a range of fluctuation. In order to make quantitative comparisons with actual experimental results, this chapter introduces


Figure 3.3: Structure of the maximum flow rate model.


Figure 3.4: Structure of the model to obtain the pressure difference. The colors of the parts correspond to those in Fig. 3.2. Newly added parts for pressure analysis are colored in gray.
$3 \sigma$ with standard errors as error bars. The time step is $\Delta t=0.001 t_{0}$. The cell size of the three-dimensional model is $\left(\mathrm{d} X_{1}, \mathrm{~d} X_{2}, \mathrm{~d} X_{3}\right)=(0.25 D, 0.125 D, 0.25 D)$. Each cell contains 2000 simulation particles for the maximum flow analysis and 20 particles for the maximum compression ratio analysis.

### 3.4 Results

### 3.4.1 The maximum flow rate

3.4.1.1 The three-dimensional flow fields

(a)

(b)


Figure 3.5: Non-dimensional temperature field of the steady-state. (a) $\mathrm{Kn}=0.03$, (b) $\mathrm{Kn}=0.1$, (c) $\mathrm{Kn}=1$, and (d) $\mathrm{Kn}=10 . \Delta T / T_{0}=2.0$

(a)



Figure 3.6: Non-dimensional velocity field of the steady-state. (a) $\mathrm{Kn}=0.03$, (b) $\mathrm{Kn}=0.1$, (c) $\mathrm{Kn}=1$, and (d) $\mathrm{Kn}=10 . \Delta T / T_{0}=2.0$.



Figure 3.7: Non-dimensional pressure field of the steady-state. (a) $\mathrm{Kn}=0.03$, (b) $\mathrm{Kn}=0.1$, (c) $\mathrm{Kn}=1$, and (d) $\mathrm{Kn}=10 . \Delta T / T_{0}=2.0$.

For the maximum flow rate analysis, a gas domain is established in one element, and a periodic condition is imposed on the direction in which the flow occurs [Fig. 3.3]. The initial condition is a stationary equilibrium state. The steady-state is defined as the state when the time variation of the macroscopic field becomes smaller than the fluctuation of DSMC.

Figures $3.5-3.7$ show the three-dimensional fields of temperature, velocity, and pressure at the steady-state for the numerical model shown in Fig. 3.3, respectively. To grasp the flow field intuitively, we connected several of the numerical models in the $X_{2}$ direction. The panel (a) of each figures is the results for $\mathrm{Kn}=0.03$, (b) for $\mathrm{Kn}=0.1$, (c) for $\mathrm{Kn}=1$, and (d) for $\mathrm{Kn}=10$. The non-dimensional time $t / t_{0}$ used for averaging is 300 for $\mathrm{Kn}=0.03$ and that for the others is 100 . That is, the macroscopic quantities in each cell are computed in the same way as in Eqs. (2.20) and (2.21), where $\left(a_{0}, b_{0}\right)$ is $(10000,30)$ for $\mathrm{Kn}=0.03$ and $(10000,10)$ for the others. In addition, for all panels, the non-dimensional temperature difference

$$
\Delta T / T_{0}=\left(T_{h}-T_{0}\right) / T_{0}
$$

is 2.0. These figures also include the structural elements of the pump; that is, the blue cuboids are the coolers (cf. Fig. 3.3). The green ones are the channel walls, and the reds are the heaters. The cooler appears again at the top because we set periodic condition here. The axes $X_{i}$ and the origin O also appear on the bottom of the figure for reference.

The colors in the gas part in Figs. 3.5 and 3.7 indicate the values $T / T_{0}$ or $p / p_{0}$ on the corresponding cross-sections. The $X_{3}<0$ (i.e., left in the figure) part of the $X_{1} X_{3}$ cross-section shows the value at the median plane between the channel walls, while the $X_{3}>0$ (right in the figure) part does at the surface of the channel walls. The part $X_{3}=0$ corresponds to the $X_{1} X_{2}$ cross-section through the origin.

Figure 3.5 shows that the gas temperature varies approximately only in the $X_{1}$ direction. The temperature is uniformly low between the cooler parts 1 , and it increases linearly in the narrow space between the channel walls up to the value at the heater position. The temperature decreases in the gas region above the heater in the figure due to the cooler parts 2 . The temperature of the gas in the channel is close to that of the channel walls. For the cases of $\mathrm{Kn}=1$ and 10 , however, the increase in gas temperature around the heater is suppressed. Thus the temperature difference between the heater and the gas increases for these Knudsen numbers. The significant temperature jump for high Kn is quite natural in the rarefied gas since the gas molecules near the heater come from a broader region where the temperature is small. This temperature field is considered to induce thermal edge flow at the channel end, as described in Chapter 2.

In Fig. 3.6, the velocity field is visualized as the velocity vector projected onto the $X_{1} X_{2}$ and $X_{1} X_{3}$ cross-section at $X_{3}=0$ and $X_{2}=0$, respectively. For the sake of simplicity and visibility, we show only the front half of each cross-section. Figure 3.6 shows that the gas generally flows in the positive direction of the $X_{1}$ axis, confirming that the flow direction is determined by thermal transpiration flow in the narrow part between the channel walls. The flow velocity accelerates in the region where the channel cross-section is narrow with the heater. Note that the same arrow size means the different sizes of the velocities in each figure. For example, the velocity at $\mathrm{Kn}=0.03$ is approximately $1 / 10$ of that at $\mathrm{Kn}=1$. As the flow velocity becomes small, the ratio of fluctuation to velocity, which is inevitable in


Figure 3.8: (a) Non-dimensional distributions of the cross-sectional average of the temperature and (b) that of the pressure in $X_{1}$ direction for the case of $\mathrm{Kn}=0.03,0.1$, and 1, and $\Delta T / T_{0}=2.0$. Blue area indicates the cooler parts. Green area indicates flow channel parts. Red area indicates heater parts. In panel (a), the "open" means the average over the part where the flow is not interrupted. The "close" means that over the rest of the flow channel.
the DSMC method, becomes large. This is why the non-dimensional time used for averaging is 300 for $\mathrm{Kn}=0.03$ and that for the others is 100 .

Figure 3.7 shows the distribution of the pressure in the gas. It can be seen that the pressure increases in the part of the channel where the heater obstructs the flow. This result suggests the existence of the local pressure-driven flow, which can not be considered in the one-dimensional analysis (Ref. [76]). We observe a discontinuity of the pressure in the right half $\left(X_{3}>0\right)$ of the figures [e.g., area A in panel (d)]. This discontinuity is caused by the corner singularity at the edge of the channel walls. In the $X_{1} X_{2}$ cross-section, the pressure distribution is continuous (see the contour at $X_{3}=0$ ). Therefore, the pressure distribution discontinues at the edge [e.g., area $B$ in panel (d)]. As the Knudsen number decreases, the overall pressure change becomes smaller, but the distribution trend is consistent for all Knudsen numbers.


Figure 3.9: Non-dimensional mass flux $q_{\max } / q_{0}$ vs non-dimensional temperature difference $\Delta T / T_{0}$ for $\mathrm{Kn}=0.03,0.05,1$, and 10 . The solid lines indicate quadratic regression curves.

Figure 3.8 shows the average distribution of temperature $\bar{T} / T_{0}$ and pressure $\bar{p} / p_{0}$ for the case of $\mathrm{Kn}=0.03,0.1,1$, and 10 . The gas temperature $\bar{T} / T_{0}$ [panel (a)] increases linearly along the channel walls at $15<X_{1} / D<25$. For $\mathrm{Kn} \leq 1$, the gas temperature is close to that of the channel wall (orange dashed line). The temperature decreases in the gas region $26.5<X_{1} / D<41.5$. The temperature becomes close to that of the cooler in the cooler region $0<X_{1} / D<15$ and is close to uniform at $X_{1} / D \approx 15$. Panel (b) shows the distribution of the average pressure $\bar{p} / p_{0}$. Two different parts of the cross-section are adopted here: the cross-section used in the data indicated by "open" is limited to the part without the heater $\left[0<\left|X_{3} / D\right|<3\right.$, see the red box in the panel (b)], and "close" uses the other region: that is, the region plugged by the heater. The difference of the two averaged pressures become large only in the region between the channel walls ( $15<X_{1} / D<25$ ). The pressure in the "close" region takes a large value before the heater, confirming the pressure increase seen in the three-dimensional figure (Fig. 3.7). The pressure drops, however, suddenly at the hole between the heater $\left(X_{1} / D \approx 25\right)$. The large pressure drop inevitably induces a large flow velocity in the $X_{1}$ direction.

### 3.4.1.2 Effect of various parameters on the maximum flow rate

As in Chapter 2, maximum mass flux in the $X_{1}$ direction, $q_{\max }$, is calculated. Here, we take the same approach as in Eqs. (2.20) and (2.21), where $\left(a_{0}, b_{0}\right)=(10000,10)$. Figure 3.9 shows the results of the mass flux through the pump. Here, $q_{0}=m n_{0} c_{0}$. In addition to $\mathrm{Kn}=0.03$, we calculate the steady-state flow rate for $\mathrm{Kn}=0.05,1,10$ to investigate the flow rate under more dilute conditions. For each Knudsen number, we carried out the computation for five temperature difference ratios $\Delta T / T_{0}=0.0,0.5,1.0,1.5$, and 2.0. The range of $\pm 3 \sigma$ is indicated by the error bars, where $\sigma$ is the standard error value estimated from the data. This represents the range of results for the DSMC method and is introduced in this chapter for quantitative evaluation. There is no flow rate within the fluctuation when the temperature difference vanishes. For all Knudsen numbers, the flow rate increases with increasing $\Delta T / T_{0}$. It does not, however, appear to be changing almost linearly. In Fig. 3.9, we add a quadratic regression curve to the figure.


Figure 3.10: Non-dimensional mass flux $q_{\max } / q_{0}$ vs Knudsen number for $\Delta T / T_{0}=0.5$ and 2.0.


Figure 3.11: Non-dimensional mass flux $q_{\max } / q_{0}$ vs non-dimensional temperature difference ( $\mathrm{Kn}=0.03$ and $0.05, \alpha=0.5$ and 1.0).

We show the relationship between the Knudsen number and the maximum flow rate with each $\Delta T / T_{0}$ in Fig. 3.10. We have the maximum value of the flow rate for all temperature differences around $\mathrm{Kn}=1$. Chapter 2 reports that there is some Knudsen number at which the flow rate peaks in RP, and the present model has the same tendency.

We investigate the effect of accommodation coefficients on the maximum flow rate. We analyze the steady-state flow rates for $\mathrm{Kn}=0.03$ and 0.05 with $\alpha=0.5$. Figure 3.11 shows the result of $q_{\max } / q_{0}$ vs. $\Delta T / T_{0}$ with $\alpha=0.5$ and 1.0. The effect of the accommodation coefficient on the maximum mass flow rate is not very large even for a large variation of the accommodation coefficient. These results, showing no effect of the accommodation coefficient on the flow rate, are consistent with the properties of RP obtained in Sec. 2.5.3.2.

### 3.4.2 The compression ratio

Initial conditions are given as static equilibrium. The time variation of the pressure distribution is calculated, and the maximum compression ratio obtained for one element is analyzed.

We present the results for the compression ratio of the pump described in Sec. 3.2.2.2. Firstly we show an example of the steady-state pressure distribution, $\bar{p}_{\text {final }}\left(X_{1}\right)$ [defined in Eq. (3.2) below] for $\mathrm{Kn}=0.03, \Delta T / T_{0}=2.0$ with $\alpha=1.0$ in Fig. 3.12. The pressure gradient occurs only at the channel part, and the pressure is uniform at the tank- L side and the tank- R side. Therefore, we can define the average pressure on the low-temperature side $\langle\bar{p}\rangle_{\text {low }}$ and that on the high-temperature side $\langle\bar{p}\rangle_{\text {high }}$ by

$$
\begin{aligned}
\langle\bar{p}\rangle_{\text {low }} & =\frac{1}{30 D} \int_{\text {tank-L }} \bar{p}_{\text {final }}\left(X_{1}\right) \mathrm{d} X_{1} \\
\langle\bar{p}\rangle_{\text {high }} & =\frac{1}{30 D} \int_{\text {tank-R }} \bar{p}_{\text {final }}\left(X_{1}\right) \mathrm{d} X_{1}
\end{aligned}
$$

The compression ratio $\gamma_{\text {max }}$ is defined by

$$
\begin{align*}
\gamma_{\max } & =\frac{\langle\bar{p}\rangle_{\mathrm{high}}-\langle\bar{p}\rangle_{\mathrm{low}}}{\langle p\rangle}  \tag{3.1}\\
\langle p\rangle & =\frac{\langle\bar{p}\rangle_{\mathrm{high}}+\langle\bar{p}\rangle_{\mathrm{low}}}{2}
\end{align*}
$$

Long computation times are required to obtain the compression ratio results. We show an example of the approach to the steady-state from the uniform initial state in the numerical model shown in Fig. 3.4. Figure 3.13 is the distribution of the pressure $\bar{p}$ averaged over the cross-section. The distributions at $t / t_{0}=500,1500,3000,6000$, and 8000 for the case of $\mathrm{Kn}=0.03$ and $\Delta T / T_{0}=2$ are shown in the figure. In these figures, we plot the time average of $\bar{p}$

$$
\frac{1}{500 t_{0}} \int_{t-500 t_{0}}^{t} \bar{p}\left(\tau, X_{1}\right) \mathrm{d} \tau
$$

The process takes a long time. Since we do not observe the difference of the distribution of $\bar{p}$ between $t / t_{0}=6000$ and 8000 , we define

$$
t_{e}=8000 t_{0}
$$

as the time $t_{e}$ required to establish the steady-state. At the steady-state, there is a pressure difference between $X_{1} / D=-60$ and $X_{1} / D=90$. The steady profile $\bar{p}_{\text {final }}$ is calculated by a long time average. That is,

$$
\begin{equation*}
\bar{p}_{\text {final }}\left(X_{1}\right)=\frac{1}{1500 t_{0}} \int_{t_{e}-1500 t_{0}}^{t_{e}} \bar{p}\left(\tau, X_{1}\right) \mathrm{d} \tau . \tag{3.2}
\end{equation*}
$$

We calculate $\bar{p}_{\text {final }}$ for $\mathrm{Kn}=0.03$ and 0.05 for two accommodation coefficients $\alpha=0.5$ and 1 . The calculation for each pair of ( $\mathrm{Kn}, \alpha$ ) is done for several values of the temperature difference ratio $\Delta T / T_{0}$.

Figure 3.14 shows $\gamma_{\max }$ vs. $\Delta T / T_{0}$ for each pair of $(\mathrm{Kn}, \alpha)$. In contrast to the maximum flow rate shown in Fig. 3.11, the compression ratio depends much on the accommodation coefficient: the compression ratio decreases to around $50 \% \sim 70 \%$ by changing $\alpha$ from 1 to 0.5. These results that there is accommodation coefficient effect on the compression ratio are consistent with the properties of RP obtained in Sec. 2.5.4.


Figure 3.12: $\bar{p}_{\text {final }}\left(X_{1}\right)$ of the case $\mathrm{Kn}=0.03$ and $\Delta T / T_{0}=2.0$. Discontinuous areas of graph are baffle areas.


Figure 3.13: Time evolution of $\bar{p}$ for the case of $\mathrm{Kn}=0.03$ and $\Delta T / T_{0}=2$.


Figure 3.14: Maximum compression ratio $\gamma_{\max }(\mathrm{Kn}=0.03$ and $0.05, \alpha=0.5$ and 1.0).

Table 3.1: The coefficients $\left(C_{1}, C_{2}\right)$ of quadratic regression curves for $\mathrm{Kn}=0.03,0.05,1$, and 10 .

| Kn | $C_{1}$ | $C_{2}$ |
| :---: | :---: | :---: |
| 0.03 | $6.96 \times 10^{-4} \pm 3.35 \times 10^{-5}$ | $-1.7 \times 10^{-4} \pm 5.8 \times 10^{-5}$ |
| 0.05 | $1.02 \times 10^{-3} \pm 3.68 \times 10^{-5}$ | $-1.8 \times 10^{-4} \pm 6.3 \times 10^{-5}$ |
| 1 | $5.73 \times 10^{-3} \pm 2.14 \times 10^{-4}$ | $-8.0 \times 10^{-4} \pm 3.7 \times 10^{-4}$ |
| 10 | $4.35 \times 10^{-3} \pm 6.10 \times 10^{-5}$ | $-6.0 \times 10^{-4} \pm 1.0 \times 10^{-4}$ |

Table 3.2: Estimated value of volumetric flow rate under the experimental condition: $\mathrm{Kn}=$ 0.03.

| Kn | volumetric flow rate $\left[\mathrm{sccm} / \mathrm{mm}^{2}\right]$ |
| :---: | :---: |
| 0.03 | $3.02 \pm 0.20$ |

### 3.5 Discussion

### 3.5.1 Comparison with experimental results

This section explains the experimental results of the volumetric flow rate and the pressure difference obtained by the pump in [76] by our numerical results obtained in Secs. 3.4.1.2 and 3.4.2. Since the temperature difference under the experimental conditions is too small to compute directly, an approximate curve is calculated. As shown in Fig. 3.9, the relationship between $q_{\max } / q_{0}$ and the non-dimensional temperature difference $\Delta T / T_{0}$ looks quadratic. The coefficients $C_{1}$ and $C_{2}$ of the expression

$$
q_{\max } / q_{0}=C_{1}\left(\Delta T / T_{0}\right)+C_{2}\left(\Delta T / T_{0}\right)^{2}
$$

are shown in Tab. 3.1. Here, we assume that $q_{\max } / q_{0}=0$ at $\Delta T / T_{0}=0$. In addition, the flow rate is assumed to be independent of the accommodation coefficient. Note that $q_{\max } / q_{0}$ does not depend on the accommodation coefficient $\alpha$. Thus we can estimate the value of the volumetric flow rate of air at the atmospheric pressure from $q_{\max }$ at $\Delta T / T_{0} \approx 0.167$, which is the condition considered in [76]. The results are compared with the experimental results by multiplying the results obtained for a single channel by the number of channels assumed from the total area of the pump. In this case, the effect of the end of the pump is neglected.. The estimated results are shown in Tab. 3.2. Using the data for the viscosity coefficient viscosity $\mu$ [Eq. (2.9)] at the atmospheric pressure (see, e.g., NIST database [81]), Kn for experiment condition is determined to be 0.03 .

Since the experiment in [76] by An et al. reports that the flow rate is $2.9\left[\mathrm{sccm} / \mathrm{mm}^{2}\right]$, the value of $\mathrm{Kn}=0.03$, which is estimated using the hard-sphere model, is plausible and explains the result within an error.

The experimental result for the pressure difference is also explained by the Knudsen number $\mathrm{Kn}=0.03$. Using the result of Fig. 3.14 and assuming that the maximum compression ratio $\gamma_{\max }=0$ when $\Delta T=0$, we calculate the relationship between $\Delta T$ and $\gamma_{\max }$ for each

Table 3.3: Maximum pressure difference $\Delta p_{\max }$ under the experimental condition: $\mathrm{Kn}=0.03$.

| Kn | $\alpha$ | $\Delta p_{\max }(\mathrm{kPa})$ |
| :---: | :---: | :---: |
| 0.03 | 1.0 | 0.1947 |
| 0.03 | 0.5 | 0.09977 |

pair of (Kn, $\alpha$ ) using the least-squares method. By substituting the experimental condition $\Delta T / T_{0}=0.167$ into the relationship, the maximum pressure difference $\Delta p_{\max }$ obtained under atmospheric pressure is calculated. Tab. 3.3 shows the results. The maximum pressure difference obtained in the experiment by An et al. is $0.137(\mathrm{kPa})$ in [76]. This value of pressure difference is possible in the range of the accommodation coefficient

$$
0.5 \leq \alpha \leq 1
$$

for $\mathrm{Kn}=0.03$.
Finally, for reference, we compare other experimental results reported in [76] and numerical results. The experimental condition for comparison is $\Delta T / T_{0}=0.25$, assuming that the results of CFD analysis under ambient pressure by An et al. are equally applicable for several Kn numbers. The regression curves for $\mathrm{Kn}=0.05$ and 1 , and 10 are calculated by the least squares method in the same way as for $\mathrm{Kn}=0.03$ calculated earlier. From the obtained regression curves, the flow rate at dimensionless temperature difference $\Delta T / T_{0}=0.25$ at each Kn number is estimated. These estimated values are compared with the experimentally reported flow rates $[\mathrm{sccm}]$ in Fig. 3.15. The Kn number for the experimental conditions is estimated from the conversion of pressure ratios. This suggests that the results of our analysis and the experimental results are estimated to be in the neighborhood of a single curve. This may suggest that the numerical calculations of maximum flow in this study seem to reproduce the experimental results; however, there are still many remaining points to be considered. For example, the experiments are performed in air, a mixture of diatomic molecular gases, while the numerical analysis uses the hard sphere molecular gas. Neither theoretical compensation nor experimental results have yet confirmed that the behavior of both gases is identical in this case. The number of channels in the experimental apparatus is estimated to be about $2.4 \times 10^{4}$, but in fact there will be some influence of the outer surface of the apparatus, which is neglected in our estimation.

In summary, although there are still many points to be considered, this study is a first step toward future comparative studies with more detailed experimental results.

### 3.5.2 Validity of cell size

In Chapter 2, only the mean values are used to investigate the basic properties, while in Chapter 3, in order to make a quantitative comparison, a study on cell size is conducted to take into account the variability of the DSMC results. The Knudsen numbers we compute are small and the flows they produce are slow. Such cases are difficult to deal with using the DSMC method. Therefore, it is necessary to keep the cell size as small as possible and


Figure 3.15: Comparison of numerical analysis and experimental results in [76].

Table 3.4: Steady-state dimensionless flow rate for two cell sizes. The case of $\mathrm{Kn}=$ $0.03, \Delta T / T_{0}=2$ and $\alpha=1$.

| $\mathrm{d} X_{1} / D$ | $\mathrm{~d} X_{2} / D$ | $\mathrm{~d} X_{3} / D$ | $\left(q_{\max } / q_{0} \pm 3 \sigma\right) \times 10^{4}$ |
| :---: | :---: | :---: | :---: |
| 0.25 | 0.125 | 0.25 | $6.89 \pm 0.62$ |
| 0.25 | 0.0625 | 0.25 | $7.19 \pm 0.40$ |

the number of particles as large as possible within the range that can be calculated with the current computer resources. The validity of the cell size used in the DSMC calculation (cf. Sec. 3.3)

$$
\left(\mathrm{d} X_{1}, \mathrm{~d} X_{2}, \mathrm{~d} X_{3}\right)=(0.25 D, 0.125 D, 0.25 D)
$$

is tested with the maximum flow rate (Sec. 3.4.1.2). For example, the case where $\mathrm{d} X_{2}$ is halved is performed for the case of $\mathrm{Kn}=0.03, \Delta T / T_{0}=2$, and $\alpha=1$. The number of particles per cell is 2000 . We summarize $q / q_{0}$ at steady-state and the three times standard deviation $\pm 3 \sigma$ of the data in Tab. 3.4. One may find a slight increase of $q_{\max } / q_{0}$ for small $\mathrm{d} X_{2}$, but its variation is of the order of $3 \sigma$ of the fluctuation of the DSMC result, which does not disturb the discussion in the following section. In addition to this case, we also checked the results of changing the cell size in the same way and confirmed that the solutions overlap when error bars are included. Therefore, the size of the cell would be enough for the present purpose. To clarify the effect of the cell size, one must use a more intensive number of simulation particles.

We add a note on the effect of the molecular model. We also calculated the maximum flow rates of the pump with $\mathrm{N}_{2}$ using the variable hard-sphere (VHS) model [69]. However, the differences from the corresponding results of the hard-sphere model are within the fluctuation of the DSMC procedure.

### 3.6 Concluding remarks

A three-dimensional numerical model is constructed to calculate the practical MEMS RP that is manufactured and tested in [76]. The direct numerical calculation reveals the distribution of internal macroscopic quantities. These results provide many findings, such as flow obstruction caused by the heater, which will be helpful for future design improvements.

The maximum flow rate obtained by the pump is estimated under the same conditions as in the experiment, and the results are consistent with the reported experimental results. When the maximum flow rate is analyzed, the effect of accommodation coefficient is not pronounced. On the other hand, the effect of accommodation coefficient appears in the maximum pressure ratio. These results are also consistent with the properties of RP obtained in Chapter 2. The pressure difference is compared with the experimental results. From the results of the computations with different accommodation coefficients, it is possible to estimate the accommodation coefficients of the experimental apparatus. The results are consistent with the value of the general accommodation coefficient.

The calculations performed here are not a complete reproduction of the experiment. In fact, the gas is calculated with a hard sphere model, whereas the actual air is a mixture of diatomic molecular gases. The temperature distribution on the wall obtained in [76] is also obtained by CFD analysis at the atmospheric pressure. It is assumed that this temperature distribution does not change regardless of Kn. However, at least the results of this study do not significantly differ from the experimental results and are a prosperous first step in analyzing the performance of an actual pump by numerical simulation.

## Chapter 4

## New driving principle of thermally driven micro devices [68]

### 4.1 Introduction

In Chapters 2 and 3, we carried out the DSMC computations of rarefied gas flows in RP and KP on the basis of the Boltzmann equation. These pumps require temperature gradients along solid bodies and the resulting thermal transpiration flows act their driving force. These temperature gradients are maintained by supplying steady heat flows through solid boundaries from the outside. Various proposals have been made to improve the efficiency of thermally driven rarefied gas flow pumps [57, 65, 82]. Thermal edge flow pumps [55, 57] has attracted interests because of its high efficiency and performance since it has constant temperature solid bodies and it does not accompany with heat flows in solid bodies, which is considered as the main factor of energy loss. However, its staggered structure is not easy to produce as MEMS at present. Ratchet pump mentioned in Sec. 1.2.3 has also attracted attentions recently as a MEMS pumping device [65, 82]. It consists of two plates of different constant temperatures and each plate has zigzag structure with vertical and oblique surfaces. It is confirmed by DSMC computation that the variation of accommodation coefficient synchronous to the surface angle variation induces flows around the corners of the zigzag plates, resulting in a one-way flow. It is, however, difficult to make zigzag molphorogy as MEMS. For this reason, experimental validation of such Ratchet MEMS pump has not yet been made so far. In this chapter, we propose a new MEMS pump utilizing one-way flows induced between two parallel "flat" plates by non-uniformity of accommodation coefficient.

### 4.2 Plan of computation

Consider a rarefied gas between two parallel infinite plates A and B with different uniform temperatures [Fig. 4.1]. Let the plate A be located at $X_{2}=D$ and let the plate B be done at $X_{2}=0$, where $X_{i}(i=1,2,3)$ are the Cartesian space coordinates, and let the temperature of the plate A and that of the plate B be denoted by $T_{0}$ and $T_{1}$, respectively. When the accommodation coefficient $\alpha$ of plate A and that of B are uniform, no mass flow is induced between the plates and the problem is reduced to the heat conduction. We
show the occurrence of one-way flow between them by the non-uniformity of accommodation coefficient of each plate. We assume that the distribution of accommodation coefficient is periodic with respect to the $X_{1}$ direction. We consider the variation of $\alpha$ with the period $2 L$. The value of $\alpha$ is $\alpha_{L}$ for the half period and $\alpha_{R}$ for the rest of the period where $\alpha_{L}$ and $\alpha_{R}$ are constants. We investigate the following two cases:
(Case 1) While the above mentioned distribution of the accommodation coefficient is applied to the plate B , the uniform distribution $\alpha=1$ is done to the plate A (diffuse reflection) [see Fig. 4.1(a)].
(Case 2) The above mentioned distribution of the accommodation coefficient is applied to the plate A and the plate B but there is a difference in phase between these periodic distributions; the phase difference is denoted by $H$ [see Fig. 4.1(b)].

In Case 1, because of the symmetry, a one-way flow in the $X_{1}$ direction is not expected to occur, but it is not clear what kind of flow field is induced. Therefore, we investigate the flow field that is induced there. In Case 2 , when symmetry is broken due to the phase difference $H$, there is a possibility that one-way flow occurs. The analysis of the flow field in this case is the main interest of this study.

Knudsen number $l_{o} / D$, dimensionless temperature difference between the plate A and B $\Delta T / T_{0}=\left(T_{1}-T_{0}\right) / T_{0}$, accommodation coefficients of the plate $\left(\alpha_{L}, \alpha_{R}\right)$, the aspect ratio of the domain $L / D$, and the dimensionless phase difference $H / L$ are the parameters that characterize the problem. $l_{o}$ is the mean free path of the hard sphere model corresponding to the mean density.

### 4.3 Numerical settings

In Case 1, the symmetry is used to compute in the blue region shown in Fig. 4.1. The computational domain is $0<X_{1}<L$ and $0<X_{2}<D$. For plate A, the accommodation coefficients are uniform; $\alpha=1$. For plate $\mathrm{B}, 0<X_{1}<L / 2$ is $\alpha_{L}$ and $L / 2<X_{1}<L$ is $\alpha_{R}$. In Case 2, Case 2 is periodic, so the blue area shown in Fig. 4.1 is calculated given the periodic condition. The computational domain is $0<X_{1}<2 L$ and $0<X_{2}<D$. For plate A, $0<X_{1}<L$ is $\alpha_{L}$ and $L<X_{1}<2 L$ is $\alpha_{R}$. For plate B, when $H<L, 0<X_{1}<L-H$ and $2 L-H<X_{1}<2 L$ are $\alpha_{L}$ and $L-H<X_{1}<2 L-H$ is $\alpha_{R}$. When $L<H, 0<X_{1}<2 L-H$ and $3 L-H<X_{1}<2 L$ are $\alpha_{R}$ and $2 L-H<X_{1}<3 L-H$ is $\alpha_{L}$. We show here the parameters of the DSMC method mentioned in Sec. 2.3.1. The time step is $\Delta t=0.001 t_{0}$. The cell size is $\left(\mathrm{d} X_{1}, \mathrm{~d} X_{2}\right)=(0.01 D, 0.01 D)$. Each cell contains 2000 simulation particles.

### 4.4 Results and discussions

### 4.4.1 Case1

### 4.4.1.1 Array of rolls

To explain the occurrence of the gas flow, we present the steady-state for $\mathrm{Kn}=0.1, \Delta T / T_{0}=$ $2.0,\left(\alpha_{L}, \alpha_{R}\right)=(0.5,1.0)$, and $L / D=1.0$. Figure 4.2 shows the time evolution of the temperature field from the initial state. The black rectangle in the upper of the figure

(b)

Figure 4.1: Schematic of the geometry. (a) : Case 1. Only the plate B has periodic distribution of accommodation coefficient. The navy rectangle represents $\alpha_{L}$ area, and the yellow rectangle represents $\alpha_{R}$ area. The black rectangle indicates the diffuse reflection condition. (b) : Case 2. Both plates have periodic distribution of accommodation coefficient. This case has a new parameter : the phase difference of the discontinuity point $H$. The meaning of the colored rectangle is the same as in (a); note that the two flat plates have different constant temperatures, the temperature of plate A is $T_{0}$ and that of plate B is $T_{1}$.
represents plate A , the navy rectangle in the lower of the figure represents the plate B with the accommodation coefficient $\alpha=\alpha_{L}$, and the yellow rectangle represents the plate B with $\alpha=\alpha_{R}$. The figure is colored according to the gas temperature, with the figure colored red for temperatures closer to $T / T_{0}=3.0$ and blue for temperatures closer to $T / T_{0}=1.0$. The temperature field evolves from the initial stationary equilibrium state, Eq. (2.12). At the initial state [Fig. 4.2(a)], the temperature of the gas is the same as the temperature of plate $\mathrm{A}, T_{0}$, and as time passes, the energy of the plate B is transferred into the gas, and nonuniform temperature distribution is formed [Figs. 4.2(b), (c), (d)]. A steady-state arises at a dimensionless time $t / t_{0}=10$ [Figs. 4.2(e), (f)]. At the steady-state, the temperature of the gas near the part of higher accommodation coefficient $\alpha_{R}$ (indicated by the yellow rectangle) is closer to the temperature of the plate $\mathrm{B}, T_{1} / T_{0}=3.0$, than that near the part of lower accommodation coefficient $\alpha_{L}$ (the navy rectangle).

The distributions of the macroscopic quantities at the steady-state are shown in Fig. 4.3. Panel (a) shows the temperature distribution of the gas with the arrows showing the flow


Figure 4.2: Time evolution of the temperature field. Non-dimensional time $t / t_{0}=(\mathrm{a}) 0$, (b) 1 , (c) 2 , (d) 5 , (e) 10 , and (f) 15 . The case for $\mathrm{Kn}=0.1, \Delta T / T_{0}=2.0,\left(\alpha_{L}, \alpha_{R}\right)=(0.5,1.0)$, and $L / D=$ 1.0. See Fig. 4.1 for the meaning of the colored rectangles.
velocity vectors, (b) shows the pressure, and (c) shows the number density, respectively. The dimensionless time used for the time-average is $10 \leq t / t_{0} \leq 110$.

From Fig. 4.3(a), a roll flow occurs in the domain. The flow speed is large at the discontinuity point of accommodation coefficient, where the gaseous temperature varies in the $X_{1}$ direction. The direction of the flow is the same as that of thermal transpiration flow (from cold gas side to hot gas side). This flow produces a counterclockwise vortical flow over the entire region in the figure. Fig. 4.3(b) shows the gas pressure distribution in colors. The distribution shows low pressure in the lower left of the computational domain and high pressure in the lower right. Figure 4.3(c) shows the number density distribution of the gas. The number density increased in the vicinity of the plate A. As the accommodation coefficient changes, the number density also changes in the direction along the flat B.

The analysis is performed by varying Knudsen number. Fig. 4.4 shows the results of the steady-state temperature and velocity fields averaged over $100 t_{0}$ for $\mathrm{Kn}=0.05,0.125,0.2$, $0.5,1$, and 10 . The color-coding of the temperature distribution and the magnitude criterion of the velocity vectors are the same for all cases. As Knudsen number decreases, the gaseous temperature variation along with plate B increases. As Knudsen number increases, the temperature variation along the wall decreases and almost vanishes at $\mathrm{Kn}=10$. The flow velocity at $\mathrm{Kn}=10$ is too small and it is almost invisible in the figure.

A 10 -fold magnification of the velocity vector for $\mathrm{Kn}=10$ is shown in Fig. 4.5. As can be seen, the roll flow is almost non-existent and is buried in the fluctuation of the DSMC method. Therefore, to evaluate the existence of single roll flow, it is necessary an indicator to evaluate the magnitude of the flow generated in Case 1. The properties required of the


Figure 4.3: Distribution of (a) temperature and flow velocity, (b) pressure, and (c) number density, at steady-state. In panel (a), the flow velocity at each point is indicated by the black arrows starting there. The reference size is shown at the lower right corner of the panel. The case for $\mathrm{Kn}=0.1, \Delta T / T_{0}=2.0,\left(\alpha_{L}, \alpha_{R}\right)=(0.5,1.0)$, and $L / D=1.0$.


Figure 4.4: Temperature and velocity fields at steady-state for various Knudsen numbers. The Knudsen number $\mathrm{Kn}=(\mathrm{a}) 0.05$, (b) 0.125 , (c) 0.2 , (d) 0.5 , (e) 1 , and (f) 10 . The case for $\Delta T / T_{0}=2.0,\left(\alpha_{L}, \alpha_{R}\right)=(0.5 .1 .0)$, and $L / D=1.0$.


Figure 4.5: Temperature and velocity fields at steady-state for $\mathrm{Kn}=10$. The results shown in this figure are the same as in Fig. 4.4 (f), but with the velocity vector scaled up 10 times.


Figure 4.6: The domain average of the stream function $\psi_{\text {ave }}$ vs Knudsen numbers. $\Delta T / T_{0}=$ $2.0,\left(\alpha_{L}, \alpha_{R}\right)=(0.5 .1 .0)$, and $L / D=1.0$.
indicators used here are that it should be able to determine the direction of the roll, that it should disappear when no roll flow is observed, and that it should have many average times in order to reduce DSMC fluctuations. Thus, in this study, we use the domain average of the flow function as the indicator.

The average value of the stream function $\psi$ is defined by

$$
\begin{align*}
\psi\left(X_{1}, X_{2}\right) & =\int_{0}^{X_{1}} \frac{n \boldsymbol{v} \cdot \boldsymbol{n}(x, 0)}{n_{0} v_{0} D} \mathrm{~d} x+\int_{0}^{X_{2}} \frac{n \boldsymbol{v} \cdot \boldsymbol{n}\left(X_{1}, y\right)}{n_{0} v_{0} D} \mathrm{~d} y \\
& =\frac{1}{n_{0} v_{0} D} \int_{0}^{X_{2}} n v_{1}\left(X_{1}, y\right) \mathrm{d} y . \tag{4.1}
\end{align*}
$$

Here, $\boldsymbol{n}$ is the normal unit vector pointing to the right of the path of the integral. That is, $\boldsymbol{n}(x, 0)=(0,-1)$ and $\boldsymbol{n}\left(X_{1}, y\right)=(1,0)$. The last equality comes from $\boldsymbol{v} \cdot \boldsymbol{n}_{\boldsymbol{w}}=0$ and $\boldsymbol{n}(x, 0)=-\boldsymbol{n}_{w}(0<x<L)$. Clearly the value of $\psi$ increases along with $X_{2}$ where the flow is rightward $\left(v_{1}>0\right)$ and decreases vise versa. In the case of the counterclockwise roll flow shown in Fig. 4.3, the value of $\psi\left(X_{1}, X_{2}\right)$ first increases with $X_{2}$ and takes positive values since $\psi=0$ on $X_{2}=0$. Then it decreases and vanishes as $X_{2} \rightarrow D$. Thus, the average value

$$
\begin{equation*}
\psi_{\text {ave }}=\frac{1}{L D} \int_{0<X_{1}<L, 0<X_{2}<D} \psi\left(X_{1}, X_{2}\right) \mathrm{d} d X_{1} \mathrm{~d} d X_{2} \tag{4.2}
\end{equation*}
$$

become positive. Note that the vanishing of this value is not equivalent to the absence of flow. The calculation method for each point is as follows.

To investigate the effect of the Knudsen number, we plot $\psi_{\text {ave }}$ for $\mathrm{Kn}=0.05,0.1,0.125$, $0.2,0.5,1$, and 10 . Figure 4.6 shows the results. It can be seen that the stream function peaks around $\mathrm{Kn} \sim 0.2$. The error bars are the standard error $\sigma$ multiplied by 3 for the ten data points and indicate the range of $\pm 3 \sigma$ from the mean value.

Here, we attempt a physical interpretation of how non-uniformity of accommodation coefficient induces the flow. First, in the present case, the temperature of the flat plate is uniform, but the accommodation coefficients are different at locations. Now we are considering a flat


Figure 4.7: Temperature and velocity fields at steady-state for various temperature differences. (a) $\Delta T / T_{0}=1.0$, (b) $\Delta T / T_{0}=0.0$, and (c) $\Delta T / T_{0}=-0.5$. The case for $\mathrm{Kn}=0.1$, $\left(\alpha_{L}, \alpha_{R}\right)=(0.5,1.0)$, and $L / D=1.0$.
plate at a high temperature, molecules reflected at locations with high accommodation coefficients will be reflected faster, on average, than those with low accommodation coefficients. Therefore, when molecules reflected from the wall collide again with other gas molecules near the flat plate, the temperature of the gas near the location where the accommodation coefficient is high becomes hotter than that near the location where the accommodation coefficient is low. Thus, when gas molecules near the wall are directly incident on the wall, they enter as high-speed molecules from the side with high accommodation coefficients and low-speed molecules from the side with low accommodation coefficients. Similar to the physical interpretation of thermal creep flow mentioned in Sec. 1.2.1, flow occurs from the low accommodation coefficient side to the high accommodation coefficient side at this time. In this mechanism, the critical point is that molecules reflected from the wall surface collide with other molecules in the neighborhood of the wall surface, and then re-enter the wall surface directly. Therefore, if Kn is too low, the temperature of the gas becomes uniform near the wall surface and there is no velocity difference between the incident molecules. On the other hand, if Kn is too large, collisions between molecules do not occur, and molecules reflected from the low-temperature side wall enter the other wall directly. In such cases, flow by the previous mechanism does not occur. Figure 4.6 shows that the flow peak appears near $\mathrm{Kn} \sim 0.2$ when the plate spacing is taken as the representative length. This is also observed in Fig. 4.4, where the flow velocity vector is large at $\mathrm{Kn}=0.125$ and 0.2.

### 4.4.1.2 Effect of the temperature difference between the flat plates

We investigate the effect of the non-dimensional temperature difference between the two plates $\Delta T / T_{0}$. Figure 4.7 shows the steady-state temperature and velocity fields for $\Delta T / T_{0}=$ $1.0,0.0$, and -0.5 . Figure 4.8 shows the relationship between $\psi_{\text {ave }}$ and temperature difference $\Delta T / T_{0}$. Compared to Fig. 4.3(a), the flow becomes weak as $\Delta T / T_{0}$ decreases and disappears. When the temperature of the plate B becomes lower, the vortical flow reappears, but its direction becomes clockwise.

### 4.4.1.3 Effect of the accommodation coefficient difference

We investigate the effect of accommodation coefficient $\left(\alpha_{L}, \alpha_{R}\right)$. The results are shown in Figs. 4.9 and 4.10 . Figure 4.9 shows the temperature and velocity fields at steady-state


Figure 4.8: The domain average of the stream function vs $\Delta T / T_{0}$ for $\mathrm{Kn}=0.1$ and 1.0, $\left(\alpha_{L}, \alpha_{R}\right)=(0.5,1.0)$, and $L / D=1.0$.


Figure 4.9: Temperature and velocity fields at steady-state for various accommodation coefficients. (a) $\left(\alpha_{L}, \alpha_{R}\right)=(0.75,1.0)$, (b) $\left(\alpha_{L}, \alpha_{R}\right)=(0.9,1.0)$, and (c) $\left(\alpha_{L}, \alpha_{R}\right)=(1.0,1.0)$. The case for $\mathrm{Kn}=0.1, \Delta T / T_{0}=2.0$, and $L / D=1.0$.


Figure 4.10: The domain average of the stream function vs $\Delta \alpha=\alpha_{R}-\alpha_{L}$ for $\mathrm{Kn}=$ 0.1 and 1.0, $\Delta T / T_{0}=2.0$, and $L / D=1.0$.


Figure 4.11: Temperature and velocity fields for various aspect ratios. (a) $L / D=0.5$ and (b) $L / D=2.0$. The case for $\mathrm{Kn}=0.1, \Delta T / T_{0}=2.0$, and $\left(\alpha_{L}, \alpha_{R}\right)=(0.5,1.0)$.
for $\left(\alpha_{L}, \alpha_{R}\right)=(0.75,1.0),(0.9,1.0)$, and (1.0, 1.0). Figure 4.10 shows $\psi_{\text {ave }}$ for $\mathrm{Kn}=$ 0.1 and 1.0 for various $\Delta \alpha$. There is no change in the flow direction, but as the difference in accommodation coefficients becomes small, the flow becomes weak. Also, $\left(\alpha_{L}, \alpha_{R}\right)=$ (1.0, 1.0) [Fig. 4.9(c)], where $\Delta \alpha=\alpha_{R}-\alpha_{L}=0$, the isothermal lines become parallel to the plates A and B. Therefore, the temperature is uniform along the wall, and no roll flow is induced. This result indicates that the difference in accommodation coefficients is essential for the roll flow.


Figure 4.12: The domain average of the stream function vs Knudsen numbers for $L / D=$ $0.5,1.0$, and 2.0. The result of $L / D=1.0$ is already shown in Fig. 4.6. $\Delta T / T_{0}=2.0$ and $\left(\alpha_{L}, \alpha_{R}\right)=(0.5,1.0)$


Figure 4.13: Temperature and velocity fields for various phase differences. White lines are the contour of the stream function. $H / L=$ (a) 0 or 2.0 , (b) 0.25 , (c) 0.5 , (d) 0.75 , (e) 1.0, (f) $1.25,(\mathrm{~g}) 1.5$, and (h) 1.75. The case for $\mathrm{Kn}=0.1, \Delta T / T_{0}=2.0,\left(\alpha_{L}, \alpha_{R}\right)=(0.5,1.0)$, and $L / D=1.0$. See Fig. 4.1 for the meaning of the colored rectangles.

### 4.4.1.4 Effect of the aspect ratio

Figure 4.11 shows steady-state temperature and velocity fields when the aspect ratio $L / D=$ 0.5 and $2, \mathrm{Kn}=0.1, \Delta T / T_{0}=2.0$, and $\left(\alpha_{L}, \alpha_{R}\right)=(0.5,1.0)$. Figure 4.12 shows the domain average of the steady-state stream function is calculated for various Knudsen numbers with $L / D=0.5,1$, and 2. For comparison, the results for $L / D=1$ in Fig. 4.6 are also shown. The center of the roll flow is closer to plate B for smaller aspect ratios. The Kn number where the peak of $\psi_{\text {ave }}$ is obtained varies depending on the aspect ratio.

### 4.4.2 Case 2

### 4.4.2.1 One-way flows meander between array of rolls

The results for the case of non-uniformity of accommodation coefficients on both flat plates are shown here. The phase difference $H$ breaks the symmetry of the domain. We investigate


Figure 4.14: Non-dimensional mass flux $q / q_{0}$ vs the phase difference $H / L$. The case for $\mathrm{Kn}=0.1$ and 1.0, $\Delta T / T_{0}=2.0,\left(\alpha_{L}, \alpha_{R}\right)=(0.5,1.0)$, and $L / D=1.0$
the flow that occurs there. For $\mathrm{Kn}=0.1, \Delta T / T_{0}=2.0,\left(\alpha_{L}, \alpha_{R}\right)=(0.5,1.0)$, and $L / D=$ 1.0 [Fig. 4.1(b)], we analyze the flow by varying the phase difference $H / L$. Figure 4.13 shows the temperature distribution of the gas at steady-state with color-coding and black arrows as the velocity field and white lines as the streamlines for $H / L=0.25 n(n=0,1, \ldots, 7)$. In order to show the characteristics of the flow field intuitively and clearly, we present the flow field for two periods (4L). The streamlines are contours of the stream function [Eq. (4.1)] drawn at $\Delta \psi=0.004$ intervals unless otherwise stated. For the phase difference $H / L=0$ [Fig. 4.13(a)], circular vortices with diameters close to the plate spacing $D$ are generated side by side. The present case differs from case 1 because the vortices are accelerated at the top and bottom. When the phase difference $H / L=0.25$ [Fig. 4.13(b)], the vortices are slightly tilted. At this stage, the outermost streamline of the vortices meanders between vortices (red arrow in the figure). That is, a one-way flow is generated. As the phase difference increases further [Fig. 4.13(c)], the vortices are tilted further. The number of streamlines connecting the neighboring vortices also increases; this indicates the one-way flow is enhanced. The flow velocity vector at $H / L=0.5$ shows that the one-way flow is in the $-X_{1}$ direction. When the phase difference $H / L=0.75$ [Fig. 4.13(d)], multiple streamlines flowing between the tilted vortices can be observed but the flow speed of one-way flow decreases. When the phase difference $H / L=1$ [Fig. 4.13(e)], the vortices become independent again, and the one-way flow disappears. Here, the interval between the streamlines is halved $(\Delta \psi=0.002)$ because of the small velocity. At this stage, the vortices form a roll pair distributed vertically that rotates in the opposite direction. At the phase difference $H / L=1.25$ [Fig. 4.13(f)], the flow field is similar to $H / L=0.75$ [Fig. 4.13(d)] inverted for the $X_{2}$ axis. When we invert and align the phase of Fig. 4.13(d) and Fig. 4.13(f), the flow fields are almost identical within the variability of the DSMC method. We can see that the streamlines also weave between the vortices, and at this time, the one-way flow is in the $X_{1}$ direction. $H / L=1.5$ and 1.75 [Figs. 4.13(g) and (h)] also show the same flow field as the result of $H / L=0.5$ and 0.25 inverted the $X_{2}$ axis, and a one-way flow in the $X_{1}$ direction is generated. At $H / L=2.0$, the flow field is the same as the phase difference $H / L=0$ [Fig. 4.13(a)].

We analyze the magnitude of the one-way flow. For this purpose, we calculate the steadystate mass flux $q$ in the $X_{1}$ direction at each $H / L$. We calculate $q / q_{0}$ over ten dimensionless


Figure 4.15: Non-dimensional mass flux $q / q_{0}$ vs the Knudsen number. The case for $H / L=$ 1.5, $\Delta T / T_{0}=2.0,\left(\alpha_{L}, \alpha_{R}\right)=(0.5,1.0)$, and $L / D=1.0$.
times after the flow becomes steady and repeat the process ten times to average the data over 100 dimensionless times. Figure 4.14 shows the results. The error bars are the standard error $\sigma$ multiplied by 3 for the time data. We can see that one-way flow occurs except for $H / L=0,1.0$, and 2.0. The flow variation is periodic for the phase difference $H / L . q / q_{0}$ is maximum in the $X_{1}$ negative direction at $H / L=0.5$ and maximum in the $X_{1}$ positive direction at $H / L=1.5$.

For $H / L=1.5, \Delta T / T_{0}=2.0,\left(\alpha_{L}, \alpha_{R}\right)=(0.5,1.0)$, and $L / D=1.0$, the mass flux $q$ is analyzed by varying Knudsen numbers. Here, we take the same approach as in Eqs. (2.20) and $(2.21)$, where $\left(a_{0}, b_{0}\right)=(10000,10)$. Figure 4.15 shows the results. When the symmetry of the domain is broken by the phase difference $H$, we see that one-way flow is indeed occurring. In the case of phase difference $H / L=1.5$, the flow peak occurs around $\mathrm{Kn} \sim 0.5$. The decay tendency is unclear for the lower Kn sides than the peak Kn. It cannot be determined whether one-way flow disappears in the limit of $\mathrm{Kn} \rightarrow 0$.

Figure 4.16 shows the temperature distribution of the gas with color-coding, black arrows for the velocity field, and white lines for the streamlines at steady-state for $\mathrm{Kn}=0.5$ and 1.0. The width is shown as two periods $(4 L)$ similarly Fig. 4.14. The streamlines are the contour of the stream function [Eq. (4.1)]. The contour interval is 0.004. The parameters of Fig. 4.16 are the same as those of Fig. 4.14(f), except for the Knudsen number. Compared to Fig. 4.14(f), Fig. 4.16(a) has a stronger one-way flow as Kn increases. However, comparing Figs. 4.16(a) and 4.16 (b), the one-way flow decreases as Knudsen number increases further.

### 4.4.2.2 Effect of the temperature difference between flat plates

For $H / L=1.5, \mathrm{Kn}=0.1$ and $1.0,\left(\alpha_{L}, \alpha_{R}\right)=(0.5,1.0)$, and $L / D=1.0$, the flow is analyzed by varying the non-dimensional temperature difference $\Delta T / T_{0}$. Figure 4.17 shows the profiles of the non-dimensional mass flux $q / q_{0}$ in the $X_{1}$ direction vs. $\Delta T / T_{0}$ at the steady-state. $q / q_{0}$ appears to change approximately linearly with $\Delta T / T_{0}$. The direction of the flow reversed when the temperature of plate B became lower than that of plate A. The one-way flow does not occur when the temperature difference vanishes.

The effect of the temperature variation in each flat plate is also analyzed. The part of


Figure 4.16: Temperature and velocity fields at steady-state for (a) $\mathrm{Kn}=0.5$ and (b) $\mathrm{Kn}=1.0$. The case for $H / L=1.5, \Delta T / T_{0}=2.0,\left(\alpha_{L}, \alpha_{R}\right)=(0.5,1.0)$, and $L / D=1.0$.


Figure 4.17: Non-dimensional mass flux $q / q_{0}$ vs $\Delta T / T_{0} . H / L=1.5, \mathrm{Kn}=0.1$ and 1.0, $\left(\alpha_{L}, \alpha_{R}\right)=(0.5,1.0)$, and $L / D=1.0$.


Figure 4.18: Temperature and velocity fields at steady-state for $\mathrm{Kn}=1.0 . \quad H / L=1.5$, $\left(\alpha_{L}, \alpha_{R}\right)=(0.5,1.0)$, and $L / D=1.0$. Here, there is a temperature difference of $0.5 T_{0}$ between the high and low accommodation coefficients area.
high accommodation coefficients on the cold plate receives more heat from the gas, while that on the heated plate emits more heat into the gas. Therefore, one may expect that the plate's temperature may be affected by its accommodation coefficient. On the heated plate, the temperature in the portion with high accommodation coefficients may become smaller than in the low accommodation coefficients. Inversely, the cold plate may have a larger temperature on the high accommodation coefficient part. Numerical analysis shows that even if such a temperature change occurs on the plates, the one-way flow will still occur. As an extreme case, numerical calculations were performed for a temperature difference of $0.5 T_{0}$ in a flat plate with $\mathrm{Kn}=1$ and phase difference $H / L=1.5$. The temperature field, streamlines, and velocity vectors of the gas at a steady state are shown in Fig. 4.18. Although the flow rate is decreasing, a meandering unidirectional flow is generated, and the flow direction remains unchanged.

### 4.4.2.3 Effect of the accommodation coefficient difference

For $H / L=1.5, \mathrm{Kn}=0.1$ and $1.0, \Delta T / T_{0}=2.0$, and $L / D=1.0$, the flow is analyzed by varying accommodation coefficients $\left(\alpha_{L}, \alpha_{R}\right)$ for the plate A and B . In the present case, $\alpha_{R}=1.0$ is fixed and $\alpha_{L}=\alpha_{R}-\Delta \alpha$. The steady-state dimensionless mass flux obtained for $\mathrm{Kn}=0.1$ and 1.0 is plotted in Fig. 4.19. It can be seen that the flow rate varies nonlinearly, close to the second order (blue line in the figure), regarding the accommodation coefficient difference $\Delta \alpha$.

### 4.4.3 Comparison with Ratchet pump

Here we compare the flow found in this chapter with the results of previous studies that have the idea of inducing flow by keeping the wall surface at a uniform temperature; the


Figure 4.19: The double-logarithmic graph of $q / q_{0}$ vs $\Delta \alpha . H / L=1.5, \mathrm{Kn}=0.1$ and 1.0, $\Delta T / T_{0}=2.0$, and $L / D=1.0$. The blue line is an indicator of quadratic change.
ratchet pump [65, 82, 83], already introduced in Sec. 1.2.3. Ratchet pump uses a plate with a zigzag surface structure synchronous to accommodation coefficient distribution. Ratchet pumps have attracted much attention in recent years. In particular, Shahabi et al. analyzed various zigzag geometries combining diffuse and specular reflections and reported the flow rates obtained [65]. These results correspond to the results for $\Delta \alpha=1.0$. Shahabi et al. performed their analysis for various zigzag geometries, but the maximum flow rates reported are a few times higher than those of our simple flat plates cases. In addition, since it is difficult with current processing technology to realize microchannels with a zigzag structure, our simple flat plates case has an advantage in terms of fabrication feasibility, as it can induce one-way flow simply by facing the planes.

### 4.5 Concluding remarks

In this chapter, we consider a simple channel structure consisting of two flat parallel plates with different constant temperatures. Through numerical analysis, we discover a new rarefied gas flow induced by non-uniformity of accommodation coefficient. When the geometry of system is symmetry, such as in Case 1, one-way flow is not induced. However, a one-way flow is induced only by the symmetry breaking of the distribution of accommodation coefficients due to the phase difference $H$, such as in Case 2.

In the present study, we use the Maxwell boundary condition is employed. It is interesting whether one-way flow is induced under other boundary conditions, such as Borman and Krylov boundary condition [84]. This remains as a future subject. The results of this study do not immediately lead to the realization of a MEMS pump; there are issues that need to be resolved before realization. For example, if there are edges at the channel entrance/exit, thermal edge flow, which is several orders of magnitude larger than the flow, will be generated there. To suppress or utilize the thermal edge flow, it is necessary to consider the design of the channel inlet/outlet.
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