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Abstract: Climate change and related national mitigation targets make the decarbonization of the
power sector an urgent need. The power sector faces the challenge of considering the design and
interaction between emission reduction policies, which can sometimes counteract each other. This
study proposes a framework that can be used to quantitatively study the qualitative link between
carbon pricing and capacity pricing. The framework is validated through a case study in Hokkaido,
Japan, and used to further investigate the interaction between the two policies through a System
Dynamics simulation model and scenario design. The results indicate that a carbon price would
promote the introduction of wind power, as well as the reduction in fossil fuels, while the capacity
price will mitigate the boom-and-bust investment cycle and stabilize electricity prices. However,
when the two policy-based prices act on the power system simultaneously, the advantages will be
offset by each other. The existence of the capacity price partially offsets the emission reduction effect
of the carbon price, and the carbon price with a lower floor will also indirectly squeeze the generation
space of flexible power plants. In order to address these inefficiencies, this study proposed a capacity
price focused on subsidizing flexible power plants and also coupled with a higher floor carbon price,
which results in a consistent incentive. It also promotes the decommissioning of carbon-intensive
base-load power plants and reduces CO2 emissions significantly.

Keywords: liberalized electricity market; carbon pricing; capacity pricing; system dynamics;
decarbonization

1. Introduction

The power sector is highly dependent on fossil fuels, with global carbon emissions
from fossil fuels approaching 37 Gt CO2 per year, an average annual increase of 2.4%
during this century [1]. Although countries are committed to reducing emissions and
setting ambitious targets, CO2 in the atmosphere has still reached a record high value,
exacerbating the need to reduce fossil fuel consumption globally [2]. Decarbonization of
the power sector has received much attention with the introduction of renewable energy
sources, especially wind and solar, which have grown 20-fold over the past 15 years to
account for 5% of global electricity generation [3]. To address climate change, a paradigm
shift in the current power industry from fossil-fuel-based technologies to low-carbon
emission technologies is urgent. In the meantime, in a liberalized electricity market, the
investment and decommissioning of generation capacity are made as business decisions by
multiple profit-oriented companies. The investment in different generation technologies
by these market players depends on the impact of price signals. To guide the behavior
of market participants, several market policies aim to apply appropriate price signals,
while addressing environment issues and market failures that have arisen, such as carbon
prices for climate change externalities, as well as capacity prices to avoid boom-and-bust
investment cycles.

Energies 2022, 15, 9559. https://doi.org/10.3390/en15249559 https://www.mdpi.com/journal/energies

https://doi.org/10.3390/en15249559
https://doi.org/10.3390/en15249559
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/energies
https://www.mdpi.com
https://orcid.org/0000-0003-0753-4534
https://orcid.org/0000-0002-4802-3864
https://doi.org/10.3390/en15249559
https://www.mdpi.com/journal/energies
https://www.mdpi.com/article/10.3390/en15249559?type=check_update&version=1


Energies 2022, 15, 9559 2 of 25

Current international carbon emission reduction policies mainly include energy effi-
ciency and emission standards, public technology research and development, and carbon
pricing tools (including carbon tax and carbon emissions trading systems). Policy analysts
generally agree that an economy-wide carbon pricing tool will be necessary to achieve deep
carbon reductions in a cost-effective manner [4–6]. Carbon pricing is a powerful policy tool
designed to drive and accelerate the transformation of the power system by internalizing
the environmental cost of CO2 emissions. It has been implemented in many countries as
a market-driven tool to reduce greenhouse gas emissions and combat climate change [7].
Given the diversity of sources of carbon emissions, the uniform design of energy efficiency
and emission standards is challenging [8]. The key advantages of carbon pricing tools are
flexibility and effective incentives, which can lead to the best overall cost-effectiveness
of the economy [9]. In addition, carbon pricing can reduce long-term abatement costs by
inducing climate-friendly technological change [10].

Capacity mechanisms have become the favored approach in the US and Canada for
dealing with incentives to maintain levels of generating capacity that satisfy reliability
criteria. These respond to a potential decline in flexible or high-cost generators that become
uneconomic in highly competitive markets or potentially those with high levels of low-cost
renewables. Capacity markets were intended to address the concern that a rise in variable
renewables would increase the uncertainty of revenue for conventional dispatchable gener-
ation capacity through lower and more volatile wholesale prices [11]. Regarding the fixed
cost recovery of thermal power, there is a linkage between scarcity pricing mechanisms that
rely on electricity price spikes and capacity market mechanisms that rely on institutional
subsidies [12]. The design and implementation of a capacity market mechanism involves
the creation of aggregate systems, capacity targets, auction markets where generators can
submit bids to commit to supply under capacity-constrained conditions, and the resulting
forward capacity prices [13–15]. The capacity mechanism not only minimizes the risk of
shortages, but also reduces the price volatility [16].

Capacity remuneration mechanisms are implemented as incentive tools for reliable
investment, in order to ensure power adequacy in the liberalized electricity market. For
capacity pricing, there are mainly two objectives: first, providing subsidies for the fixed cost
of technologies which contribute to the security of electricity systems’ supply–demand bal-
ance operation [17], e.g., marginal power plants. Second is the objective of price formation
through auctions based on the forecast capacity demand, thereby ensuring the electricity
system adequacy and avoiding the boom–bust investment phenomenon [18]. Meanwhile,
the main objective of carbon pricing is to internalize the CO2 environmental externality of
fossil fuel, in order to promote the variable renewable energy penetration and gradually
reduce the consumption of fossil fuel energy [19]. Therefore, during the transition of power
systems in liberalized markets, increasingly complex policy designs may have unintended
side effects through the interaction of policy instruments [20].

Fossil fuel power plants still dominate most current electricity systems to provide
system adequacy as well as flexibility, which lead to the CO2 intensive power capacity being
charged through carbon pricing while receiving payments from capacity pricing. Although
both policies have achieved their direct goals of pricing certain objects through market-
based policy instruments, the interaction between these two prices and the subsequent
impacts on the electricity market have been less investigated. Previous qualitative stud-
ies [21–23] focused on the barrier and misalignment of integration among electricity-system-
related mechanisms such as variable renewable energy (VRE) incentives, CO2 emission
trading or taxing, and the capacity remuneration mechanism. A growing number of studies
have investigated the interaction between VRE incentives and carbon pricing [24,25], in-
creasing VRE’s share and capacity remuneration mechanisms [26]. Nevertheless, previous
studies focus on qualitative analysis, and there is a gap in the field of study for investigating
the policy interactions between capacity pricing and carbon pricing quantitatively, which
may affect power generation investment decisions during the energy system transition. In
addition, considering that the electricity market is a complex system, the implementation
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of its policies has a relatively volatile impact on the market. With the development of the
electricity market, the correlation between policies will become one of the issues worth
studying, because if the correlation is ignored, there may be negative policy effects, while
systemic frictions can invalidate reform proposals and lead to forward misalignments [21].
Therefore, we will delve into the relationship between capacity pricing and carbon pricing
in the free electricity market, and the results will provide a reference for more efficient
market design.

Electricity market modeling commonly exhibits four major trends: optimization mod-
els [27], equilibrium models [28], simulation models [29], and hybrid models [30]. Among
them, bottom-up optimization models usually show the cost-optimal path of an energy
transition and solve the problem of “how to design” the system [31,32]. The results of
these studies help paint an “ideal” world in which central actors with control must actively
implement these decades-old systems to achieve cost-optimized paths. However, with
the liberalization of the electricity market, some democracies intend to move away from
centralized planning. If we want to increase our understanding of these systems, we should
therefore pay more attention to the combination of heterogeneous actors with bounded
rationality and imperfect information [33]. Equilibrium models attempt to characterize
market problems using algebraic or differential equations, which focus on the series of over-
all changes caused by linkages between sectors affected by policy changes [34]. However,
when the problem is too complex to be solved within a formal equilibrium framework,
a simulation model can be used as a substitute for the equilibrium model to a certain
extent [35]. System Dynamics focuses on the continuous changes of variables affected by
policies. As a representative method in simulation models, it has been widely used in
various industries and fields since it was first proposed in 1958 [36]. It has been applied
to problems in agriculture [37], manufacturing [38], the green hydrogen industry [39], the
chemical industry [40], and so on. Simulation models have been developed and applied to
operational and policy issues in the energy sector. Among them, System Dynamics models
are built for policy analysis, exploration of possible future scenarios, and management
purposes [41–44], and are widely used in the field of energy policy, for example, national en-
ergy policy assessment [45], energy efficiency analysis [46], energy nexus [47], and resource
carrying capacity [48].

Unlike previous studies, this study proposes a framework that can be used to investi-
gate the link between carbon pricing and capacity pricing. To confirm the validity of the
framework, we constructed a System Dynamics simulation model using Hokkaido as an
example based on the framework. The study aims to address the following: (i) what is the
interaction between capacity pricing and carbon pricing in a liberalized electricity market
during the low-carbon transition period? (ii) How does this interaction ultimately affect
the trajectory of power mix change? This study contributes to the extant literature in the
following aspects. Firstly, this study proposes a conceptual model as the framework for
further quantitative analysis of the correlation between carbon policy and capacity policy;
secondly, the simulation experiments identified potential conflicts which will offset the
advantages of each other that may exist between two policies under certain designs. This
study could provide a new research perspective for exploring the impacts of policy interac-
tions on the electricity market and provide effective support for the future involvement of
the electricity market.

The rest of the paper is structured as follows. Section 2 presents the method and
data. Section 3 presents the simulation results of power mix changes for five scenarios
with in-depth analysis, and the Section 4 summarizes findings and a discussion of possible
future research directions.

2. Methodology and Data Sources
2.1. Conceptual Model as the Framework

System Dynamics has advantages in handling linear and nonlinear interactions, large-
scale, long development cycles, and complex and dynamic systems [20,49]. The System
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Dynamics method is based on the point of view of causality and structure determining
behavior, which establishes a model from the internal microstructure of the system. It
further analyzes the internal relationship between the structure and function of the system
and dynamic behavior with the help of computer simulation technology, in order to find
a solution to the problem [37]. Moreover, System Dynamics provides a convenient and
scientific basis for decision-makers to simulate and test proposed policies through multi-
scenario simulations and to see the long-term results of implementing each policy before
making a final decision [50]. The most important procedure for establishing a System
Dynamics model for policy simulation is to establish causal loops to describe the logic of
the system and to build equations among the factors, in order to generate quantitative
relationships [51].

A causal loop diagram (CLD) is an important tool to show the feedback structure of
the system [52]. As mentioned above, based on previous research on carbon price and
capacity price, this study summarizes the typical causal loop diagram of these prices and
further proposes a framework that can be used for quantitative analysis of the qualitative
relationship between the two prices. The framework is shown in Figure 1, where “positively
related” means that if all else is equal, one value increases and then the other increases,
or one decreases and then the other decreases as well; “negative related” means if all else
is equal, one value increases then the other decreases, or one decreases then the other
increases. There are three balanced feedback loops in it. (1) The first is balance loop B1,
where the supply loop represents the overall long-term supply and demand balance of the
power system, including installed capacity, generated electricity, electricity price, yearly
revenues, and decision-making. It means that more installed capacity will bring more
power generation capacity, thereby reducing electricity price, revenue, and investment in
new capacity. For the installed capacity, if it is wind, then more capacity means more power
generation without emissions. If it is coal, we assume that it is base-load capacity with fixed
output, thereby more installation will bring more electricity from coal power, together with
emissions. More installed capacity of NG power plants means that they need to increase
the corresponding power generation to maintain their profits. (2) The second feedback
loop is balance loop B2: the carbon loop is aimed at carbon pricing, including thermal
capacity, fossil fuel electricity, CO2 emission, carbon price, marginal price, electricity price,
yearly revenues, and decision-making. It means that more thermal power installed capacity
will bring more carbon emissions, resulting in a rise in carbon prices, along with marginal
costs and higher electricity prices, which affects the final investment decision. Depending
on the technique, this loop causes different effects, which is elaborated in the Section 2
in details. Put simply, for thermal power plants, the increase in electricity prices is also
accompanied by an increase in the cost of carbon prices, while for renewable energy, while
benefiting from an increase in electricity prices, they also get compensated from the carbon
market. (3) Lastly, balance loop B3 is for capacity price, including installed capacity, capacity
price, yearly revenues, and decision-making. It means that more thermal power installed
capacity will bring more effective capacity to meet the capacity demand, determined by the
system based on power demand, thereby reducing capacity prices and ultimately affecting
investment decisions.

The model shown in Figure 1 consists of five modules, which are the capacity changing
module, electricity price module, carbon price module, capacity price module, and invest-
ment decision module. We consider three power generation technologies in the model:
wind power as a representative of variable (non-controllable) renewable energy, coal as
a representative of baseload (non-load-following) fossil fuel power plants, and natural
gas (NG) as a representative of flexible fossil fuel power plants. The comparison of the
characteristics of the three technologies is summarized in Table 1. The unit time step of the
model is a week. The weekly time resolution can reflect the short-term supply and demand
balance and the long-term capacity changes simultaneously.
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Table 1. Comparison of the three technologies characteristics.

Power Output CO2 Emission Capacity Value

VRE: Wind Fluctuate Zero emission Low value
Fossil fuel: Coal Stable High emission High value
Fossil fuel: NG Flexible Medium emission High value

We conducted a further in-depth analysis of the causal relationship between the
variables based on the proposed framework. After detailed separation of exogenous and
endogenous factors and understanding of the positive and negative feedback relationship
between each factor, we enriched the original conceptual model and determined a detailed
causal cycle diagram. The proposed model represents the interaction relationship between
factors in detail, clarifying the feedback mechanism and policy transmission mechanism of
the system, as shown in Figure 2.
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2.2. Quantitative Model Formulation

After completing the identification of the elements in the problem and the conceptual
modeling of the causal loops, each element in the CLD start to be extended to a more
concrete quantitative model, which is known as the stock-flow model. The stocks are
altered by inflows and outflows; in other words, stocks are accumulations of the difference
between the inflow to a process and its outflow, and they characterize the state of the
system and generate information [20]. For instance, the capacity of generation technologies
is a stock, and the new investment and the decommissioning of capacity are inflows and
outflows. On the other hand, other elements in CLD may be modeled as variables and
parameters, such as electricity price and the fixed cost of technologies.

The stock-flow model of capacity change is depicted in Figure 3. Due to the character-
istics of the modeling of System Dynamics, the composition of each stock is homogeneous,
that is, the capacity of one technology in the same stock is assumed as the same age, ef-
ficiency, etc. Therefore, in order to allow the new investment capacity to be included in
the current existing capacity, we assume “0 age” of the existing power plant fleet, instead
of having an average age. The capacity change module simulates the investment, decom-
missioning, and retirement of different technologies. At the end of each year, the capacity
(MW) (CP) of each technology (i) consists of the following: the new capacity (MW) (NewIn)
is added into the market, the decommission capacity (MW) (Decom) exits the market, and
the life-expiring capacity (MW) (Retire) retires. This is described in Equation (1), where t is
the number of weeks.

CPi(t) = CPi(t0) +
∫ t

t0

NewIni(t)− Decomi(t)− Retirei(t) · dt (1)
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The new investment and decommission capacity are decided by market participants
based on their profits. The life-expiring retirement does not relate to business, but only



Energies 2022, 15, 9559 7 of 25

depends on the lifetime of the equipment for each specific technology, which is described
in Table 2. The newly added capacity takes construction time (yr) (ConsTime) after the
investment decision, which is modeled as pipeline delay in this study. The annual retire-
ment capacity is modeled as the first-order delay of the technology lifetime (yr) (lifetime), as
represented in Equations (2) and (3), where j is the number of years (a year is calculated as
52 weeks).

NewIni(j + ConsTime) = Delay(NewInvest(j), ConsTime) (2)

Retirei(t) =
CPi(t)

Li f etimei
(3)

The electricity price module uses the concept of merit order to calculate electricity
prices based on marginal costs, by simulating the balance of power supply and demand
per unit of time. The import and export of electricity is not considered in the model setting,
and at the same time, we assume that the demand is inelastic. As shown in Figure 4, the
VRE has priority scheduling since its marginal cost is almost zero. The dispatch of coal and
NG depends on the order of their marginal cost.
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As represented in Equation (4), the marginal fuel cost (USD/MWh) (MarFuel) is calculated
through the power plant thermal efficiency (Heff ), heating value of fossil fuel (MJ/ton) (Hval),
and the average fuel price (USD/ton) (Fuelprice) as an exogenous variable. In Equation (5),
the marginal cost (USD/MWh) (MarCost) of a thermal power plant is equal to the sum of
the marginal fuel cost and carbon price (USD/ton-CO2) (CarbonPrice) multiplied by the unit
emission coefficient (EF) of the fuel. Since fuel cost and emission intensity are exogenous
variables, the calculated value of the marginal cost of two technologies in the model depends
on the carbon price.

MarFuelCoal,LNG =
3600

He f fCoal,LNG × HvalCoal.LNG
× FuelpriceCoal,LNG (4)

MarCostCoal,LNG(t) = MarFuelCoal,LNG + EFCoal,LNG × CarbonPrice(t) (5)

The traditional coal power is mostly used as baseload power because its ramp rate,
which is the speed of adjusting output, is slower and the associated cost is also higher
compared to other technologies. Therefore, we assume that the power generation (MWh)
(Generate) of coal is a fixed output, which equals the product of its capacity, annual operating
factor (OF), and weekly hours. The 168 h in the model is one week (24 h for 7 days), and
the OF coefficient is the average operating level (70%) of the Hokkaido baseload coal-
fired power plant. We use OF as an exogenous variable to reflect the characteristics of
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coal power as base-load power generation, because in reality coal plants are rarely shut
down throughout the year and are usually reluctant to alter production to meet minimum
operating requirements. For the change in wind power installed capacity, we further
assume that if the increment of wind power and coal power exceeds the total demand,
then the oversupplied wind power will be curtailed to ensure the balance of the grid. The
wind power is modeled as a constant weekly output with volatility, in which its capacity is
multiplied by a capacity factor (CF) and weekly hours. The annual operating factor and the
VRE capacity factor are inputs of the model as exogenous variables.

GenerateCoal(t) = CPCoal ×OFCoal × 168 hours (6)

GenerateWind(t) = CPWind × CFWind × 168 hours (7)

NG is the representative of flexible power sources in the model, and its output is
assumed to be equal to the residual load (MWh) (ResidualLoad); that is, the total demand
(MWh) (Demand) minus the uncontrollable VRE generation (MWh) (NetLoad), and then
minus the fixed output of the baseload power plant, thereby maintaining the system supply
and demand balance. Therefore, this study modeled the power grid dispatch according
to a fixed priority order, with VRE first, coal second, and NG last. This ensures that the
electricity generated from VRE can enter the grid as much as possible, coal as a base
load does not need to change its output, and NG as a flexible resource is responsible for
balancing the grid.

NetLoad(t) = Demand(t)− GenerateWind(t) (8)

ResidualLoad(t) = NetLoad(t)− GenerateCoal(t) (9)

The balance of supply–demand (SDbalan) equals the total supply (MWh) (TotalSup)
minus the total demand, where the weekly electricity demands are input as exogenous
variables of the model, which is depicted as a stock-flow diagram in Figure 5. The total
supply is the sum of VRE, coal, and NG power generation per unit of time.

SDbalan(t) = TotalSup(t)− Demand(t) (10)
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The electricity price is calculated by the following Equation (11). The current state of
the system is indicated by the balance of supply and demand, and whether the flexible
power source, NG, is generating electricity, indicated by the residual load. When the hourly
demand is less than the available supply capacity, which means it is loose, while NG is
generating, the electricity price is the highest marginal cost of thermal power plants. When
the supply and demand are loose and NG is not generating, the electricity price is the
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weighted average marginal cost of coal generation and VRE generation. When the hourly
demand is more than the available supply capacity, which means it is tight, while NG is
generating, the electricity price is the highest marginal cost of the thermal power plants
multiplied by the scarcity electricity price coefficient (α). When supply and demand are
tight and NG is not generating, the electricity price is the weighted average marginal cost
of coal generation and VRE generation multiplied by the scarcity electricity price coefficient.
We consider the weighted average to simulate the merit order effect, since the marginal
cost of wind power generation is zero, and the average electricity price will continue to
decrease after wind power generation increases. When the VRE capacity is extremely low,
the marginal electricity price calculated using the weighted average is almost equivalent
to the coal marginal electricity price. When the VRE continues to increase, the average
electricity price will continue to drop to zero.

In a perfect competitive liberalized power market, the electricity price is equal to the
highest marginal cost of the online generating technology. Therefore, the fixed cost of
marginal power plants is not included in the electricity price most of the time, and the
fixed cost recovery depends on the scarcity price when the supply–demand balance is tight,
or the capacity price [53]. Since this study considers the existence of capacity prices, the
electricity price ceiling in this model is set as the real price ceiling in Japan.

SDbalan(t) = 0 SDbalan(t) < 0

(11)ResidualLoad(t) > 0
max{MarCostCoal(t),

MarCostLNG(t)}
max{MarCostCoal(t)× α, MarCostLNG(t)× α}

ResidualLoad(t) 5 0 MarCostCoal(t)×
NetLoad(t)
Demand(t)

-

The capacity remuneration mechanism subsidizes the power plants which contribute
to the adequacy of power generation capacity. In this study, we model the capacity remu-
neration mechanism as a capacity auction market. The total capacity is evaluated at the end
of each year. If the current capacity is lower than the capacity requirement (MW) (CPReq), a
full-price subsidy (USD/MW) (MaxP) will be provided, which is the difference between the
fixed cost per MW capacity and the expected return per MW capacity of a new NG power
plant. This expected return of a standard newly built NG power plant is decided by the
regulatory agency based on the industry survey [54]. If the current capacity is higher than
the requirement, the subsidy price (USD/MW) (CapacityPrice) will be reduced in proportion
and become zero after exceeding a certain range of requirement. We use the traditional
planning reserve margin method to calculate the capacity requirement, which is 15% higher
than the yearly peak demand. Different power generation technologies have different
weights of contributions to capacity adequacy. This study assumes the capacity value of
VRE calculated by its installed capacity multiplied by the average yearly capacity factor.
Equations (12) and (13) describe the changes in capacity price, where CPRatio is the ratio of
existing capacity to capacity requirement, γ is the sensitivity coefficient of the capacity price
increase. In addition, following the instruction from the regulatory agency of the case study
area, which currently recognized all thermal power as 100% qualified capacity without
further availability or minimum yearly output requirements [55], we thereby calculated the
capacity in Formula (12) without the operating factor.

CPRatio(t) =
CPCoal,LNG(t) + CPWind(t)× CF

CPReq
(12)

CapacityPrice(t) =
{

MaxP
MaxP− CPRatio(t)× γ

CPRatio 5 1
CPRatio > 1

(13)

This study made assumptions to simulate the capacity price. The real-world capacity
price calculation involves the evaluation of the reliability of the power system. In particular,
how to calculate the capacity value of VRE’s random output is a complicated topic. This part
is considered initially to be beyond the scope of this study. We focus on the mutual influence
of the behavior of subsidizing capacity on other price mechanisms in the electricity market.



Energies 2022, 15, 9559 10 of 25

We model the carbon price mechanism as a cap–trade emission allowance trading
system with floor prices, with the pricing scope limited to the power system in the target
area. The annual emission quota allowance will be auctioned at the floor price (USD/ton-
CO2) (FLP) at the beginning of each year. If the current annual cumulative emissions
(ton-CO2/yr)(TotalEm) are less than the annual emissions cap (ton-CO2/yr) (Emcap), then
the carbon price is the floor price. If the current cumulative emissions exceed the emissions
cap, the carbon price will increase. Equations (14) and (15) describe the changes in carbon
prices, where EmRatio is the ratio of emissions to allowances, β is the sensitivity coefficient
of the carbon price increase.

EmRatio(t) =
TotalEm(t)

EmCap
(14)

CarbonPrice(t) =
{

FLP
FLP× EmRatio(t)× β

EmRatio 5 1
EmRatio > 1

(15)

The emission per time step (ton-CO2) (CO2emission) is equal to the generation of fossil
fuel thermal power plants multiplied by the corresponding fuel emissions factor. The
cumulative emissions within a year from all plants are the total annual emissions.

CO2emission(t) = GenerateCoal,LNG(t)× EFCoal,LNG (16)

TotalEm(j) =
∫ t+52

t
CO2emission(t) · dt (17)

The revenue from the auction (USD) (CarbonRevenue) of carbon allowances will be used
to subsidize the additional introduction of VRE, where the annual carbon revenue is the
annual accumulated CO2 emissions multiplied by the weekly updating carbon price. In
the real world, the carbon price revenue of the regulator is limited to the primary auction
market, and the real-time carbon price arbitrage revenue belongs to the secondary market.
We assume that, to a certain extent, the expectations generated by carbon prices in the
secondary market will eventually be reflected back to the primary auction market. For
example, if the demand for carbon allowances in the secondary market is strong, it will
raise participants’ bidding prices in the primary auction market. Therefore, rather than
multiplying the total amount by the floor auction price, our calculation can reflect the impact
of the auction price and secondary market revenue on the overall carbon price revenue.

CarbonRevenue(j) =
∫ t+52

t
CO2emission(t)× CarbonPrice(t) · dt (18)

The decisions of market participants in the free market are assumed as purely commer-
cial behavior, thereby their decisions depend on their profits from investment. We use the
internal rate of return (IRR) to evaluate the project’s return, which is the project’s return
rate when the net present value (NPV) is equal to zero. When the IRR is greater than the
expected return rate, the model chooses to make a new investment. When the expected
profits of the investment are higher than its costs during the whole lifetime, participants will
choose to build new capacity. Generally, in the whole lifetime of the project accounting, the
lifetime is assumed to be 40 years for thermal and 20 years for wind. We set the threshold
of the expected return rate equal to the interest rate, which is usually the lowest return
acceptable to any rational investor. As shown in Equations (19)–(21), the calculation of NPV
includes the fixed cost (USD/MW) (FixCost) in the initial year and the decommissioning cost
(USD/MW) (DecomC) in the last year of the power plant’s lifetime. The Decommissioning
cost equals a ratio (DecomCostRatio) of the fixed cost. The annual cash flow (USD/MW)
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(ECF) is equal to the revenue (USD/MW) (UnitRev) during the year minus the maintenance
costs (USD/MW) (UnitMainten) and variable cost (USD/MW) (UnitVar).

NPVi(t) = −FixCosti +
Li f etime−1

∑
n=1

ECFi,n

(1 + IRR)Li f etime−1 +
ECFi,Li f etime − DecomCi

(1 + IRR)Li f etime (19)

ECFi(t) = UnitRevi −UnitVari −UnitMainteni (20)

DecomCi = FixCosti × DecomCostRatioi (21)

Previous research [56,57] chose to use trend prediction when estimating the future cash
flow of NPV. The implicit assumption of this method is that future electricity prices will
continue to develop in accordance with the fluctuation trend during the reference period.
However, the current energy system is under a policy-driven fast transition period, and
compared with stable policy subsidies, the changing in electricity prices from the market
reflects more on the short-term supply and demand balance, thereby its fluctuation trend
does not accurately reflect the long-term expectations of the policy-driven transition. For
example, the investment in VRE driven by the FIT mechanism assumes stable returns will
be guaranteed during its lifetime. Many power plants also tend to sign long-term power
purchase agreements for a large amount of electricity trading to avoid risks, so as to ensure
that there is a stable revenue every year.

Since this study focuses on the interaction between policy-based market pricing and
the impact on the trajectory of long-term system transition, we adopt a constant status quo
investment strategy that ignores fluctuation trends. That is, reviewing the current revenue
and cost at the end of each year, decisions are made based on the price of the past year,
assuming that the situation will be steady for the entire project lifetime, and there is no
trend forecast for electricity price fluctuations. Similar assumptions are found in previous
research [58]. It should be emphasized that this assumption is far from reality, but easy to
model. It is undeniable that real-world investor behavior is far more complex than this
simplifying assumption. For example, when an investment is profitable, everyone will
actively participate until the profit continues to decline to a normal level. In the end, only
the first mover will obtain more profit.

The investments in new power plants (stock-flow diagram as shown in Figure 6) are
modeled as discrete investments in the number of generating units. The new investment
is equal to the ratio of the expected return to the fixed cost multiplied by the investment
coefficient (InvCoe), then the rounded integer result is multiplied by the minimum size of
generator sets (MW) (UnitCP), as shown in Equation (22). The investment coefficient is
the adjustment item for model calibration when it is required for future prediction; so far,
this study focuses on the theoretical simulation of policy interaction, thereby we assume
the coefficient qualitatively to emphasize the difference as 1 for thermal power and 40 for
VRE, since the minimum unit sizes of those technologies are different. The basis of this
assumption is to ensure that when thermal power and VRE receive the same degree of
return, the capacity of their final investment is the same.

NewIni(t) =
[

NPVi(t) + FixCosti
FixCosti

× InvCoei

]
×UnitCPi (22)

Equations (23) and (24) describe the decommissioning decision. The annual operating
cash flow (USD/MW) (Cash) of all existing power plants includes revenue, variable costs,
fixed maintenance costs, annualized fixed costs (USD/MW) (AnnulFixC), and annualized
decommission costs (USD/MW) (AnnulDecomC). When the operating cash flow is negative,
that is, when the revenue is lower than its operating cost, the market participants will choose
to close the power plant and exit the market. This is due to the assumption of a constant
status quo strategy; if the current revenue is less than the operating cost, it is considered that
this situation will be continuous in the future and there is no chance to recover the losses,
therefore decommissioning is a rational decision. The decommissioned capacity is equal
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to the ratio of the annual loss to the annual revenue, multiplied by the decommissioning
coefficient (DecomCoe) and then multiplied by the minimum size of generator sets. Similar
to the investment coefficient, we assume the coefficient qualitatively as 1 for thermal power,
to indicate the equal weight of investment and decommissioning for thermal power, and 0
for VRE, since no VRE exits the market due to continuous subsidization.
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Cashi(t) = UnitRevi −UnitVari −UnitMainteni − AnnulFixCi − AnnulDecomCi (23)

Decomi(t) =
[

UnitRevi(t)− Cashi(t)
UnitRevi(t)

× DecomCoei

]
×UnitCPi (24)

Although the investment decisions in the real world are decentralized, in this study,
we assume that all investors in the same technology make the same decision within any
year. This assumption allows the model to ignore risk. The actual decision of a single
company highly depends on the decision-maker’s own risk perception threshold [59], while
the unified decision in a year after aggregation ignores the fluctuations of micro-individuals
and reflects the overall changing of expected returns.

Based on this assumption, in Equations (25) and (26), we calculate the annual revenue
(USD) (Revenue) of thermal power plants as the accumulation of power generation mul-
tiplied by the electricity price (USD/MWh) (ElecPrice), and the annual revenue of wind
power generation is the power generation multiplied by the FIT price (USD/MWh) (FIT).
The annual revenue per MW is calculated by Equations (27) and (28). Wind power has
additional revenue from the emission trading system, while thermal power plants receive
subsidies from the capacity market. Wind power is excluded from the capacity market as it
cannot provide controllable power output. The current FIT policy in Japan is controlled
by the regulatory agency, and users across the country are jointly responsible for the FIT
subsidy, so we set it as an external variable. Due to the fixed income brought by FIT, wind
power will have a certain degree of continuous growth in the future period. On this basis,
we use the potential carbon price auction revenue to provide additional subsidies for wind
power as a booster, so as to realize the simulation of the gradual substitution of wind power
for thermal power generation. This setting is due to the following: (1) FIT is a mandatory
policy launched by the regulatory agency, so it is an exogenous variable and will not be
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affected by simulation results; (2) the additional revenue from wind power brought by the
carbon price auction can form dynamic constraints within the model with the withdrawal
of thermal power generation. This part of the simulation combines the exogenous variables
in the real world and the endogenous variables assumed in the model, and the results are
still within a reasonable range.

RevenueCoal,LNG(j) =
∫ t+52

t
GenerateCoal,LNG(t)× ElecPrice(t) · dt (25)

RevenueWind(j) =
∫ t+52

t
GenerateWind(t)× FIT · dt (26)

UnitRevWind(t) =
RevenueWind(j) + CarbonRevenue(j)

CPWind
(27)

UnitRevCoal,LNG(t) =
RevenueCoal,LNG(j)

CPCoal,LNG
+ CapacityPrice(t) (28)

Similarly, in Equation (29), the annual variable cost (USD) (VarC) is calculated as the
accumulated power generation times the marginal cost. The annual variable cost per MW
is calculated by Equation (30). The variable cost of wind power is ignored due to the low
marginal cost.

VarCCoal,LNG(j) =
∫ t+52

t
GenerateCoal,LNG(t)×MarCostCoal,LNG(t) · dt (29)

UnitVarCCoal,LNG(t) =
VarCCoal,LNG(j)

CPCoal,LNG
(30)

2.3. Case Study

In order to verify the applicability and rationality of the framework, we intend to con-
duct simulations through case studies. Since the capacity mechanism is strongly influenced
by electricity imports and exports, choosing a more isolated grid is more suitable for vali-
dating the proposed framework. Hokkaido is isolated from Japan’s main island (Honshu),
and its connection to Japan’s main power grid is limited. At the same time, Hokkaido has a
complete power generation, power supply, and transmission system, and its local electricity
demand is objective. Therefore, we chose Hokkaido, an island in northern Japan, as a case
study to simulate capacity changes. The initial installed capacity of each technology are
the real data of Hokkaido in 2019. NG capacity also includes some biomass thermal power
plants which perform similar to the flexible power characteristic of NG plants.

We assume that the initial state of the system is in equilibrium, and the lifetime of
all power plants starts counting from the beginning of the simulation period. The real
supply–demand data in 2019 [60] are used as the input data of electricity demand, as shown
in Figure 7. We assume that the demand for each year in the future will be the same as
in 2019. In reality it is usual to expect that due to electrification (as part or prerequisite of
decarbonization), electricity demand will grow in the future. This assumption helps us to
eliminate factors that are less relevant to the question under study from the complex reality,
allowing a focus on the interactions among our main study targets.

Similarly, we use the real wind power data [60] and installed wind power capacity of
Hokkaido in 2019 to calculate the wind power factor, as shown in Figure 8. We assume that
the wind power factor for each year in the future is the same as in 2019. On the one hand,
excessive randomness will make the results from the model become difficult to understand,
but on the other hand, oversimplification can make the results directly dependent on the
assumptions. Therefore, the input data of this study are from the real world with fixed
fluctuations, which will improve the interpretability of the model and give better insights
to be extracted.
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Since the Hokkaido Electric Power Company owns 87% of all thermal power plants in
Hokkaido, we calculated the CO2 emissions of all thermal power plants in Hokkaido using
the CO2 emission factors of the Hokkaido Electric Power Company as a benchmark [61].
The total CO2 emission value of the power sector in Hokkaido 2019 is calculated based
on the actual power consumption multiplied by the emission factor. The annual emission
allowance is calculated based on the total emission in 2019, as shown in the Figure 9, and
the fixed value of the emissions will be reduced linearly every year until the emissions
become zero in 2050. It is worth noting that the emission cap is an indicator rather than an
effective cap, which is used to simulate the carbon price. We try to model a market-based
policy instead of non-discretionary enforcement constraints. The regulatory agency sets
emission targets and auctions the emission allowances accordingly, as different emission
sources will choose to reduce their emissions or purchase more allowances regarding their
own conditions. The price of emissions allowance is determined by both supply (the cap
set by the agency) and demand (emitter willingness) sides. The price of allowances will
rise when the supply from the emissions cap is continuously tightened, thereby forming a
flexible means to promote emission reductions.

Compared to the capital-intensive thermal power plants, the size of a single investment
in wind power is much smaller, thus the same return rate will encourage more diversified
investors in the market, and therefore we assume that the investment coefficient of wind
power is much higher than other technologies. Wind power receives continuous FIT
subsidies, which means all the generated electricity will be sold to the grid as long as it is
lower than the hourly demand, and since the supply–demand balance module assumes
full flexibility of NG power, there will be no curtailment due to lack of flexibility. This
stable income makes sure wind power will only retire when its life is expired instead of
decommissioning due to losses, thereby the decommission coefficient of wind power is
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zero. We assume the expected return rate on investment of market participants cannot be
lower than the interest rate.
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2.4. Data Sources

The data used here are from a number of key sources, including official statistical
reports of the Ministry of Economy, Trade and Industry of Japan, survey reports of research
institutions commissioned by the government, released reports of the power grid regulator,
and the official records of power companies. The detailed parameters as well as input data
are summarized in Table 2.

Table 2. Main assumptions and input data related to the case study [62–65].

Variables (Unit) Wind Coal NG

Initial capacity (MW) 534 2520 3507
Minimum size of generators set 1 (MW) 5 100 200

Construction time (yr) 1 3 3
Investment coefficient (-) 40 1 1

Decommissioning coefficient (-) - 1 1
Wind capacity value factor (-) 0.236 1 1

Mean Fuel Price in 2019 (USD/ton) - 108.58 512.99
Marginal Fuel Cost (USD/MWh) - 35.84 67.14
Emission Factor (ton-CO2/MWh) - 0.943 0.474

Heat value (MJ/ton) - 25,970 55,010
Heat efficiency (-) - 0.42 0.5

Fixed cost (USD/MW) 2,590,476 2,380,952 1,142,857
Maintenance cost (USD/MW/yr) 2590 119,047 57,142

Decommission cost ratio (-) 0.01 0.07 0.07
Lifetime (yr) 20 40 40

Interest rate (-) 0.03
Sensitivity coefficient of carbon price 1

Sensitivity coefficient of capacity price 130,725.8 *
Sensitivity coefficient of electricity price 10

FIT (USD/MWh) 95
CO2 floor price (USD/ton-CO2) 30
Capacity price cap (USD/MW) 134,647.6 **

Electricity price cap (USD/MWh) 1905
Exchange rate (JPY/USD) 105

Note: * the coefficient is calculated to ensure zero capacity price when total capacity is over 5% of requirement;
** the cap is the difference between fixed cost and expected revenue for a new NG power plant [55]. 1 We set
this minimum size based on the historical average size of one generator, since Hokkaido’s coal power units are
generally older, while the gas units were built in recent years. Therefore, the single unit size of a coal generator is
smaller than that of a gas turbine generator.
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3. Results and Discussion
3.1. Scenario Setting

As summarized in Table 3, in order to investigate the linkage between carbon pricing
and capacity pricing, five scenarios were designed. The base scenario assumes that there is
no capacity pricing nor carbon pricing in the electricity market. The capacity-only scenario
assumes that only capacity pricing exists in the electricity market. The carbon-only scenario
considers only carbon pricing in the electricity market. The capacity–carbon scenario
represents both capacity pricing and carbon pricing in the electricity market. The advance
scenario proposes a high carbon floor price with capacity pricing only for flexible power
sources, which means that all capacity contributions to adequacy are counted, but only
capacity which provides flexibility is subsidized. The model simulates the change in long-
term capacity, CO2 emissions, carbon price, capacity pricing, and electricity pricing for all
the proposed scenarios. The simulation period is from 2019 to 2050, with weeks as the time
unit. The model is coded into Python environment using the BPTK-Py package [66], which
provided the basic modeling framework of the System Dynamics model.

Table 3. Scenarios settings summary.

Scenarios Carbon Pricing Capacity Pricing

Base - -
Carbon-only USD 30/ton CO2 floor price -

Capacity-only - All fossil fuel power plants
Capacity–carbon USD 30/ton CO2 floor price All fossil fuel power plants

Advance USD 60/ton CO2 floor price Flexible power plants

3.2. Simulation Results

Figure 10 shows the simulation results of the capacity change of coal power plants in
the scenarios. It can be observed that without the introduction of the carbon price, coal
power plant capacity will be maintained in the range of 3000 MW to 4000 MW. The capacity-
only scenario has the highest coal capacity, followed by the base scenario. By comparing the
results of the capacity–carbon scenario and carbon-only scenario, the subsidy from capacity
price has significantly weakened the emission reduction effect from the carbon price.
Among all the scenarios, only the advance scenario achieved complete decommissioning
of coal. This is due to the strong price signal generated by the carbon price with a higher
floor in the early stage, as well as cutting the capacity subsidy of the inflexible power
source, which put a stop to the investment in coal plants. As a result of coaction, coal is
not subject to additional capacity subsidies and bears the high carbon price, thereby is
decommissioned in early stages.
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Figure 11 shows the simulation results of the capacity change of NG power plants in
the proposed scenarios. In all scenarios without capacity price, the capacity change of NG
power plants indicates clear cyclical fluctuations, especially in the base scenario, where
the maximum capacity is about seven times the minimum. This reflects the restraint of
the capacity price on investment fluctuations. In the liberalized electricity market, due
to the lack of overall information and construction cycle, there will inevitably be a cycle
of rise and fall. However, because NG power plants play the role of flexible resources
in the power system, they are responsible for constantly regulating their own output to
meet the balance between supply and demand of the power grid. Therefore, NG power
plants, as flexible resources, are more significantly affected by the boom–bust cycle. Judging
from the simulation results of the capacity-only and advance scenarios, the introduction
of capacity policy has significantly suppressed the volatility of investment. Sustained and
stable capacity revenue greatly reduces the boom-and-bust cycle. This is the oscillation
behavior brought about by the goal seeking structure in a typical free market [49].
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Compared with the base scenario, the introduction in carbon prices reduced the
installed capacity of NG in the early period before the base scenario started to enter the
boost cycle; however, the advance scenario is an exception, as it has the highest installed
capacity of NG at the end of the simulation period. This is because the higher floor carbon
price promotes the decommissioning of coal, and the gas has entered the market as a
substitute. The point is that the carbon price needs to be high enough to cover the fuel
cost gap between coal and gas, thereby internalizing the cost of emissions and correctly
distinguishing the price of coal and gas from the perspective of CO2 emissions.

Nevertheless, except for the capacity-only scenario, all scenarios with capacity prices
bring higher NG capacity. It looks contradictory but the reason is that in the capacity-only
scenario, the capacity subsidy guarantees the fixed output of coal power plants, thereby
reducing the use of flexible power sources. The limited power generation space of NG leads
to the decrease in revenue and eventually capacity. The results of the advance scenario show
that distinguishing the subsidy of flexible power sources in the capacity price with the high
floor carbon price will promote the effectiveness of both carbon pricing and capacity pricing,
which increases the NG capacity as flexible plants with relatively lower emissions factors.

Figure 12 shows the simulation results of wind capacity change in the scenarios. Wind
power has ensured revenue due to FIT subsidies, so its capacity steadily increases during
the simulation period. Furthermore, since wind power also receives the auction revenue
from the emission trading system, the wind power capacity in the scenario with carbon
prices greatly improved. If we take a closer look by comparing the capacity of wind power
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and other fossil fuel power, during the simulation period, wind power can barely reach
the same capacity as fossil fuels with the FIT subsidy alone, and only with the additional
revenue from the carbon price can the installed capacity of wind power significantly exceed
either one of the fossil fuel power plant types.
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Moreover, the growth rate of wind power in the early stage is significantly higher
than that in the latter stages. This is because although the carbon price is higher in the
latter stages, when the cap is reduced significantly, the carbon emissions are lower than
in the early stage, resulting in the subsidies derived from the emission trading system
becoming less and less as the cap decreases. For the same reason, the wind capacity in
the advance scenario is lower than the capacity–carbon scenario. In the advance scenario,
carbon emissions are less, so the carbon price source subsidy for wind is less, which leads
to the rapid introduction of wind power in the early stage, but the final value is slightly
lower than the capacity–carbon scenario.

Figure 13 shows the simulation results of the CO2 emission change in the scenarios.
The capacity-only scenario has the highest CO2 emission, even higher than the base scenario,
due to its subsidies for fossil fuels. The advance scenario achieved about 65% of emission
reductions at the end of the simulation period compared to the starting point. This is due
to the consistent incentive from the high carbon floor price with flexibility. Focusing on
capacity price promotes the decommissioning of coal, while retaining the NG power plants
to maintain the system’s supply and demand balance.
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Compared to the carbon-only scenario and the capacity-only scenario, the capacity–
carbon scenario shows that the existence of the unreformed capacity price weakens the
emission reduction effect from the carbon price. Although the wind capacity in the capacity–
carbon scenario is higher than in the advance scenario, the capacity price and carbon price
offset each other and we end up with a large number of coal power plants, which squeezes
the power generation of flexible gas resources with relatively lower carbon emissions, caus-
ing the scenario with the highest wind capacity to still be unable to reduce CO2 emissions to
zero, even higher than the other two carbon-only and advance scenarios. Even though the
emission cap reaches zero, no scenarios can achieve zero CO2 emissions, since NG is the
only flexible resource in this model. Moreover, the emissions cost of NG is passed on to the
electricity price, and we assume that the demand side is nonelastic; therefore, in order to
guarantee the supply of electricity, the bill will be paid no matter how high the price is.

Figure 14 shows the simulation results of carbon price change in three scenarios with
carbon prices. We can observe annual cycles of the carbon price, and as the simulation
approaches the end, the price peak becomes significantly higher. The reason for the periodic
price peak is that the allowances have the characteristics of periodic supply. Therefore,
when the emission allowances are renewed at the beginning of the year, sufficient supply
will reduce the carbon price. However, as the allowances are gradually auctioned out, the
reduction in supply will cause the rapid rise in the carbon price. The overall allowances will
decrease over time, while the carbon price will increase significantly over time. Since the
peak carbon price in the model is defined as the ratio of total emissions (including excess
emissions) to the allowance for the year, a linear decline in allowances has a significant
impact on the exponential rise in carbon prices.
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The results of the three scenarios have similar trends, although the two scenarios have
the same carbon floor price, and the price of the capacity–carbon scenario is higher than the
carbon-only scenario at the end of the simulation period. The reason is that when facing
the same amounts of carbon allowance at the end, the mutual offset of the capacity price
and carbon price leads to more CO2 emissions from the power mix of the capacity–carbon
scenario, which causes an increase in carbon prices.

Figure 15 illustrates the simulation results of capacity price change in the three scenar-
ios with capacity price. Since the capacity price will quickly drop to zero after the capacity
reaches the requirement, the price shows scatter. Because the new investment capacity has
a delay of construction time, the unsatisfied capacity requirement often takes four to five
years to be reflected, and then the capacity price starts to change. The advance scenario
generates the most capacity price signals due to the massive promotion of NG to replace
the decommissioned coal.
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Figure 16a shows the simulation results of electricity price changes in the proposed
scenarios. Compared with the base scenario, the capacity price in the capacity-only scenario
reduces the number of electricity price spikes significantly. Scenarios with a carbon price
are affected by carbon prices, and the prices, especially spike prices, are higher than the base
scenario. Similarly, compared to the capacity–carbon scenario and the advance scenario,
the subsidy for flexible power sources significantly reduces the number of electricity price
spikes. Even if the carbon price is higher, the electricity price has remained at a relatively
stable level.
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Since carbon prices are directly transmitted to the wholesale electricity market, the
impact of carbon prices on wholesale electricity prices is more significant. Due to the
Section 4 of emissions from the only flexible resource, this cost pass-through also indirectly
curbs the possibility of achieving zero emissions for the entire system, and forces consumers
to bear the high environmental costs while paying for grid balancing costs. Although the
introduction of capacity prices reduces the number of electricity price spikes which may
benefit the electricity retailers who face the risk of price changes, the cost of capacity
subsidies is not directly reflected in the wholesale electricity price, and end-users will
eventually bear it in the retail electricity price implicitly.

Figure 16b shows the sorted electricity prices from smallest to largest. The above
discussion can be more easily understood from this figure. Electricity prices are stable
at marginal plant fuel costs most of the time. There are only minor price spikes in the
capacity-only scenario, and the rest of the scenarios also have about 200 weeks of price
spikes over the 1612-week simulation period. Therefore, the capacity-only scenario has the
most stable electricity price, and the carbon-only scenario has the highest electricity spike
price. The advance scenario clearly reduces several extreme electricity prices compared
with the capacity–carbon scenario.

3.3. Policy Implications

Based on the simulation results, we proposed that the design of capacity pricing needs
to be linked with the carbon pricing, otherwise the offset of two mechanisms may lead
to inefficiency and slow down the energy system transition, which addressed the two
research questions in the Section 1. When the design of capacity pricing only focuses on
fossil fuel power plants without any distinction between emissions or flexibility among
different technologies, then the payment from capacity pricing will partially counteract
the incentives from carbon pricing. Furthermore, the carbon prices with a lower floor
cannot achieve the complete retirement of coal, which leads to the relatively high carbon
emissions, and brings more investment in VRE from allowance auctions instead. However,
the carbon price is not high enough to distinguish the emission gap between coal and NG in
the merit order mechanism; eventually, increasing VRE squeezed the low emission flexible
NG out of the market, reducing the reliability of the system. Nevertheless, in the case of
flexible technology, focusing on capacity pricing alone with a high floor carbon price will
bring out consistent incentives, diverting the capacity payment from a coal power plant
to more flexible and lower emissions of NG, thereby accelerating the coal power plant
decommissioning and reducing CO2 emissions by 2050.

The increasingly complex designs of liberalized electricity markets may cause unex-
pected side effects through the interactions among policy instruments during the energy
system transition period. Facing such complex systems, simulation-based design can pro-
vide references for policy-makers. Although the simulation model and results are limited
by assumptions and preconditions, powerful computers can bring many options, thereby
helping decision-makers think holistically and avoid unanticipated results. It should be
emphasized that the model in this study only simulates a potential conflict of one of the cer-
tain policy designs we modeled, rather than targeting all the policies currently conducted
in general. For instance, the emission trading system represented by Europe is the current
mainstream carbon policy, nevertheless, there is a controversy over the design of the capac-
ity mechanism, as different countries and regions have their own considerations according
to the local context. Therefore, the proposed mitigation in this study is also focused on the
design of the capacity mechanism, which brings more variability and possibilities due to
its diversified design and provides a reference for real-world policy design.

4. Conclusions

This study constructed a framework of the link between carbon pricing and capacity
pricing and investigated the interaction between carbon pricing and capacity pricing in a
liberalized electricity market through a System Dynamics model in order to contribute a
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better understanding of the two research questions. We confirm the effectiveness of the
conceptual model-based analysis framework in specific scenarios. The conclusions can be
summarized as follows.

(i) Although carbon pricing is helpful for CO2 emission reductions and a capacity
mechanism is helpful for stabilizing electricity prices, there may be a phenomenon of
offsetting advantages when the two policies are applied at the same time. (ii) The current
capacity mechanism inevitably increases CO2 emissions while increasing system reliability,
because non-differentiated capacity pricing will maintain the proportion of coal in the
system, thus weakening the emission reduction effect of carbon pricing. (iii) A carbon price
will generally reduce system reliability while reducing CO2 emissions, because carbon
prices will reduce the revenue of coal and natural gas, so that they will be withdrawn from
the market, which will reduce the system reliability to a large extent in the case of non-
controllable renewables such as PV and wind power filling the gap, and with no further
measures to counteract it (e.g., grid scale storage or controllable non-carbon emitting power).
(iv) A lower carbon price setting would squeeze out natural gas plants, while a higher
carbon price setting could fill the marginal cost gap between coal and natural gas, forcing
coal plants to retire earlier with less impact on system reliability. Therefore, we recommend
that the interaction of capacity pricing and carbon pricing should be considered as a whole
and rationally designed. The impact of capacity mechanisms should be considered when
designing carbon pricing. Similarly, the impact of carbon pricing should be considered
when designing capacity mechanisms. Capacity prices that focus on flexible sources would
align the incentives with carbon pricing, thereby accelerating the retirement of coal power
plants as well as reducing CO2 emissions.

This study effectively validates the rationality of the proposed framework for researching
policy interactions by taking Hokkaido as a case. The framework can be used to quantitatively
analyze the impact of the interaction between two or more policies on the electricity market,
but there are still some limitations, which need to be further reflected on and improved in
future research. First of all, the verification framework can be further improved. Specifically,
it can involve more scenario designs, more research case comparisons, and more indicators
to measure the simulation results, such as adding energy security indexes to measure relia-
bility, etc. This could include a broader set of technologies or technology types (for example,
controllable zero-carbon generators). Second, due to the limited results of real-world policy
implementation, the mapping of the research framework to the real world remains to be
explored. Next, further study should focus on more technical factors of power grid opera-
tion, since the deployments of VRE increase the uncertainty of grid dispatch as well as the
requirements of generators to adjust their output power over a short period, which means the
validity of the current assumption of full flexibility in the System Dynamics model regarding
supply–demand balancing is challenged. Finally, a single method has certain limitations for
the study of policy interaction, and it is difficult to fully consider micro and macro implica-
tions. Therefore, more uncertainties brought by renewable energy should be considered in the
setting of quantitative research framework influences.
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