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#### Abstract

In this article, we propose a new sensitivity-based analytical equation, the $n$-devices forward propagation of variance (NFPV). Using the proposed NFPV equation, the dominant device model parameters- essential for accurate analysis of energy-loss variation due to the current imbalance across paralleled power transistors from statistical parameter variations-are efficiently determined. The proposed method with the NFPV equation is faster than conventional methods that use Monte Carlo simulation. We conducted experimental validation using the measured currentvoltage characteristics of commercially available 100 silicon mosFETS and 300 silicon carbide MOSFETs. The results show that the proposed NFPV-based method efficiently finds the dominant device model parameters, which are sufficient and necessary to reproduce the energy-loss variation, regardless of the number of parallel transistors. The results also show that the determined dominant device model parameters are valid under practical situations, such as uneven parasitic inductances and device temperature imbalance among paralleled transistors. The proposed method determines the dominant device model parameters $9.33 \times$ faster than the conventional method while maintaining the same accuracy. Additionally, we demonstrate that, compared with the conventional method, an increase in the number of candidate statistical model parameters increases the efficiency of the proposed method.
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## I. Introduction

POWER transistors are key components in power electronics. Among them, silicon carbide ( SiC ) MOSFETs have been attracting attention due to their excellent properties, such as low

[^0]ON-state resistance, high breakdown voltage, and fast switching speed [2], [3], [4], [5]. Due to these excellent characteristics, SiC MOSFETs can operate at higher switching frequencies, with lower switching losses and a wider range of operating temperatures than conventional power transistors. Particularly, their high-speed switching operation reduces the volume and weight of power converters, improving the energy efficiency of applications in electric and hybrid-electric vehicles, such as three-phase traction inverters, boost converters, and on-board chargers (OBCs) [6], [7], [8], [9].

Despite these advantages, the maximum current rating of a single SiC MOSFET may be insufficient for ultrahigh power applications [10], [11], [12], [13]. To manage this high power, investigators have considered the parallel operation of SiC mosFETs formed into a power module [10], [11], [12], [13], [14], [15], [16], [17]. However, in such paralleled device connections, variations in device performance must be treated cautiously because the variations may cause a current imbalance across the paralleled devices. Even devices fabricated on the same wafer can exhibit significantly different characteristics [18]. Once the current imbalance occurs, the energy-loss variation among the paralleled devices may cause some to become thermally overstressed, inducing the deterioration of the reliability of the power module. To estimate and control the current imbalance in advance, circuit simulations considering variations in the device parameters must be conducted [17], [19], [20].

Many studies have tackled the current imbalance in paralleled devices [16], [17], [19], [20], [21], [22], [23]. Experimental analyses were reported in [16], [19], and [21], but these works focused more on the impact of variations in parasitic circuit inductances than on variations in the device characteristics. In contrast, the influence of variations in device characteristics was studied experimentally in [17], [22], and [23]. Unfortunately, only a few devices were considered in these studies. In [20], statistical simulations were conducted to study the influence of variations in device characteristics on energy loss and junction temperature. However, the device model used in this work only considered the variation of two pre-determined model parameters: threshold voltage and current gain factor. However, depending on the circuit design and device model used, different model parameters may need to be treated as statistically variable parameters. Pre-determined model parameters may not
be suitable for reproducing the variations in an actual circuit operation.

Recent device models used in practical circuit designs contain many model parameters [24], [25], [26], [27], [28]. Due to computational costs and the necessary modeling effort, statistical circuit designs can only consider the statistical variations of a few model parameters. Simultaneously, the statistical properties of the circuit of interest need to be represented accurately [29]. To the best of our knowledge, no prior study has discussed using a limited number of statistical model parameters to analyze the current imbalance of paralleled power devices efficiently and accurately.

Recently, device modeling methods using machine learning, such as neural networks, have been proposed [30], [31]. These methods could accurately reproduce the electrical and thermal behavior of devices. However, they have all been applied to nonstatistical modeling, which requires less training data. Generally, machine learning-based methods require large training data, considerably lengthening training time. Data shortage may lead to a statistically low-precision model. From a time-efficiency perspective, establishing an analytical method that does not require training data is essential.

This work proposes a method for efficiently determining the dominant model parameters of a device, which are necessary for performing an accurate statistical analysis of the current imbalance of parallel-connected power transistors. The proposed method uses a sensitivity-based analytical equation that considers the correlations among the model parameters of $n$ paralleled devices. The proposed equation can be considered a generalization of the equation for the forward propagation of variance (FPV) [32], [33], which estimates the influence of process variations on circuit performance in CMOS devices. Hereafter, we refer to the proposed equation as the $n$-devices FPV, or NFPV for short. The NFPV equation enables us to quantitatively evaluate the dominant parameters in the energy-loss variation of each device. To validate this approach experimentally, we used the measured drain current versus drain-source voltage ( $I_{\mathrm{d}}-V_{\mathrm{ds}}$ ) characteristics of commercially available silicon ( Si ) and SiC MOSFETs with their models that accurately reproduce the statistical variations of the switching operation [28], [34].

The main contributions of this article are as follows.

1) We derived the NFPV equation for analyzing the current imbalance across paralleled power transistors. It is a general equation and can be employed to quickly evaluate the influence of statistical variations in the model parameters on the current imbalance, considering the interdependence among the paralleled devices.
2) We validated the NFPV-based parameter-determination method using actual SiC mosfets. The validation shows that the proposed method for determining the dominant model parameters is several orders of magnitude faster than the conventional method and works accurately in practical situations.
3) We validated the dominant model parameters under the practical situations, considering uneven parasitic inductances and device temperature imbalance among the paralleled devices in the power module.

The rest of this article is organized as follows. Section II introduces the current imbalance issue in paralleled power transistors. We also review the conventional approaches for determining the dominant model parameters for current imbalance analyses. Section III presents the proposed NFPV-based method for determining the dominant model parameters. In Section IV, we demonstrate that the proposed method can identify the dominant model parameters for various numbers of paralleled devices. We validated the proposed method by comparing its required computation time to that required by the conventional method. Finally, Section V concludes this article.

## II. Preliminaries

## A. Current Imbalance of Paralleled Power Transistors

To handle currents exceeding the maximum rating of a power transistor, power transistors are connected in parallel to form a power module, where the load current is shared among the devices [10], [11], [12], [13], [14], [15], [16], [17]. Fig. 1 illustrates the current imbalance of paralleled transistors in power modules due to variations in the transistor characteristics. A total of $N$ transistors are collected and used to assemble power modules, each comprising $n$-paralleled transistors. The quantities $I_{L}$ and $I_{i}(i=1,2, \ldots, n)$, respectively, denote the load and drain currents of each power transistor $Q_{i}(i=1,2, \ldots, n)$, where $n$ represents the number of paralleled transistors in the power module. While we expected an equal current distribution-i.e., $I_{1}=I_{2}=\cdots=I_{n}$-the currents flow unequally through the paralleled devices because, in practice, the device characteristics of each transistor differ. This phenomenon is called "current imbalance" [19], [20], [21].

The current imbalance leads to variations in the energy losses among the paralleled devices. Consequently, some transistors suffer from excessive thermal stress, which accelerates the degradation of the device. Particularly, SiC mosfets have less mature manufacturing processes and MOS interface quality than conventional silicon-based power transistors, resulting in significant variations in device characteristics and severe thermal problems [14]. Therefore, it is essential to understand how variations in the characteristics of paralleled SiC MOSFETs affect the current imbalance. Since it is difficult to determine this effect experimentally-as that requires measuring the current through each device packaged in the power module-a simulation-based statistical analysis is crucial.

We present here a motivational example for analyzing the current imbalance caused by variations in device characteristics. Let us consider the switching operation of the power module shown in Fig. 2, which has $n$-paralleled transistors in an inductive load-switching circuit. In Fig. 2, the quantities $V_{\mathrm{dd}}, L, D$, and $R_{\mathrm{g}}$ denote the secondary supply voltage, the load inductance, a free-wheeling diode, and the gate resistance. $L_{\mathrm{g} i}, L_{\mathrm{d} i}$, and $L_{\mathrm{s} i}$ are the parasitic inductances for each terminal of $Q_{i}(i=$ $1, \ldots, n)$. We assume that the threshold voltage $v_{\operatorname{th}(i)}$ and the transconductance $g_{\mathrm{m}(i)}$ of the $i$ th transistor, $Q_{i}(i=1,2, \ldots, n)$, are the model parameters for considering statistical variations. The other model parameters are assumed to be constant and invariant, that is, their values are equal for each transistor. We denote the switching energy loss of transistor $Q_{i}$ by $E_{i}$


Fig. 1. Current imbalance across paralleled transistors in power modules due to variations in the device characteristics. A total of $N$ transistors are collected and used to assemble power modules. From these, $n$ transistors are selected and connected in parallel to assemble each power module. The quantities $I_{L}$ and $I_{i}$ $(i=1,2, \ldots, n)$, respectively, denote the load and drain currents of each power transistor $Q_{i}(i=1,2, \ldots, n)$ in the power module.


Fig. 2. Inductive load-switching circuit with $n$-paralleled transistors in a power module. The quantities $V_{\mathrm{dd}}, L, D$, and $R_{\mathrm{g}}$ denote the secondary supply voltage, the load inductance, a free-wheeling diode, and the gate resistance. $L_{\mathrm{g} i}$, $L_{\mathrm{d} i}$, and $L_{\mathrm{s} i}$ are the parasitic inductances for each terminal of $Q_{i}(i=1, \ldots$, $n$ ).
and evaluate how the variations in the device characteristics affect the current distribution imbalance and energy loss. When $v_{\mathrm{th}(i)}$ is lower than the threshold voltage of the other paralleled devices, a larger current flows through $Q_{i}$, leading to a larger $E_{i}$ than in the others. A similar current distribution would be observed if $g_{\mathrm{m}(i)}$ were higher than the transconductances of the other devices. Meanwhile, if the threshold voltage of another device [e.g., $v_{\operatorname{th}(j)}(i \neq j)$ ] happened to be lower than those of the others, a larger current would flow through $Q_{j}$ and decrease $E_{i}$. This observation indicates that the current through a device is determined by variations in its model parameters and the changes in the model parameters of other devices. Therefore, we must consider the interactions among all the devices when analyzing the current imbalance of paralleled devices.

In this example, we limited ourselves to considering just the two model parameters $v_{\mathrm{th}(i)}$ and $g_{\mathrm{m}(i)}$ as statistical parameters. However, other model parameters may also require statistical handling. Additionally, the impact of the current imbalance can vary significantly for each parameter. Since the computational costs of statistical simulations drastically increase as the number of statistical parameters and their interactions increase, it is necessary to determine the dominant model parameters that

```
Algorithm 1: MC-Based Determination of the Dominant
Parameters.
    Require: \(\boldsymbol{P}, \boldsymbol{p}, n, L_{\text {max }}\), err \(_{\text {accept }}\)
    \(\sigma_{E_{i}}^{m}=\operatorname{MCSIM}\left(\boldsymbol{P}, \boldsymbol{p}, n, L_{\text {max }}\right)\)
    for \(\left(m_{\mathrm{r}}=1 ; m_{\mathrm{r}}<m ; m_{\mathrm{r}}++\right.\) ) do
        for each \(\boldsymbol{p}_{m_{\mathrm{r}}} \in \boldsymbol{p}\) do
            \(\sigma_{E_{i}}^{m_{\mathrm{r}}}=\operatorname{MCSIM}\left(\boldsymbol{P}, \boldsymbol{p}_{m_{\mathrm{r}}}, n, L_{\text {max }}\right)\)
            calculate \(e r r_{-} \sigma_{E_{i}}\)
        end for
        end for
        select \(\boldsymbol{p}_{m_{\mathrm{r}}}\) with the smallest \(m_{\mathrm{r}}\), giving err_ \(\sigma_{E_{i}}\)
        within \(e r r_{\text {accept }}\) as \(\boldsymbol{p}_{\text {dominant }}\)
        return \(\boldsymbol{p}_{\text {dominant }}\)
```

considered the minimal and indispensable set of model parameters to analyze the current imbalance.

## B. Determination of the Dominant Model Parameters

To determine the dominant model parameters, we assume that $N$ power transistors are available for assembly into power modules (see Fig. 1). Subsequently, $n$ transistors are selected randomly and connected parallelly to construct a power module. The characteristics of each $N$ transistor are represented using a device model consisting of $m$ parameters $\left(\boldsymbol{p}=\left\{p_{1}, p_{2}, \ldots, p_{m}\right\}\right)$. In other words, we are given the model parameter sets $\boldsymbol{P}=$ $\left\{\boldsymbol{P}_{1}, \boldsymbol{P}_{2}, \ldots, \boldsymbol{P}_{N}\right\}$, where each parameter set contains $m$ model parameters.

A straightforward method for determining the dominant model parameters is to employ a Monte Carlo (MC) simulation [20], [35]. The typical flow of an MC-based determination of dominant parameters is shown in Algorithm 1.

In line 1 of Algorithm 1, we first obtained the quantity $\sigma_{E_{i}}^{m}$ using the MC simulation (MCSIM) (see Algorithm 2), where $\sigma_{E_{i}}^{m}$ is the standard deviation of the variation of $E_{i}$ obtained by the MCSIM with all the model parameters $\boldsymbol{p}$ treated as statistical parameters. The quantity $L_{\text {max }}$ in Algorithm 2 denotes the total number of iterations of the MCSIM circuit simulation. We used $\sigma_{E_{i}}^{m}$ as a metric, which is employed as an accuracy reference for

```
Algorithm 2: MCSIM.
    function MCSIM \(\boldsymbol{P}, \boldsymbol{p}_{m_{\mathrm{r}}}, n, L_{\text {max }}\)
        set \(\boldsymbol{p}_{m_{\mathrm{r}}}\) as statistical parameters
        for ( \(L_{\text {iter }}=0 ; L_{\text {iter }}<L_{\text {max }} ; L_{\text {iter }}++\) ) do
            select \(n\) parameter sets randomly from \(\boldsymbol{P}_{1}\) to \(\boldsymbol{P}_{N}\)
            assign the selected \(n\) parameter sets to each
            transistor \(Q_{1}\) to \(Q_{n}\)
            perform circuit simulation to obtain \(E_{i}\)
        end for
        calculate \(\sigma_{E_{i}}^{m_{\mathrm{r}}}\)
        return \(\sigma_{E_{i}}^{m_{\mathrm{r}}}\)
    end function
```

the next step. In line 4 of Algorithm 1, we selected $m_{\mathrm{r}}(<m)$ parameters (the set $\boldsymbol{p}_{m_{\mathrm{r}}}$ ) from $\boldsymbol{p}$ as statistical parameters and performed the MCSIM again under conditions where only the chosen $m_{\mathrm{r}}$ parameters vary. Notably, the values of the model parameters not selected as statistical variables are fixed at their respective nominal values. Using the MCSIM, we obtained the standard deviation $\sigma_{E_{i}}^{m_{\mathrm{r}}}$ when only $\boldsymbol{p}_{m_{\mathrm{r}}}$ is varied. In line 5 of Algorithm 1, the error associated with this limited set of statistical model parameters is calculated as follows:

$$
\begin{equation*}
e r r_{-} \sigma_{E_{i}}=\frac{\left|\sigma_{E_{i}}^{m}-\sigma_{E_{i}}^{m_{\mathrm{r}}}\right|}{\sigma_{E_{i}}^{m}} \times 100[\%] \tag{1}
\end{equation*}
$$

If the estimated error is small, the selected parameter set $\boldsymbol{p}_{m_{\mathrm{r}}}$ can represent the total variation and be used as the set of dominant model parameters $\left(\boldsymbol{p}_{\text {dominant }}\right)$. For all the ways to choose $m_{\mathrm{r}}$ from $m$, we repeated the above error calculation in lines 3-6 of Algorithm 1. Overall, $\sum_{m_{\mathrm{r}}=1}^{m-1}\binom{m}{m_{\mathrm{r}}}$ possible candidates exist for the set of dominant model parameters. Accordingly, we repeated the error estimation in lines 2-7 exhaustively. As the final step, in line 8 of Algorithm 1, we selected as $\boldsymbol{p}_{\text {dominant }}$ the set $\boldsymbol{p}_{m_{\mathrm{r}}}$ with the smallest number of parameters yielding an error lower than the acceptable error threshold $e r r_{\text {accept }}$. For example, the value of $e r r_{\text {accept }}$ may be set at $10 \%$.
Unfortunately, the MC-based method described above for determining the dominant parameters requires a long computational time. Lines 2-7 of Algorithm 1, where the estimated errors are evaluated for all the parameter combinations, are the most time-consuming steps. An increase in the considered model parameters increases the execution time exponentially. The time $T_{\text {conv }}$ required to compute the process described above can be estimated as follows:

$$
\begin{equation*}
T_{\mathrm{conv}}=T_{\mathrm{MC}} \cdot \sum_{m_{\mathrm{r}}=1}^{m-1}\binom{m}{m_{\mathrm{r}}} \tag{2}
\end{equation*}
$$

where $T_{\mathrm{MC}}$ denotes the computation time for the MCSIM to evaluate the estimated error for a given parameter combination. The value of $T_{\mathrm{MC}}$ typically requires, at least, several minutes because the transient simulation is repeated many times ( $L_{\max }$ ), drawing random samples for the model parameters for each combination of model parameter sets to obtain a statistically significant estimate of $\sigma_{E_{i}}^{m_{\mathrm{r}}}$. The number of combinations $\sum_{m_{\mathrm{r}}=1}^{m-1}\binom{m}{m_{\mathrm{r}}}$ increases rapidly as $m$ increases, making $T_{\text {conv }}$ intractably large.


Fig. 3. Flowchart of the proposed dominant model-parameter determination.

As described above, identifying the dominant statistical model parameters has great practical value even if the determination is lengthy. Once the dominant parameter set is determined, statistical circuit simulations are significantly accelerated, allowing us to run high-accuracy simulations quickly due to the limited number of statistical model parameters. Additionally, the computational cost required to extract the statistical model parametersincluding the correlations between the parameters-is reduced significantly.

## III. Proposed Method for Determining the Dominant PARAMETERS

We present the flowchart of the proposed dominant model parameter determination in Fig. 3. The proposed method consists of two major steps. The first step is extracting $\sigma_{p_{k}}$, $\rho_{p_{k} p_{l}}$, and $s_{p_{k(i j)}}$ for calculating the NFPV equation. The second step is applying the NFPV equation to find the dominant model parameters efficiently. Although the basic outline of

```
Algorithm 3: NFPV-Based Determination Of Dominant
Parameters.
    Require: \(\boldsymbol{P}, \boldsymbol{p}, n\), err \(_{\text {accept }}\)
    calculate \(\mu_{p_{k}}, \sigma_{p_{k}}, \rho_{p_{k} p_{l}}, s_{p_{k}(i j)}\), and \(s_{p_{k} p_{l}(i j)}\)
    check applicability of NFPV equation
    \(\sigma_{E_{i}}^{m}=\operatorname{NFPV}\left(\boldsymbol{p}, n, \sigma_{p_{k}}, \rho_{p_{k} p_{l}}, s_{p_{k}(i j)}\right)\)
    for \(\left(m_{\mathrm{r}}=1 ; m_{\mathrm{r}}<m ; m_{\mathrm{r}}++\right.\) ) do
            for each \(\boldsymbol{p}_{m_{\mathrm{r}}} \in \boldsymbol{p}\) do
                \(\sigma_{E_{i}}^{m_{\mathrm{r}}}=\operatorname{NFPV}\left(\boldsymbol{p}_{m_{\mathrm{r}}}, n, \sigma_{p_{k}}, \rho_{p_{k} p_{l}}, s_{p_{k}(i j)}\right)\)
                calculate \(e r r_{-} \sigma_{E_{i}}\)
            end for
    end for
    select \(\boldsymbol{p}_{m_{\mathrm{r}}}\) with the smallest \(m_{\mathrm{r}}\), giving err_ \(\sigma_{E_{i}}\)
        within \(e r r_{\text {accept }}\) as \(\boldsymbol{p}_{\text {dominant }}\)
    return \(\boldsymbol{p}_{\text {dominant }}\)
```

```
Algorithm 4: NFPV Equation.
    function NFPV \(\boldsymbol{p}_{m_{\mathrm{r}}}, n, \sigma_{p_{k}}, \rho_{p_{k} p_{l}}, s_{p_{k}(i j)}\)
        initialize \(\sigma_{E_{i}}^{m_{\mathrm{r}}}=0\)
        for \((j=1 ; j \leq n ; j++\) ) do
            for \(\left(l=1 ; l \leq m_{\mathrm{r}} ; l++\right)\) do
            for \(\left(k=1 ; k \leq m_{r} ; k++\right)\) do
                        \(\sigma_{E_{i}}^{m_{\mathrm{r}}}+=s_{p_{k}(i j)} s_{p_{l}(i j)} \rho_{p_{k} p_{l}} \sigma_{p_{k(j)}} \sigma_{p_{l(j)}}\)
            end for
        end for
        end for
        return \(\sigma_{E_{i}}^{m_{\mathrm{r}}}\)
        end function
```

the proposed procedure is similar to that of the conventional MC-based method, we employed the NFPV equation in Algorithms 3 and 4 to accelerate the computation. The NFPV equation allows time-consuming transient circuit simulations to be replaced by the evaluation of the analytical equation, enabling quick evaluation of the variance in energy loss for each model parameter combination. Subsequently, we derive the NFPV equation in Section III-A, which is imperative in the proposed method, by accelerating the evaluation of the variance for each parameter combination. We then present the detailed procedure of the proposed method in Section III-B.

## A. Derivation of the NFPV Equation

We first derived the energy loss variation $\Delta E_{i}$ in the $i$ th transistor among $n$-paralleled transistors. We defined $\Delta E_{i}$ as the difference in the nominal energy loss $\mu_{E_{i}}$, which would be achieved if all the model parameters of the paralleled transistors were equal. Suppose $n$-paralleled devices are chosen randomly from many transistors. As defined in Section II, the characteristics of each transistor are represented using a device model comprising $m$ model parameters, although the proposed method can be applied to any device model with any number of parameters.

Using a Taylor-series expansion, we obtained the energy loss variation of the $i$ th transistor from small perturbations of the
model parameters as follows:

$$
\begin{align*}
\Delta E_{i}= & \frac{1}{1!}\left(\sum_{j=1}^{n} \sum_{k=1}^{m} s_{p_{k(i j)}} \Delta p_{k(j)}\right) \\
& +\frac{1}{2!}\left(\sum_{j=1}^{n} \sum_{k=1}^{m} \sum_{l=1}^{m} s_{p_{k} p_{l(i j)}} \Delta p_{k(j)} \Delta p_{l(j)}\right)+\cdots . \tag{3}
\end{align*}
$$

Here, $p_{k(j)}$ and $p_{l(j)}$ denote the $k$ th and $l$ th model parameters of transistor $Q_{j}(k, l=1,2, \ldots, m$ and $j=1,2, \ldots, n)$. The quantities $s_{p_{k(i j)}}$ and $s_{p_{k} p_{l(i j)}}$ are the first- and second-order coefficients, or sensitivities, defined as:

$$
\begin{align*}
s_{p_{k(i j)}} & =\frac{\partial E_{i}}{\partial p_{k(j)}} \text { and }  \tag{4}\\
s_{p_{k} p_{l(i j)}} & =\frac{\partial^{2} E_{i}}{\partial p_{k(j)} \partial p_{l(j)}} . \tag{5}
\end{align*}
$$

When $i \neq j, s_{p_{k(i j)}}$ and $s_{p_{k} p_{l(i j)}}$ are the sensitivities across different devices, $Q_{i}$ and $Q_{j}$, that is, they are cross sensitivities between the paralleled devices. Using (3) and truncating secondand higher order terms, we obtained the variance of $E_{i}$, denoted by $\sigma_{E_{i}}^{2}$, as:

$$
\begin{align*}
\sigma_{E_{i}}^{2} & =V\left[E_{i}\right]=E\left[\left(\Delta E_{i}\right)^{2}\right] \\
& =E\left[\left(\sum_{j=1}^{n} \sum_{k=1}^{m} s_{k(i j)} \Delta p_{k(j)}\right)^{2}\right] \tag{6}
\end{align*}
$$

where $V[\cdot]$ and $E[\cdot]$, respectively, represent the variance and the expectation of their arguments. Expanding (6), we obtained the following equations:

$$
\begin{align*}
\sigma_{E_{i}}^{2} & =E\left[\sum_{j^{\prime}=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{m} \sum_{l=1}^{m} s_{k\left(i j^{\prime}\right)} s_{l(i j)} \Delta p_{k\left(j^{\prime}\right)} \Delta p_{l(j)}\right]  \tag{7}\\
& =\sum_{j^{\prime}=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{m} \sum_{l=1}^{m} s_{k\left(i j^{\prime}\right)} s_{l(i j)} \operatorname{Cov}\left[p_{k\left(j^{\prime}\right)}, p_{l(j)}\right] . \tag{8}
\end{align*}
$$

Here, $\operatorname{Cov}\left[p_{k\left(j^{\prime}\right)}, p_{l(j)}\right]$ denotes the covariance between $p_{k\left(j^{\prime}\right)}$ and $p_{l(j)}$. When $j \neq j^{\prime}$, the term $\operatorname{Cov}\left[p_{k\left(j^{\prime}\right)}, p_{l(j)}\right]$ is the covariance of the model parameters between the different transistors $Q_{j}$ and $Q_{j^{\prime}}$ in a power module. Based on the assumption that $Q_{j}$ and $Q_{j^{\prime}}$ are randomly sampled, there is no correlation between $p_{k\left(j^{\prime}\right)}$ and $p_{l(j)}$. Conversely, $\operatorname{Cov}\left[p_{k\left(j^{\prime}\right)}, p_{l(j)}\right]$ is zero when $j \neq j^{\prime}$. Therefore, we can simplify (8) to

$$
\begin{equation*}
\sigma_{E_{i}}^{2}=\sum_{j=1}^{n} \sum_{k=1}^{m} \sum_{l=1}^{m} s_{k(i j)} s_{l(i j)} \operatorname{Cov}\left[p_{k(j)}, p_{l(j)}\right] \tag{9}
\end{equation*}
$$

The term $\operatorname{Cov}\left[p_{k(j)}, p_{l(j)}\right]$ is represented using the standard deviation of each model parameter $\left(\sigma_{p_{k(j)}}, \sigma_{p_{l(j)}}\right)$, and the correlation coefficient $\rho_{p_{k(j)} p_{l(j)}}$ between the model parameters

$$
\begin{equation*}
\operatorname{Cov}\left[p_{k(j)}, p_{l(j)}\right]=\rho_{p_{k(j)} p_{l(j)}} \sigma_{p_{k(j)}} \sigma_{p_{l(j)}} \tag{10}
\end{equation*}
$$

Therefore, (9) can be rewritten as

$$
\begin{equation*}
\sigma_{E_{i}}^{2}=\sum_{j=1}^{n} \sum_{k=1}^{m} \sum_{l=1}^{m} s_{k(i j)} s_{l(i j)} \rho_{p_{k(j)} p_{l(j)}} \sigma_{p_{k(j)}} \sigma_{p_{l(j)}} \tag{11}
\end{equation*}
$$

Finally, since the standard deviations and the correlation coefficient are independent of the device number $j$, (11) can further be simplified to

$$
\begin{equation*}
\sigma_{E_{i}}^{2}=\sum_{j=1}^{n} \sum_{k=1}^{m} \sum_{l=1}^{m} s_{p_{k(i j)}} s_{p_{l(i j)}} \rho_{p_{k} p_{l}} \sigma_{p_{k}} \sigma_{p_{l}} \tag{12}
\end{equation*}
$$

When $j=i$, the terms on the right-hand side represent the parameter variations of $Q_{i}$. Alternatively, when $j \neq i$, these terms represent the contributions from the parameter variations of another device $Q_{j}$ to $\Delta E_{i}$. When $n=1,(12)$ is termed the FPV, which has been proposed for analyzing process variations of CMOS devices [32], [33]. The FPV cannot consider the interactions among paralleled transistors and, thus, cannot be used to analyze the current imbalance described in Section II-A. To analyze the current imbalance for power transistors, we have extended the concept of the FPV to $n$-paralleled devices. In the extension, we introduced the correlation coefficient $\rho_{p_{k} p_{l}}$ to analyze the interactions among paralleled devices. We refer to (12) as the NFPV equation.

The advantages of the NFPV equation are its computational efficiency and wide applicability. Using the NFPV equation, $\sigma_{E_{i}}^{2}$ can be calculated as the sum of contributions from each model parameter, including interactions among the $n$-paralleled devices. The NFPV equation can be substituted for the MCSIMwhich requires numerous transient circuit simulations to obtain the energy loss variance-allowing for an exhaustive search for the dominant model parameters.

Although we used energy loss as a metric for evaluating the current imbalance, the derivation of the NFPV equation is quite general. Therefore, this equation can be applied directly, without modification, for other characteristics, such as the turn-ON or turn-OFF switching time, the surge voltage $V_{\mathrm{ds}}$, and the peak reverse recovery current. Moreover, we can apply this equation to various device models with different model parameters and circuit topologies.

## B. Proposed Procedure for Determining the Dominant Parameters

To apply the proposed NFPV equation to determine the dominant parameters, the contributions of the second-order components in (3) must be sufficiently small compared to the first-order components. Therefore, as the first step of the proposed NFPV-based method in Algorithm 3, we compared them and verified that this condition holds. In line 1 of Algorithm 3, we first extracted the mean $\mu_{p_{k}}$ and standard deviation $\sigma_{p_{k}}$ of each model parameter. Additionally, we extracted the correlation coefficients $\rho_{p_{k} p_{l}}$ between the model parameters from the model parameter sets $\boldsymbol{P}$. Subsequently, we ran a circuit simulation for the target circuit-such as that shown in Fig. 2-to obtain the values of $s_{p_{k(i j)}}$ and $s_{p_{k} p_{l}(i j)}$ for all the model parameters of all the paralleled devices $(k, l=1,2, \ldots, m ; i, j=1,2, \ldots, n)$.

Specifically, we calculated the change in $E_{i}$ using circuit simulations with fluctuations of $p_{k(j)}$ and $p_{l(j)}$ about their mean values $\mu_{p_{k}}$ and $\mu_{p_{l}}$. The model parameters other than $p_{k}$ and $p_{l}$ are assigned their nominal values. The sensitivities $s_{p_{k(i j)}}$ and $s_{p_{k} p_{l}(i j)}$, respectively, are then obtained using the following numerical differentiations:

$$
\begin{align*}
s_{p_{k(i j)}}= & \frac{E_{i}\left(\mu_{p_{k(j)}}+\Delta p_{k(j)}\right)}{2 \Delta p_{k(j)}}-\frac{E_{i}\left(\mu_{p_{k(j)}}-\Delta p_{k(j)}\right)}{2 \Delta p_{k(j)}}  \tag{13}\\
s_{p_{k} p_{l}(i j)}= & \frac{E_{i}\left(\mu_{p_{k}(j)}+\Delta p_{k(j)}, \mu_{p_{l}(j)}+\Delta p_{l(j)}\right)}{4 \Delta p_{k(j)} \Delta p_{l(j)}} \\
& -\frac{E_{i}\left(\mu_{p_{k}(j)}-\Delta p_{k(j)}, \mu_{p_{l}(j)}+\Delta p_{l(j)}\right)}{4 \Delta p_{k(j)} \Delta p_{l(j)}} \\
& -\frac{E_{i}\left(\mu_{p_{k}(j)}+\Delta p_{k(j)}, \mu_{p_{l}(j)}-\Delta p_{l(j)}\right)}{4 \Delta p_{k(j)} \Delta p_{l(j)}} \\
& +\frac{E_{i}\left(\mu_{p_{k}(j)}-\Delta p_{k(j)}, \mu_{p_{l}(j)}-\Delta p_{l(j)}\right)}{4 \Delta p_{k(j)} \Delta p_{l(j)}} \tag{14}
\end{align*}
$$

where $\Delta p_{k(j)}$ and $\Delta p_{l(j)}$ are the perturbations of $p_{k(j)}$ and $p_{l(j)}$, respectively, from their nominal values. Since there are $n$ paralleled devices and $m$ model parameters, the total number of sensitivities to be calculated are $n m$ for $s_{p_{k(i j)}}$ and $n m^{2}$ for $s_{p_{k} p_{l}(i j)}$. Using the extracted sensitivities, the firstand second-order components are calculated as $s_{p_{k}(j)} \sigma_{p_{k}}$ and $s_{p_{k} p_{l}(i j)} \sigma_{p_{k}} \sigma_{p_{l}}$, respectively. After confirming that the absolute values of the second-order components are negligibly small compared to the first-order components in line 2 of Algorithm 3, we proceeded to the next step.

Lines 3-10 of Algorithm 3 are almost identical to the conventional MC-based method, except that we used the NFPV equation instead of the MCSIM. In line 3 of Algorithm 3, we obtained $\sigma_{E_{i}}^{m}$ using the NFPV equation in Algorithm 4, considering the variations of all $m$ model parameters. We used $\sigma_{E_{i}}^{m}$ as an accuracy reference for the next step. In lines 4-9 of Algorithm 3, we evaluated $e r r \_\sigma_{E_{i}}$ exhaustively for all combinations of $\boldsymbol{p}_{m_{\mathrm{r}}}$ to find the set of dominant model parameters. In line 10, we selected as $\boldsymbol{p}_{\text {dominant }}$ the set $\boldsymbol{p}_{m_{\mathrm{r}}}$ with the smallest $m_{\mathrm{r}}$ that gives $e r r_{-} \sigma_{E_{i}}$ within the acceptable error threshold $e r r_{\text {accept }}$. We then used a model where only the dominant model parameters so determined are treated as statistical variables rather than considering all the model parameters as statistical variables.

We summarize the parameters required by the proposed method in Algorithms 3 and 4. The summary statistics, $\mu_{p_{k}}$, $\sigma_{p_{k}}, \rho_{p_{k} p_{l}}$, are the values calculated from the model parameter set $\boldsymbol{P}$. Model parameters $\boldsymbol{p}$ and the number of model parameters $m$ are determined by the device model. $s_{p_{k(i j)}}$ and $s_{p_{k} p_{l}(i j)}$ are calculated by (13) and (14). In these equations, the perturbation parameters, $\Delta p_{k(j)}$ and $\Delta p_{l(j)}$, are typically $1 \%$ of $\mu_{p_{k}(j)}$ and $\mu_{p_{l}(j)}$. Finally, $e r r_{\text {accept }}$ determines the accuracy of the proposed method. We use a $10 \%$ accuracy as a typical value, but smaller values, such as $5 \%$ or $3 \%$, may be used to attain higher accuracy.

TABLE I
Model Parameters for the Drain Current Equation in the SPICE Level-1-Based Silicon Mosfet Model

| Parameter | Description |
| :---: | :--- |
| VTH | Gate threshold voltage [V] |
| K | Current gain factor $[\mathrm{A} / \mathrm{V}]$ |
| RD | Parasitic resistance at the drain side $[\mathrm{m} \Omega]$ |
| LAMBDA | Channel length modulation $[1 / \mathrm{V}]$ |
| THETA | Channel mobility degradation $[1 / \mathrm{V}]$ |
| ALPHA | Starting voltage of channel mobility degradation $[\mathrm{V}]$ |

The total calculation time $T_{\text {prop }}$ of the proposed method based on the NFPV equation is

$$
\begin{align*}
& T_{\text {prop }}=T_{\mathrm{NFPV}} \cdot \sum_{m_{\mathrm{r}}=1}^{m-1}\binom{m}{m_{\mathrm{r}}}+T_{\text {sens }}  \tag{15}\\
& T_{\text {sens }}=T_{\text {cir }} \cdot\left(2 n m+4 n m^{2}\right) \tag{16}
\end{align*}
$$

Here, $T_{\text {NFPV }}$ denotes the time required to evaluate the NFPV equation as shown in Algorithm 4. $T_{\text {sens }}$ is the calculation time for the first- and second-order sensitivities of all the paralleled devices and model parameters. $T_{\text {cir }}$ is the time for one circuit simulation, and $\left(2 n m+4 \mathrm{~nm}^{2}\right)$ is the total number of circuit simulations required to determine all the first- and second-order sensitivities using (13) and (14). Although $T_{\text {prop }}$ contains the additional term $T_{\text {sens }}$, the value of $T_{\text {prop }}$ can be smaller than $T_{\text {conv }}$ given by (2) because $T_{\text {NFPV }}$ is only a few milliseconds, while $T_{\mathrm{MC}}$ in (2) is at least several minutes.

## IV. Experimental Validation

To validate the effectiveness and generality of the proposed method, we applied the proposed procedure to actual transistors with different numbers of paralleled devices. We used commercially available 100 Si MOSFETs and 300 SiC MOSFETs as the population for paralleled devices. We used a SPICE Level-1-based model [20], [34] as the Si MOSFET model and a surface-potentialbased model [28] as the SiC MOSFET model. We implemented the device models in the Verilog-A language. We used a commercial circuit simulator [36] to perform the validation and implemented both the conventional and the proposed methods in the Python programming language. We determined the dominant parameters on a Linux PC with an $\operatorname{Intel}(\mathrm{R})$ Core(TM) i9-7980XE CPU running at 2.60 GHz and a 128 GB random access memory, using a single thread.

## A. Device Model

1) Si MOSFET: Table I presents the drain current equation of the Si MOSFET model. Hereafter, we represent the model parameters in boldface. This model is a threshold-voltage-based model comprising three equations representing the cutoff, linear, and saturation regions. The drain current $I_{\mathrm{d}}$ is represented as function of the gate-source voltage $V_{\mathrm{gs}}$ and $V_{\mathrm{ds}}$ as follows:

$$
\begin{align*}
V_{\mathrm{ds}, \text { int }} & =V_{\mathrm{ds}}-\mathbf{R D} \cdot I_{\mathrm{d}}  \tag{17}\\
I_{\mathrm{d}} & =\mathbf{K} \cdot \frac{1+\text { LAMBDA } \cdot V_{\mathrm{ds}, \mathrm{int}}}{1+\text { THETA } \cdot V_{\mathrm{gs}}} \cdot I_{\mathrm{DD}} \tag{18}
\end{align*}
$$

TABLE II
Major Model Parameters for the Drain Current Equation in the Surface-Potential-Based Sic MOSFET Model [28]

| Parameter | Description |
| :---: | :--- |
| TOX | Oxide thickness [nm] |
| VFBC | Flat-band voltage of the channel region $[\mathrm{V}]$ |
| NA | Acceptor concentration $\left[\mathrm{cm}^{-3}\right]$ |
| K | Current gain factor $[-]$ |
| RD | Parasitic resistance at the drain side $[\mathrm{m} \Omega]$ |
| LAMBDA | Channel length modulation $[1 / \mathrm{V}]$ |
| THETA | Channel mobility degradation $[1 / \mathrm{V}]$ |
| ALPHA | Starting voltage of channel mobility degradation $[\mathrm{V}]$ |
| DELTA | Smoothing parameter for gradual transition |
|  | between the linear and saturation regions $[-]$ |

$$
I_{\mathrm{DD}}=\left\{\begin{array}{l}
0, \quad\left(\text { cutoff region }: V_{\mathrm{gs}} \leq \mathbf{V T H}\right)  \tag{19}\\
\mathbf{K} \cdot\left\{\left(V_{\mathrm{gs}}-\mathbf{V T H}\right) \cdot V_{\mathrm{ds}, \text { int }}-\frac{1}{2} \cdot V_{\mathrm{ds}, \text { int }}^{2}\right\} \\
\left(\text { linear region }: V_{\mathrm{ds}, \text { int }}<V_{\mathrm{gs}}-\mathbf{V T H}\right)
\end{array}\right\}
$$

Here, VTH and $\mathbf{K}$ are the gate threshold voltage and current gain factor, which are basic parameters for the SPICE Level-1-based model. The parasitic resistance $\mathbf{R D}$ of the drain electrode is considered in (17). The channel length modulation is incorporated in (18) using LAMBDA, and mobility degradation is represented by THETA and ALPHA.
2) SiC MOSFET: Table II lists the major parameters of the SiC MOSFET model for the drain current equation. In the drain current model, the surface potentials at the source and drain ends of a SiC channel MOSFET, $\phi_{\mathrm{SS}}$ and $\phi_{\mathrm{SD}}$, are computed by solving a nonlinear equation for the gate-source voltage $V_{\mathrm{gs}}$ and the drain-source voltage $V_{\mathrm{ds}}$. The $I_{\mathrm{d}}$ can be computed from $\phi_{\mathrm{sS}}$ and $\phi_{\mathrm{sD}}$ as follows:

$$
\begin{align*}
V_{\mathrm{ds}, \text { int }}= & V_{\mathrm{ds}}-\mathbf{R D} \cdot I_{\mathrm{d}}  \tag{20}\\
I_{\mathrm{d}}= & \mathbf{K} \cdot \frac{1+\mathbf{L A M B D A} \cdot V_{\mathrm{ds}, \text { int }}}{1+\text { THETA } \cdot V_{\mathrm{gs}}} \cdot I_{\mathrm{DD}}  \tag{21}\\
I_{\mathrm{DD}}= & C_{\mathrm{ox}}\left(V_{\mathrm{gs}}-\mathbf{V F B C}+\phi_{\mathrm{t}}\right)\left(\phi_{\mathrm{sD}}-\phi_{\mathrm{sS}}\right) \\
& -\frac{1}{2} C_{\mathrm{ox}}\left(\phi_{\mathrm{sD}}^{2}-\phi_{\mathrm{sS}}^{2}\right) \\
& -\frac{2}{3} \phi_{\mathrm{t}} \gamma\left\{\left(\frac{\phi_{\mathrm{sD}}}{\phi_{\mathrm{t}}}-1\right)^{3 / 2}-\left(\frac{\phi_{\mathrm{sS}}}{\phi_{\mathrm{t}}}-1\right)^{3 / 2}\right\} \\
& +\phi_{\mathrm{t}} \gamma\left\{\left(\frac{\phi_{\mathrm{sD}}}{\phi_{\mathrm{t}}}-1\right)^{3 / 2}-\left(\frac{\phi_{\mathrm{sS}}}{\phi_{\mathrm{t}}}-1\right)^{3 / 2}\right\}  \tag{22}\\
C_{\mathrm{ox}}= & \varepsilon_{\mathrm{ox}} / \mathbf{T O X}  \tag{23}\\
\gamma= & \sqrt{2 \varepsilon_{\mathrm{SiC}} k T \cdot \mathbf{N A}} \tag{24}
\end{align*}
$$

TABLE III
Physical Constants

| Parameter | Description | Value |
| :--- | :--- | ---: |
| $k$ | Boltzmann's constant [J/K] | $1.38 \times 10^{-23}$ |
| $T$ | Absolute temperature $[\mathrm{K}]$ | 298 |
| $\phi_{t}$ | Thermal voltage $(k T / q)[\mathrm{V}]$ | 0.026 |
| $\varepsilon_{\text {SiC }}$ | Permittivity of $\mathrm{SiC}[\mathrm{F} / \mathrm{m}]$ | $9.7 \times 8.85 \times 10^{-12}$ |
| $\varepsilon_{\mathrm{ox}}$ | Permittivity of gate oxide $[\mathrm{F} / \mathrm{m}]$ | $3.9 \times 8.85 \times 10^{-12}$ |



Fig. 4. Measured $I_{\mathrm{d}}-V_{\mathrm{ds}}$ characteristics of the 100 Si mosFets at $T_{\mathrm{a}}=25^{\circ} \mathrm{C}$.
where $k, T, \phi_{\mathrm{t}}, \varepsilon_{\mathrm{SiC}}$, and $\varepsilon_{\mathrm{ox}}$ are Boltzmann's constant, the absolute temperature, the thermal voltage, and the permittivities of SiC and the oxide, respectively. The values of these physical constants are listed in Table III. Here, VFBC, TOX, and NA are the flat-band voltage of the channel region, the thickness of the gate oxide, and the acceptor concentration, respectively. As with the Si MOSFET model, the parameters K, RD, LAMBDA, THETA, and ALPHA are incorporated in (20) and (21). Furthermore, to provide a smooth transition between the linear and saturation regions of the device model, DELTA is introduced as a parameter to compensate for mismatches between the pinch-off voltages of the measurement and the simulation.

The temperature dependence of the transistor characteristics can significantly affect the current imbalance. Using the SiC MOSFETs model, we confirmed that the dominant model parameters determined by the proposed method are valid even when considering the temperature dependence. The following model parameters are made to have a linear temperature dependence [28]:

$$
\begin{align*}
\mathbf{V F B C} & =\mathbf{V F B C} \mathbf{0}+\mathbf{V F B C S} \cdot\left(T-T_{\mathrm{ref}}\right)  \tag{25}\\
\mathbf{K} & =\mathbf{K} 0+\mathbf{K S} \cdot\left(T-T_{\mathrm{ref}}\right)  \tag{26}\\
\mathbf{R D} & =\mathbf{R D} 0+\mathbf{R D S} \cdot\left(T-T_{\text {ref }}\right)  \tag{27}\\
\mathbf{T H E T A} & =\mathbf{T H E T A} 0+\mathbf{T H E T A S} \cdot\left(T-T_{\text {ref }}\right) . \tag{28}
\end{align*}
$$

Here, VFBC0, K0, RD0, and THETA0 are the parameters at the reference temperature $T_{\text {ref }}$, set to $25^{\circ} \mathrm{C}$. Furthermore, VFBCS, KS, RDS, and THETAS are the temperature sensitivities of the parameters.

## B. Parameter Determination Setup

Figs. 4 and 5 show the measured $I_{\mathrm{d}}-V_{\mathrm{ds}}$ characteristics of the 100 Si MOSFETs at an ambient temperature $\left(T_{\mathrm{a}}\right)$ of $25^{\circ} \mathrm{C}$ and 300 SiC MOSFETs at different temperature conditions ( $T_{\mathrm{a}}=25$, $75,125{ }^{\circ} \mathrm{C}$ ).

Using the Si and SiC mosfet models, we extracted the parameter sets $\boldsymbol{P}=\left\{\boldsymbol{P}_{1}, \boldsymbol{P}_{2}, \ldots, \boldsymbol{P}_{100}\right\}$ for Si MOSFETs, and


Fig. 5. Measured $I_{\mathrm{d}}-V_{\mathrm{ds}}$ characteristics of the 300 SiC MOSFETs at different temperature conditions. (a) $T_{\mathrm{a}}=25^{\circ} \mathrm{C}$. (b) $T_{\mathrm{a}}=75^{\circ} \mathrm{C}$. (c) $T_{\mathrm{a}}=125^{\circ} \mathrm{C}$.

TABLE IV
Extracted Mean and Standard Deviation of Model Parameters for the Si and SiC mosfets At $T_{\mathrm{a}}=25^{\circ} \mathrm{C}$
(a) Si mosfets

| $p_{k}$ | $\mu_{p_{k}}$ | $\sigma_{p_{k}}$ |
| :---: | :---: | :---: |
| VTH [V] | $4.08 \times 10^{17}$ | $1.47 \times 10^{-2}$ |
| K $[\mathrm{A} / \mathrm{V}]$ | 7.04 | 0.309 |
| RD $[\mathrm{m} \Omega]$ | $4.65 \times 10^{2}$ | 16.9 |
| LAMBDA [1/V] | $3.38 \times 10^{-3}$ | $3.54 \times 10^{-4}$ |
| THETA [1/V] | $1.87 \times 10^{-3}$ | $1.89 \times 10^{-4}$ |
| ALPHA [V] | 4.85 | 0.521 |

(b) SiC mosfets

| $p_{k}$ | $\mu_{p_{k}}$ | $\sigma_{p_{k}}$ |
| :---: | :---: | :---: |
| TOX [nm] | 50 | 0 |
| VFBC [V] | -0.43 | $7.28 \times 10^{-2}$ |
| NA $\left[\mathrm{cm}^{-3}\right]$ | $1.18 \times 10^{17}$ | $2.23 \times 10^{15}$ |
| K [-] | $2.88 \times 10^{5}$ | $1.02 \times 10^{4}$ |
| RD $[\mathrm{m} \Omega]$ | 1.13 | 0.564 |
| LAMBDA [1/V] | $9.22 \times 10^{-2}$ | $2.01 \times 10^{-3}$ |
| THETA [1/V] | $3.04 \times 10^{-2}$ | $1.74 \times 10^{-3}$ |
| ALPHA [V] | 15.1 | 0.189 |
| DELTA [-] | 0.596 | $9.69 \times 10^{-3}$ |

$\boldsymbol{P}=\left\{\boldsymbol{P}_{1}, \boldsymbol{P}_{2}, \ldots, \boldsymbol{P}_{300}\right\}$ for SiC MOSFETs from the measured $I_{\mathrm{d}}-V_{\mathrm{ds}}$ characteristics, where $N=100$ and 300 for Si and SiC MOSFETs, respectively.

The parameter set $\boldsymbol{P}_{i}(i=1,2, \ldots, N)$ for each model comprises the parameters listed in Tables I and II. Following [37], we first extracted initial values for the model parameters and obtained each set of model parameters using simulated annealing (SA) [38]. The root-mean-square error (RMSE) between the measured and simulated $I_{\mathrm{d}}$ values was minimized at all $V_{\mathrm{gs}}$ and $V_{\mathrm{ds}}$ bias points. The average RMSEs for the 100 Si MOSFETs and 300 SiC MOSFETs at $25^{\circ} \mathrm{C}$ were 0.83 A and 0.21 A , respectively.

Table IV and Fig. 6 show the $\mu_{p_{k}}, \sigma_{p_{k}}$, and $\rho_{p_{k} p_{l}}$ calculated from the extracted model parameter sets for the Si and SiC mOSFETs at $T_{\mathrm{a}}=25^{\circ} \mathrm{C}$. For the Si MOSFETs, the number of statistical model parameter candidates in this experiment is $m=6$, that


Fig. 6. Correlation coefficient matrix $\rho_{p_{k} p_{l}}$ extracted from the measured $I_{\mathrm{d}}-$ $V_{\mathrm{ds}}$ characteristics. (a) Si MOSFETs. (b) SiC MOSFETs.
is, $\boldsymbol{p}=\{$ VTH, K, RD, LAMBDA, THETA, ALPHA $\}$. For the SiC mosfets, we assumed TOX to be a constant. Therefore, the number of statistical model parameter candidates is $m=8$, that is, $\boldsymbol{p}=\{$ VFBC, NA, K, RD, LAMBDA, THETA, ALPHA, DELTA \}. Using the extracted parameters in Table IV, the values of $s_{p_{k(i j)}}$ and $s_{p_{k} p_{l}(i j)}$ for all the model parameters of all the paralleled devices can be calculated for different numbers of paralleled devices.

We used the inductive load switching circuit in Fig. 2 to obtain $E_{i}$, which is calculated as follows:

$$
\begin{equation*}
E_{i}=\int_{t_{\text {on_ini }}}^{t_{\text {on_fin }}} I_{\mathrm{d} i}(t) \cdot V_{\mathrm{ds} i}(t) \mathrm{d} t+\int_{t_{\text {off_ini }}}^{t_{\text {off_fin }}} I_{\mathrm{d} i}(t) \cdot V_{\mathrm{ds} i}(t) \mathrm{d} t \tag{29}
\end{equation*}
$$

where $I_{\mathrm{d} i}(t)$ and $V_{\mathrm{ds} i}(t)$, respectively, represent the drain current waveform and the drain-source voltage waveform of $Q_{i}$. In (29), $t_{\text {on_ini }}$ is the time when $V_{\mathrm{gs} i}$ changes to $10 \%$ of its final value, where $V_{\mathrm{gs} i}$ is the gate-source voltage waveform of $Q_{i}$, and $t_{\text {on_fin }}$ is the time $V_{\mathrm{ds} i}$ drops to $10 \%$ of its initial value. Similarly, $t_{\text {off_ini }}$ denotes the time $V_{\text {gs } i}$ decreases to $90 \%$ of its ON-state value, while $t_{\text {off_fin }}$ is the instant at which $V_{\text {dsi }}$ increases to $90 \%$ of its OFF-state value. Using (13) and (14), we extracted the sensitivities $s_{p_{k(i j)}}$ and $s_{p_{k} p_{l}(i j)}$ for all the model parameters of the paralleled devices. The values of the circuit elements are summarized in Table V. When determining the dominant model parameters, we assume all the parasitic inductances in Fig. 2

TABLE V
Circuit Simulation Settings

| Parameter | Value |
| :--- | :--- |
| Paralleled devices $(n)$ | $2,4, \ldots, 10[\mathrm{pcs}]$ |
| Power supply voltage $\left(V_{\mathrm{dd}}\right)$ | $600[\mathrm{~V}]$ |
| Load current $\left(I_{\mathrm{L}}\right)$ | $10 \cdot n[\mathrm{~A}]$ |
| Inductive load $(L)$ | $1.0[\mathrm{mH}]$ |
| Parasitic inductances $\left(L_{\mathrm{g} i}, L_{\mathrm{d} i}, L_{\mathrm{s} i}\right)$ | $5.0[\mathrm{nH}]$ |
| Gate resistance $\left(R_{\mathrm{g}}\right)$ | $94 / n[\Omega]$ |
| Gate drive voltage $(\mathrm{Si})$ | ON: $10[\mathrm{~V}]$, OFF: $0[\mathrm{~V}]$ |
| Gate drive voltage $(\mathrm{SiC})$ | ON: $18[\mathrm{~V}]$, OFF: $0[\mathrm{~V}]$ |

TABLE VI
Calculated First-Order Components

|  | $[\mu \mathrm{J}]$ |
| :---: | :---: |
| VFBC | -49.3 |
| NA | -31.6 |
| K | 15.7 |
| RD | -0.122 |
| LAMBDA | 8.68 |
| THETA | -0.173 |
| ALPHA | 0.176 |
| DELTA | 0.134 |

TABLE VII
Calculated Second-Order Components

| [ $\mu \mathrm{J}$ ] | $\begin{aligned} & v \\ & \stackrel{e n}{\Sigma} \end{aligned}$ | $\frac{\mathbf{Z}}{\mathbf{Z}}$ | $v$ | 气 | 会 | 4 4 $~$ | $\frac{4}{4}$ | $\frac{4}{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| VFBC | -0.013 |  |  |  |  |  |  |  |
| NA | -0.028 | 0.064 |  |  |  |  |  |  |
| K | 0.015 | -0.053 | -0.042 |  |  |  |  |  |
| RD | -0.061 | 0.081 | -0.013 | 0.022 |  |  |  |  |
| LAMBDA | 0.012 | 0.000 | -0.073 | -0.036 | -0.010 |  |  |  |
| THETA | -0.002 | 0.000 | -0.001 | -0.001 | 0.004 | -0.007 |  |  |
| ALPHA | -0.024 | 0.012 | -0.012 | -0.004 | 0.077 | 0.000 | -0.024 |  |
| DELTA | 0.030 | 0.000 | 0.034 | 0.029 | -0.041 | 0.030 | -0.017 | $-0.011$ |

equal to a nominal value

$$
\begin{equation*}
L_{\mathrm{g} i}=L_{\mathrm{d} i}=L_{\mathrm{s} i}=5.0 \mathrm{nH}(i=1, \ldots, n) \tag{30}
\end{equation*}
$$

In extracting the sensitivity parameters, we increased $I_{\mathrm{L}}$ in proportion to $n$ so that the current through each MOSFET ideally becomes 10 A . The value of $R_{\mathrm{g}}$ was set to decrease as $n$ increases so that the switching speed of the paralleled devices is almost constant regardless of $n$. We used $1.0 \%$ of the average values listed in Table IV as perturbations in extracting $s_{p_{k(i j)}}$ and $s_{p_{k} p_{l}(i j)}$. In the experimental validation, we set the acceptable error threshold to $e r r_{\text {accept }}=10 \%$.

## C. Results and Discussion

1) Applicability of the Proposed Method: Tables VI and VII list the calculated first- and second-order components for each model parameter of the SiC mosFets. We calculated the components for $n=2$ and $j=i$. The absolute values of the second-order components in Table VII are significantly smaller than those of the first-order components in Table VI. By varying $n$ from 4 to 10 with $j=i$ and $j \neq i$, we confirmed that the second-order components could be ignored, irrespective of the number of paralleled devices. Therefore, we confirmed that


Fig. 7. Simulated $V_{\mathrm{ds} i}$ and $I_{\mathrm{d} i}$ waveforms and the energy-loss variation of $Q_{i}$ of the Si and SiC mOSFETs at $T_{\mathrm{a}}=25^{\circ} \mathrm{C}$ obtained from the MCSIM with different numbers $n$ of paralleled devices. We set $L_{\max }=1000$ for the MCSIM. An increase in the number of paralleled devices enhances the current imbalance and energy-loss variation. (a) Si MOSFETs. (b) SiC MOSFETs.
the first-order approximation is valid and that the proposed NFPV-based method is applicable to the subsequent analysis. Note that the approximation is also valid for the Si mOSFETs.

We also verified the accuracy of the NFPV equation by performing an MCSIM using the extracted Si and SiC MOSFET model parameter sets, that is, $\boldsymbol{P}=\left\{\boldsymbol{P}_{1}, \boldsymbol{P}_{2} \ldots, \boldsymbol{P}_{100}\right\}$ for the Si MOSFETS, and $\boldsymbol{P}=\left\{\boldsymbol{P}_{1}, \boldsymbol{P}_{2} \ldots, \boldsymbol{P}_{300}\right\}$ for the SiC MOSFETs. We used the circuit-component values given in Table V. Fig. 7 shows the simulated variations of $V_{\mathrm{ds} i}(t)$ and $I_{\mathrm{d} i}(t)$ of the Si and SiC MOSFETs, and we obtained the histograms of $E_{i}$ from the MCSIM with different numbers $n$ of paralleled devices. Here, we used $L_{\max }=1000$ for the MCSIM. The variations in switching waveforms and the energy loss of a MOSFET increase as $n$ increases. Particularly, the current imbalance and $E_{i}$ variations of the SiC MOSFETs are more significant than those of the Si MOSFETs. Fig. 8 compares the values $\sigma_{E_{i}}^{m}$ of the Si and SiC MOSFETS obtained from the MCSIM with those obtained from the NFPV calculation. We considered all the model parameters as statistical parameters. The NFPV equation reproduced the


Fig. 8. Comparison of the standard deviation of the energy-loss variation calculated using the MCSIM and the NFPV equation. We considered all the model parameters as statistical parameters in the analyses. The NFPV equation always reproduces the MCSIM results adequately.
$n$-dependence of $\sigma_{E_{i}}^{m}$ by the MCSIM excellently, with a maximum error of $2.5 \%$. A possible error factor is that components above the second order are reasonably truncated in the NFPV equation because the maximum error is sufficiently small. Thus, the NFPV calculation can replace the MCSIM while maintaining the accuracy.


Fig. 9. Subset of the estimated error $e r r_{-} \sigma_{E_{i}}$ for different model parameters combinations. The err_ $\sigma_{E_{i}}$ for each model parameter combination is the average of the errors obtained when the number of paralleled devices is varied from $n=2,4, \ldots, 10$. The error bars above each bar graph show the range when $n$ changes. (a) Si MOSFETs. (b) SiC MOSFETs.
2) Determination of the Dominant Parameters: Using the proposed NFPV-based method in Algorithm 3, we evaluated the estimated energy-loss error for each set of model parameters when a reduced set of model parameters is considered subject to statistical variations. Fig. 9 shows a subset of the estimated error err_ $\sigma_{E_{i}}$ for different combinations of the Si and SiC MOSFET model parameters. Each bar graph shows the average of the errors when the number of paralleled devices is altered to $2,4, \ldots, 10$. Error bars on top of each bar graph indicate the range when the number of paralleled devices changes.

For the Si MOSFETs, when the number of statistical parameters $m_{\mathrm{r}}$ is 1 , the smallest error of $18 \%$ was achieved when we selected LAMBDA as the statistical parameter. The error reduced to $6.3 \%$ with two statistical parameters \{K, LAMBDA \}, satisfying the target error of $10 \%$. Hence, we selected $\{\mathbf{K}, \mathbf{L A M B D A}\}$ as $\boldsymbol{p}_{\text {dominant }}$ for the Si MOSFETs.

For the SiC mOSFETs, when $m_{\mathrm{r}}=1$, the error is reduced when either $\{\mathbf{V F B C}\},\{\mathbf{N A}\},\{\mathbf{K}\}$, or $\{\mathbf{L A M B D A}\}$ is selected as a member of the statistical parameter set $\boldsymbol{p}_{m_{\mathrm{r}}}$. However, the


Fig. 10. Comparison of the energy-loss variations obtained from the MCSIM and the NFPV calculation with $\boldsymbol{p}_{m_{\mathrm{r}}}=\{\mathbf{K}$, LAMBDA $\}$ for the Si MOSFETs and $\boldsymbol{p}_{m_{\mathrm{r}}}=\{\mathbf{V F B C}, \mathbf{N A}\}$ for the SiC MOSFETs, respectively.


Fig. 11. Comparison of the energy-loss variations obtained from the MCSIM with all parameters treated as statistical parameters, the MCSIM with $\boldsymbol{p}_{m_{\mathrm{r}}}=$ $\{\mathbf{K}$, LAMBDA $\}$ for the Si MOSFETs, and the MCSIM with $\boldsymbol{p}_{m_{\mathrm{r}}}=\{\mathbf{V F B C}$, NA $\}$ for the SiC MOSFETs, respectively. (a) Si MOSFETs. (b) SiC MOSFETs.
smallest error achievable when $m_{\mathrm{r}}=1$ is $35 \%$, which is not sufficiently small. When the number of the statistical parameters is increased to $m_{\mathrm{r}}=2$, the set $\{\mathbf{V F B C}, \mathbf{N A}\}$ achieved a minimal error of $9.5 \%$, which is smaller than $\operatorname{err}_{\text {accept }}$ we set. When the number of statistical parameters is increased further to $m_{\mathrm{r}}=3$ or 4 , either $\{\mathbf{V F B C}, \mathbf{N A}, \mathbf{K}\}$ or $\{\mathbf{V F B C}, \mathbf{N A}, \mathbf{K}$, LAMBDA\} were the best combinations, with errors of $5.8 \%$ and $0.14 \%$, respectively. When higher accuracy is required, these parameter combinations should be selected. From the dominantparameter determination flow, we selected $\boldsymbol{p}_{m_{\mathrm{r}}}=\{\mathbf{V F B C}, \mathbf{N A}\}$ as $\boldsymbol{p}_{\text {dominant }}$ for the SiC MOSFETs.

We validated how accurately the selected dominant parameters simulate the energy-loss calculation. Fig. 10 shows $\sigma_{E_{i}}^{m_{\mathrm{r}}}$ obtained by the MCSIM and the NFPV calculation with $\boldsymbol{p}_{m_{\mathrm{r}}}=$
$\{\mathbf{K}$, LAMBDA $\}$ for the Si mosfets, and $\boldsymbol{p}_{m_{\mathrm{r}}}=\{\mathbf{V F B C}, \mathbf{N A}\}$ for the SiC MOSFETs, respectively. The calculated energy losses coincide closely with the NPFV calculation deviating from the MCSIM results by a maximum difference of $2.3 \%$. Fig. 11 compares the energy-loss variations obtained from the MCSIM with all parameters treated as statistical parameters, the MCSIM with $\boldsymbol{p}_{m_{\mathrm{r}}}=\{\mathbf{K}$, LAMBDA $\}$ for the Si MOSFETs, and the MCSIM with $\boldsymbol{p}_{m_{\mathrm{r}}}=\{\mathbf{V F B C}, \mathbf{N A}\}$ for the SiC MOSFETs, respectively. Again, all the histograms agree very well, regardless of the

TABLE VIII
Extracted Mean and Standard Deviation of the Temperature-Dependent Model Parameters of the Sic Mosfets

| $p_{k}$ | $\mu_{p_{k}}$ | $\sigma_{p_{k}}$ |
| :---: | :---: | :---: |
| VFBCS $\left[\mathrm{V} /{ }^{\circ} \mathrm{C}\right]$ | $-9.47 \times 10^{-3}$ | $1.10 \times 10^{-3}$ |
| KS $\left[\mathrm{A} /\left({ }^{\circ} \mathrm{C} \cdot \mathrm{V}\right)\right]$ | $2.13 \times 10^{3}$ | $3.38 \times 10^{2}$ |
| RS $\left[\mathrm{m} \Omega /{ }^{\circ} \mathrm{C}\right]$ | 1.80 | 0.130 |
| THETAS $\left[1 /\left({ }^{\circ} \mathrm{C} \cdot \mathrm{V}\right)\right]$ | $3.86 \times 10^{-4}$ | $6.16 \times 10^{-5}$ |

TABLE IX
Conditions for the Computation Time Comparison Between the Conventional and Proposed Methods

| Parameter | Value |
| :--- | :--- |
| Model parameter number $(m)$ | $8[-]$ |
| Paralleled devices $(n)$ | $10[\mathrm{pcs}]$ |
| Circuit simulation time $\left(T_{\text {cir }}\right)$ | $5.0[\mathrm{~s}]$ |
| Number of iterations of circuit simula- | 100 |
| tion for one MCSIM $\left(L_{\max }\right)$ |  |
| Time required for one MCSIM $\left(T_{\mathrm{MC}}\right)$ | $500[\mathrm{~s}]\left(=L_{\max } \cdot T_{\text {cir }}\right)$ |
| Time required for one NFPV $\left(T_{\mathrm{NFPV}}\right)$ | $1.8[\mathrm{~ms}]$ |

number of paralleled devices. We conclude that the NFPV equation accurately and efficiently identifies the dominant model parameters. With a simulation using the dominant-parameter set as statistical parameters, the energy-loss variation can be approximated accurately regardless of the number of paralleled devices.
3) Validity of Parameter Determination Under Realistic Conditions: We verified that the dominant model parameters determined by the proposed method are valid under the following realistic scenarios:

1) uneven parasitic inductance;
2) device-temperature imbalance.

In general, the current paths of the paralleled devices in a power module are designed equally in length. Also, each device should have no significant difference in parasitic inductance. In reality, due to layout constraints, the current paths become unequal, and differences in parasitic inductance are unavoidable [16], [19], affecting the current imbalance and the dominant parameter selection. Additionally, changing the device temperature during the continuous converter operation changes the characteristics of each device, increasing the effect of the current imbalance.
To evaluate these effects, we performed additional simulations. The same circuit given in Table IX with $n=10$ is used for SiC MOSFETS with the following uneven parasitic inductances in Fig. 2:

$$
\begin{equation*}
L_{\mathrm{g} i}=L_{\mathrm{d} i}=L_{\mathrm{s} i}=i \mathrm{nH}(i=1, \ldots, n) \tag{31}
\end{equation*}
$$

For example, the inductances of $Q_{1}$ and $Q_{10}$ are 1.0 nH and 10 nH , respectively. This imbalance causes the larger current to flow for the devices with smaller numbers. To account for the device temperature imbalance, we assumed that the power module is in a continuous converter operation at the switching frequency of $f_{\text {sw }}=10 \mathrm{kHz}$. We assumed that each paralleled device has a thermal resistance $R_{\mathrm{th} i}=1.0^{\circ} \mathrm{C} / \mathrm{W}(i=$ $1, \ldots, n)$. The temperature $T_{i}$ of each device $Q_{i}$ is given as


Fig. 12. Maximum, mean, and minimum device temperatures obtained by the MCSIM when considering uneven parasitic inductances and temperature imbalance simultaneously.


Fig. 13. Variations of the simulated current waveform of $Q_{1}$ and $Q_{10}$ of the SiC MOSFETs obtained by the MCSIM considering uneven parasitic inductances and temperature imbalance.
follows:

$$
\begin{equation*}
T_{i}=E_{i} \cdot f_{\mathrm{sw}} \cdot R_{\mathrm{th} i}+T_{\mathrm{a}} \quad(i=1, \ldots, n) \tag{32}
\end{equation*}
$$

Here, we set $T_{\mathrm{a}}=50{ }^{\circ} \mathrm{C}$. Temperature dependence of the SiC MOSFET model was considered with the parameters VFBCS, KS, RDS, and THETAS in (25)-(28). We extracted these parameters from $I_{\mathrm{d}}-V_{\mathrm{ds}}$ characteristics of the 300 SiC MOSFETs at $T_{\mathrm{a}}=75$ and $125^{\circ} \mathrm{C}$ in Fig. 5. We used the SA method for the parameter extraction, and Table VIII presents the mean and standard deviation of the extracted parameters. The measured and modeled $I_{\mathrm{d}}-V_{\mathrm{ds}}$ characteristics agree well for $T_{\mathrm{a}}=75$ and $125^{\circ} \mathrm{C}$ with an average RMSE of 0.47 A .

As the device temperature changes, the energy loss of the devices changes due to the change in the characteristics. Furthermore, the change in energy loss alters the device temperature. To solve this interdependence accurately, the circuit simulation and the temperature calculation in (32) were repeated alternatively until $E_{i}$ and $T_{i}$ converged for all the devices.

Fig. 12 shows the maximum, the mean, and the minimum values of device temperature. Expectedly, $Q_{1}$ exhibited the highest temperature, and $Q_{10}$ exhibited the lowest. The difference between the maximum and the minimum temperature is higher than $40^{\circ} \mathrm{C}$ in $Q_{1}$. The characteristic variation of the paralleled devices causes a significant temperature imbalance. Fig. 13 shows the simulated current waveforms of $Q_{1}$ and $Q_{10}$. Due to the uneven parasitic inductances and temperature imbalance, the current imbalance among devices is evident.

We validated the determined dominant model parameters of the SiC MOSFETs when considering the uneven parasitic inductances and temperature imbalance. Fig. 14(a) shows the histograms of $E_{1}, E_{10}$, and $\left(E_{1}-E_{10}\right)$ obtained by the MCSIM


Fig. 14. Variations of $E_{1}, E_{10}$, and ( $E_{1}-E_{10}$ ) obtained by the MCSIM. (a) $\boldsymbol{p}_{m_{\mathrm{r}}}=\{\mathbf{V F B C}, \mathbf{N A}\}$. (b) $\boldsymbol{p}_{m_{\mathrm{r}}}=\{\mathbf{V F B C}, \mathbf{N A}, \mathbf{K}\}$.
with $\boldsymbol{p}_{m_{\mathrm{r}}}=\{\mathbf{V F B C}, \mathbf{N A}\}$. Here, $\left(E_{1}-E_{10}\right)$ indicates the energy loss difference of $Q_{1}$ and $Q_{10}$ on the same power module. The determined model parameters reproduced the energy loss adequately.

Compared to the case not considering the nonidealities, the standard deviation errors and the range of energy loss difference ( $E_{1}-E_{10}$ ) increased to $14.8 \%$ and $19.4 \%$, respectively. For more accurate estimation, we reselected dominant parameters with a smaller $e r r_{\text {accept }}$ of 5\%. As shown in Fig. 9(b), the parameters $\{\mathbf{V F B C}, \mathbf{N A}, \mathbf{K}\}$ were selected. Fig. 14(b) shows the results of applying the determined dominant model parameters. The selected model parameters reproduced each energy loss variation well, improving the accuracy of the standard deviation and the range error to $0.82 \%$ and $0.91 \%$, respectively.

We conclude that the dominant parameters determined by the proposed method are valid for practical situations when nonideal conditions such as uneven parasitic inductance and temperature imbalance are considered.
4) Calculation Time: We evaluated the calculation time required to extract the dominant parameters by the conventional and proposed methods using (2) and (15). Table IX summarizes the conditions used in calculating $T_{\text {conv }}$ and $T_{\text {prop }}$. We set the value of $T_{\text {cir }}$ to be the typical value of the circuit


Fig. 15. Comparison of the calculation times for the conventional MC-based method and the proposed NFPV-based method with varied model parameters $m$. The quantities $T_{\text {conv }}$ and $T_{\text {prop }}$ are the calculation times for the conventional and proposed methods, respectively.
simulation shown in Fig. 2. We performed each MCSIM circuit simulation for $L_{\max }=100$ iterations. On average, the time required to calculate the NFPV equation was $T_{\mathrm{NFPV}}=1.8 \mathrm{~ms}$. The calculations showed that $T_{\text {conv }} \approx 127,000 \mathrm{~s}$ and $T_{\text {prop }} \approx$ $13,600 \mathrm{~s}$. Within $T_{\text {prop }}$, the iteration time for calculating the NFPV equation was less than 1.0 s , which was negligibly small. Consequently, the proposed method can extract the dominant model parameters 9.33 times faster than the conventional method.

We compared $T_{\text {conv }}$ and $T_{\text {prop }}$ when different numbers of model parameters were considered. The number of candidate statistical model parameters was eight in the example shown in the previous section. In practice, larger numbers of model parameters are used in device models. For example, there are 17 model parameters for the drain current equation in the surface-potential-based SiC MOSFET model. Therefore, we need to include a larger number of model parameters to determine the dominant parameters comprehensively.

Fig. 15 compares the estimated calculation times for the conventional and the proposed methods when the number $m$ of model parameters varies. $T_{\text {conv }}$ increases rapidly as $m$ increases, while $T_{\text {prop }}$ increases slowly and has a reasonable computation time, e.g., within $1.0 \times 10^{5} \mathrm{~s}(\approx 1$ day). The asymptotic complexity of $T_{\text {conv }}$ is $\mathcal{O}\left(2^{m}\right)$ due to the term $\sum_{m_{r}=1}^{m-1}\binom{m}{m_{\mathrm{r}}}$ [39], and the computation time increases exponentially with $m$. Although $T_{\text {prop }}$ has the same asymptotic complexity, its coefficient $T_{\text {NFPV }}$ is about $10^{5}$ times smaller than that in $T_{\text {conv }}$. Therefore, for the practical range of $m, T_{\text {prop }}$ is dominant regarding execution time and grows considerably smaller in the order of $m^{2}$. We conclude that the proposed method is more effective than the conventional method when there are many model parameters.

## V. Conclusion

In this article, we have proposed a quick method for determining the model parameters that contribute significantly to the current imbalance in paralleled power transistors. The proposed NFPV-based method accurately estimates the energyloss variation of paralleled devices. In an experimental validation using measured $I_{\mathrm{d}}-V_{\mathrm{ds}}$ characteristics of commercially available 100 Si MOSFETs and 300 SiC mOSFETs, the proposed
method efficiently determined the dominant model parameters, regardless of the device types and number of paralleled devices. We validated the dominant model parameters under the practical situations with uneven parasitic inductances and device temperature imbalance among paralleled devices in the power module. The proposed method determined the dominant model parameters $9.33 \times$ faster than the conventional method. We also demonstrated that, compared to the conventional method, an increase in the number of candidate statistical model parameters enhances the efficiency of the proposed method.

The proposed method rapidly determines the dominant parameters using the NFPV equation. However, this equation assumes that the second-order sensitivity of the model parameters is insignificant. The proposed method also requires that the correlation between model parameters must be known. Our future work includes dominant parameter determination when the above assumptions do not hold.
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