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Abstract Word segmentation, part-of-speech (POS) tagging, and syntactic parsing
are three fundamental Chinese analysis tasks for Chinese language processing, which
are also crucial for various downstream tasks such as machine translation and in-
formation extraction. To achieve high accuracy for these tasks, treebanks that con-
tain sentences manually annotated with word segmentation, part-of-speech tags, and
phrase structures are essential. Although there are large-scale Chinese treebanks in
the news domain, such treebanks are unavailable in the scientific domain. This sig-
nificantly limits the performance of Chinese language processing for scientific text.
To address this problem, we annotate the 2nd version of the Chinese treebank in the
scientific domain (SCTB-V2). SCTB-V2 contains 12, 175 sentences annotated with
word segmentation, part-of-speech tags, and phrase structures. We conducted Chi-
nese analyses and machine translation experiments on SCTB-V2. The results show
the effectiveness of SCTB-V2. We release this treebank to promote scientific Chinese
language processing researchp_-]

Keywords Treebank - Chinese - Scientific Domain

1 Introduction

Treebanks are text corpora containing sentences manually annotated with part-of-
speech (POS) and syntactic information. For languages that do not have word bound-
aries, such as Chinese and Japanese, word segmentation also should be annotated in
treebanks. The Penn treebank (PTB) (Marcus et all,{1993) is the first well-known tree-
bank in English. Since the release of PTB, treebanks have played an important role in
promoting natural language processing (NLP) research. Inspired by PTB, researchers
are also constructing treebanks in other languages. A representative example is the
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universal treebank (Nivre et al, |2016). For the Chinese language, there also exist
some treebanks. The two most commonly used ones are the Penn Chinese treebank
(CTB) (Xue et al, |2005) and the Peking University (PKU) treebank (Yu et all, 2003)).
The development of Chinese treebanks has significantly promote Chinese language
processing. For instance, Chinese analyses of word segmentation, POS tagging, and
syntactic parsing, the F-Measures on the 5th version of CTB (CTBSf]is around 98%,
94% (Shen et al, 2014), and 80% (Petrov and Klein, |2007)), respectively.

Domain difference is one difficult problem in NLP. Because most existing tree-
banks such as PTB, CTB, and PKU are annotated with news text when using the
models trained on these treebanks to analyze sentences in other distant domains, it
is difficult to obtain satisfying results. In China, scientific documents have been pro-
duced with a remarkable speed. For instance, the worldwide share of patent docu-
ments and scientific papers from China was 30% in 2009 (1st rank in the world)
and 13% on average from 2011 to 2013 (2nd in the world) (Saka and Igamil 2015)),
respectively. This leads to the rapid need increase for Chinese scientific text analysis,
including text mining, knowledge discovery, and machine translation (MT). Unfor-
tunately, the Chinese analysis performance significantly decreases when using news
domain Chinese analysis models to analyze scientific text. Based on our preliminary
experiments (see details in Section @, the F-Measures decrease to 90%, 78%, and
67% for word segmentation, POS tagging, and syntactic parsing, respectively. The
low analysis accuracy could be an error propagated to downstream tasks such as data
mining and MT.

To promote NLP research for Chinese in the scientific domain, we constructed
the 1st version of the Chinese treebank in the scientific domain (SCTB-V1) previ-
ously (Chu et al,|2016). However, SCTB-V1 only contains 5, 133 sentences (138, 781
words) (Chu et al, 2016), which is significantly smaller compared to CTB-5, which
has 18k sentences. In this paper, we release the 2nd version of SCTB (SCTB-V2),
which contains 12, 175 sentences (328, 562 words). Note that SCTB-V2 is a superset
of SCTB-V2 but is more than twice larger than SCTB-V1, and the original annota-
tions of SCTB-V1 have been revised according to some new standards in SCTB-V2.
We present the details of the treebank annotation process of SCTB-V2. We select
raw sentences from Chinese scientific papers for both SCTB-V1 and SCTB-V2. Our
annotation standards essentially follow that of CTB (Xue et al| 2005)). However, for
Chinese word segmentation, we adopt the character-level POS pattern-based standard
(Shen et al, |2016) to address the inconsistency and data sparsity problems of CTB.
In addition, we design specific rules for expressions that are not covered by the CTB
standard (Xue et al, 2005) but are frequently used in scientific documents, such as
terminologies, formulas, and citations.

In order to investigate the usefulness of SCTB-V2, we first conducted instinct
Chinese analysis experiments, including word segmentation, POS tagging, and syn-
tactic parsing. The results verify that SCTB-V2 can significantly boost Chinese anal-
ysis by 2.09%, 4.76%, and 6.84% absolute F-Measure improvements compared to
SCTB-V1, for word segmentation, POS tagging, and syntactic parsing, respectively.

2 https://catalog.ldc.upenn.edu/LDC2005T01
3 Statistics from Japan Patent Office.
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In addition, we conducted extrinsic MT experiments on both Chinese-to-Japanese
and Chinese-to-English on the scientific paper domain ASPCE-CJ and patent do-
main NTCIR-CE MT tasks. MT results also show that the SCTB-V2 significantly
outperforms SCTB-V1.

The contributions of this paper are two-fold:

— We newly annotate SCTB-V2 with 12,175 sentences, whereas our previous SCTB-
V1 only contains 5,133 sentences.

— Both instinct Chinese analysis and extrinsic MT experiments verify the effective-
ness of SCTB-V2 compared to our previous work on SCTB-V1.

2 Treebank Annotation

Here, we present detailed information about our annotation, including raw sentence
selection, annotation standards, and the real process.

2.1 Raw Sentence Selection

Japan Science and Technology Agency (JST) provides us with the National Sci-
ence Library, Chinese Academy of Sciences (LCAS) corpus. Chinese scientific pa-
pers of many different sub-domains such as life science, computer science, biology,
and chemistry are collected in the LCAS corpus. In addition, JST manually trans-
lated 780k Chinese abstracts of Chinese scientific papers in the LCAS corpus into
Japanese. English translations are also available for a large number of them. For
the LCAS corpus, we randomly selected the raw Chinese sentences that have both
Japanese and English translations, leaving the possibility to extend our treebank to a
trilingual one further.

2.2 Annotation Standards

Words are defined according to morphology analysis in previous segmentation stan-
dards, such as (Huang et al, |1996; Xia et al, [2000; Duan et al, 2003). However, this
can cause data sparseness and inconsistency problems. For instance, according to the
previous standards for segmentation, as “M/. (industry)” has the characteristics of a
bound morpheme and cannot be a word by itself, both “[% %4 (medicine)” and “[%&
Zj\l (medicine industry)” in Figure can be single words. This not only causes the
segmentation inconsistency of “[& %] (medicine)” but also leads to the sparsity of
both words. Therefore, the character-level POS pattern-based Chinese word segmen-
tation standard (Shen et all 2016)) is adopted in this paper. This standard can capture
Chinese characters’ grammatical roles inside words. In this standard, if a meaningful
disyllabic string meets a predefined character-level POS pattern, we treat it as a word.
For instance, as “[& % (medicine)” belongs to the “noun + noun” pattern it will be
treated as one word, and thus “[&E Zj /. (medicine industry)” should be segmented
into “E %] (medicine)” and “)l (industry).”
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Fig. 1 An annotation interface screenshot for a Chinese sentence “it (long term) /& (see from)
[, /E#] (medicine) /I (industry) /f (s) /224 (integrated) /X\ (wind) T} (still) 78 (will) /4%5E (con-
tinue)/ - ” (words are shown in the bottom boxes, POS tags are shown in the pre-terminal boxes, and
phrasal constituents are shown in the upper boxes).

Essentially, we follow the CTB POS standard (Xue et al, 2005). In order to tag
the bound morphemes, we further use six additional tags following (Shen et al, 2016).
Among the six tags, three are for suffixes, namely, “SFA” (adjectival suffix), “SFN”
(nominal suffix), and “SFV” (verbal suffix); and three are for prefixes, namely, “PFA”
(adjectival prefix), “PFN” (nominal prefix), and “PFV” (verbal prefix). For instance,
the tag of “)l. (industry)” is “SFN.”

For phrase structure annotation, we follow the standard of CTB (Xue et al, 2005).
However, for single words in previous segmentation standards that are annotated as
two words in our standard, they are combined into a single phrase structure con-
stituent. For instance, in Figure [1| we combine “[% Zj_NN (medicine) /M\_SFN (in-
dustry)” into an NP (noun phrase).

Due to the scientific domain, there are various specific expressions that cannot
be covered by the CTB standard (Xue et al, 2005)), such as terminologies, formulas,
and citations. We design specific rules for those expressions. In addition, we updated
some specific rules from SCTB-V1 to cover the new linguistic phenomena in SCTB-
V2. The following are the major POS tagging standard updates from SCTB-V1 to
SCTB-V2.

— Keep disyllabic era names as single tokens (e.g., “/H{{ (Tang dynasty)”).
— When there is a proper noun in a scientific name of creatures, segment it (e.g.,
“¥ J (Aedes) /Y (aegypti)”).
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— Treat superscript numbers as single tokens (e.g., “106”).

— Do not segment the string if it is a combination of foreign characters and numbers/
symbols/transliterations (e.g., “ 70K (Karaoke)”).

— Treat abbreviation nouns including numbers as single tokens (e.g., “Z T (Hep-
atitis B)”).

— When there is a proper noun in a telescopic compound, segment it (e.g., “H
(Chinese) /7§ (Western) /& (medicine)”).

— Keep nounized disyllabic patterns of “CC+NN” and “CC+NNB” as as single to-
kens (e.g., — 51 (a member)”)).

— Treat unit symbols consisting of the alphabets as single tokens (e.g., “1 3.5 /
mg?).

The following are the major POS tagging and parsing standard updates from SCTB-
V1 to SCTB-V2.

— Let POS tags of temporal nouns be NT (e.g., “ HHJ_NT (currently)”).

— Let POS tags of localizers be either LC or NN (e.g., “3X_DT (this) //I>_M (piece)
/] NN (problem) / . LC (at)”).

— Label temporal noun phrases consisting of cardinals and quantifiers as NP (e.g.,
“NP (21_CD /{42 _M (century))”).

More detailed rules and our segmentation standard will be released in the future.

2.3 Annotation Process

In order to annotate SCTB, the SynTree toolkj was used. SynTree provides an
annotator-friendly graphical interface to annotate phrase structures. To annotate word
segmentation, POS tags, and phrase structures, annotators can simply drag and edit
boxes containing either words, POS tags, or phrasal constituents. An example of the
SynTree toolkit is shown in Figure |1} To make the annotators conduct annotations
more easily, we got feedback from them and further improved the toolkit according
to the feedback throughout the entire annotation process.

Two annotators conducted the annotation: FH and TU. FH was a one-year experi-
enced annotator, but TU had no experience. Therefore, we asked FH not only to train
TU but also to review FH’s annotation. To speed up the annotation, we segmented,
pos-tagged, and parsed the Chinese sentences with a baseline Chinese analysis sys-
tem (see Section @ Based on the results from the baseline system, FH and TU
manually revised the errors using the SynTree toolkitE] Different sentences were an-
notated by FH and TU. After the annotation, FH further reviewed and revised the sen-
tences annotated TU. Different from a conventional way, inter-annotator agreements
were calculated based on the review and revision results. We compared the sentences
without and with the review and revision to get the inter-annotator agreements. The
annotation agreements were 98.95%, 97.78%, and 95.05% for word segmentation,
POS tagging, and syntactic parsing, respectively.

4 http://syntree.github.io/index.html

5 As both of the two workers were well trained through the entire two years annotation period, we did
not observe biases introduced by the baseline systems in the final SCTB-V2.
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In the release of SCTB-V2, we have annotated and reviewed 12, 175 sentences
(328, 562 words). With the above efforts, it still took two years to finish the annota-
tion. The average speed of annotation was around 5 Chinese sentences per hour and
per person.

3 Experiments

In order to show the effectiveness of SCTB-V2, both Chinese analysis and MT ex-
periments were conducted. For Chinese analysis, we conducted word segmentation,
POS tagging, and syntactic parsing experiments. For MT, which is an important
downstream task for Chinese analysis, we conducted experiments on both the scien-
tific paper and patent domains for both Chinese-to-Japanese and Chinese-to-English
translations.

3.1 Chinese Analysis Experiments

For word segmentation and POS tagging experiments, we used KyotoMorp}'E] (Shen
et al, 2014). For syntactic parsing experiments, we used Berkeley parselﬂ proposed
by [Petrov and Klein| (2007) and Berkeley neural parse proposed by Kitaev et al
(2019).

For Chinese analysis experiments, SCTB-V2 was split into training, validation,
and testing sets with 10, 175, 1, 000, and 1, 000 sentences, respectively. The following
three settings were compared:

Baseline: We trained the Chinese analyzers on the union of two baseline tree-
banksﬁ The first one is CTBS, which has 18k news domain sentences. Instead of
using the original CTBS5, we used the version re-annotated according to character-
level POS patterns (Shen et al, 2016), which follows the same standard as SCTB.
The second one is an in-house treebank, which contains 10k sentences mostly in
the NLP domain. This treebank also follows our word segmentation standard.

— Baseline+SCTB-V1: Used the Baseline treebanks together with the training split

in SCTB-V1 (Chu et al, 2016) for training the Chinese analyzers.

— SCTB-V2: Used the training split in SCTB-V2 for training the Chinese analyzers.
— Baseline+SCTB-V2: Used the Baseline treebanks together with the training split
in SCTB-V2 for training the Chinese analyzers.

The analysis results were reported on the testing split in SCTB-V2. We conducted
significance tests with the bootstrap re-sampling method proposed by |Koehn| (2004).

The results of word segmentation, joint segmentation and POS tagging are shown
in Tables [1| and [2] respectively. We can see that a large margin of improvement is

6 https://bitbucket.org/msmoshen/kyotomorph-beta

7 https://github.com/slavpetrov/berkeleyparser

8 https://github.com/nikitakit/self-attentive-parser

9 Preliminary experiments show that the union is better than using one of them only.
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System | Precision | Recall | F-Measure
Baseline 90.21 90.72 90.46
Baseline+SCTB-V1 95.04 95.65 95.35
SCTB-V2 97.28 97.59 97.441%
Baseline+SCTB-V2 96.80 97.20 97.00t%

Table 1 Word segmentation results (“1”” and “1” indicate that the result is significantly better than “Base-
line” and “Baseline+SCTB-V1” at p < 0.01, respectively).

System | Precision | Recall | F-Measure
Baseline 78.61 79.06 78.83
Baseline+SCTB-V1 87.89 88.45 88.17
SCTB-V2 92.78 93.08 92.93+1
Baseline+SCTB-V2 91.78 92.17 91.97t%

Table 2 Results for joint segmentation and POS tagging (“1” and “i” indicate that the result is signifi-
cantly better than “Baseline” and “Baseline+SCTB-V1” at p < 0.01, respectively).

observed by comparing Baseline+SCTB-V1 to Baseline, i.e., 4.89% and 9.34% F-
Measure for word segmentation, and joint segmentation and POS tagging, respec-
tively. SCTB-V2 further significantly boosts the performance from Baseline+SCTB-
V1, with 2.09% and 4.76% F-Measure improvements in word segmentation, joint
segmentation and POS tagging, respectively. However, Baseline+SCTB-V2 slightly
decreases the performance compared to SCTB-V2. We think the reason is due to the
difference between the annotation standards of Baseline and SCTB-V2, i.e., adding
the Baseline treebank belonging to a different standard cannot improve the perfor-
mance tested on SCTB-V2.

Syntactic parsing results of Berkeley parser and Berkeley neural parser are shown
in Tableand@ respectively. The Evalb toolkilETI was used to calculate parsing accu-
racy. Note that originally, Evalb was designed for English parsing accuracy calcula-
tion. Therefore, without the same word segmentation as the ground-truth data, Evalb
cannot calculate parsing accuracy. Due to this, we report results with ground-truth
word segmentation in both Tables [3|and ] From the results of the Berkeley parser re-
ported in Table[3] we can see that the improvement from Baseline to Baseline+SCTB-
V1 is significant, where the F-Measure gap is 9.17%; SCTB-V2 further significantly
boots the performance from Baseline+SCTB-V1, with a 6.84% F-Measure improve-
ment; Similarly, using Baseline+SCTB-V2 leads to a slight decrease in parsing per-
formance compared to SCTB-V2. We think the reason is the same as the one for
the performance decrease of word segmentation, joint segmentation and POS tag-
ging, which is due to the difference between the annotation standards of Baseline and
SCTB-V2. From the results of Berkeley neural parser reported in Table ] we can
see that the same trends as in Table [3] that Baseline+SCTB-V1 outperforms Baseline
with a large margin of 7.77% F-Measure; SCTB-V2 further significantly improves
the performance from Baseline+SCTB-V1, with a 5.08% F-Measure improvement;
Baseline+SCTB-V2 shows a slight decrease in parsing performance compared to

10" hitp://nlp.cs.nyu.edu/evalb/



8 Chu et al.

SCTB-V2. Comparing the results of the Berkeley parser with those of the Berke-
ley neural parser, we also see significant improvements by Berkeley neural parser,
showing the same observations for the effectiveness of using pre-trained language
models in syntactic parsing as reported in (Kitaev et al, [2019).

System | Precision | Recall | F-Measure
Baseline 72.26 63.57 67.64
Baseline+SCTB-V1 80.61 73.36 76.81
SCTB-V2 83.91 83.38 83.65t1
Baseline+SCTB-V2 83.76 81.26 82.4911%

Table 3 Syntactic parsing results based on ground-truth segmentation of Berkeley parser. (“1” and “}”
indicate that the result is significantly better than “Baseline” and “Baseline+SCTB-V1” at p < 0.01,
respectively).

System | Precision | Recall | F-Measure
Baseline 83.96 69.24 75.89
Baseline+SCTB-V1 87.79 79.90 83.66
SCTB-V2 90.34 87.20 88.74t1
Baseline+SCTB-V2 90.20 87.15 88.6571

Table 4 Syntactic parsing results based on ground-truth segmentation of Berkeley neural parser (“1” and
“}” indicate that the result is significantly better than “Baseline” and “Baseline+SCTB-V1” at p < 0.01,
respectively).

To understand the improvements deeply, we further the manually analyzed re-
sults. According to our analyses, most results are improved because of the scien-
tific domain knowledge in SCTB-V2. An improved example is shown in Figure
Note that the syntactic parsing results of this example were obtained by the Berke-
ley parser. Baseline segments “ ¥ %455 7 (AIDS patient)” into “ 3% (AIDS) /%
& (patient) /3 (people)” incorrectly, because it lacks the knowledge that 3% J
(AIDS disease)” is a medical term that should be segmented separately instead of
combing to further coming words. The segmentation error is also propagated to POS
tagging and syntactic parsing. In contrast, with SCTB-V2 correctly segments it into
“3J (AIDS) /7 (disease) /3 (patient),” which also improves the POS tagging
and parsing accuracy.

To learn the relationship between the number of sentences being annotated and
the performance of Chinese analysis in detail, we further conducted experiments
training Chinese analyzers with an incremental number of sentences from SCTB-V2.
In detail, we increasingly used 2, 000 sentences from SCTB-V2 to train the analyzers.
Results are shown in Figure[3] Note that the syntactic parsing results were obtained by
the Berkeley parser. We find that the improvement by adding more sentences is most
significant for parsing, followed by POS tagging and segmentation; for all word seg-
mentation, POS tagging, and syntactic parsing, the improvements in accuracy slow
down using more sentences to train the analyzers.
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Fig. 2 A example comparison between baseline and SCTB-2 of Chinese analysis results of a Chinese
sentence “F e (more) /% (more) /] (of) /H T 'V (HIV) /LY (infection) /7 (people) /A1 (and) /3L
i (AIDS) /47 (disease) /83 (patient) /M\H' (from) /3K %5 (benefit) /o 7
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Fig. 3 Results for Chinese analysis using incremental numbers of sentences selected from SCTB-V2 for
training the Chinese analyzers.

3.2 MT Experiments

Chinese-to-Japanese MT experiments were conducted on ASPEC-CJ corpuﬂ(Nakaz;awa
et al, |2016), which is a scientific domain corpus. The ASPEC-CJ corpus has been

11" http://lotus.kuee.kyoto-u.ac.jp/ ASPEC/
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System [ ASPEC-CJ | NTCIR-CE
Baseline 34.81 31.65
Baseline+SCTB-V1 35.06 3118
SCTB-V2 35.28 31.39
Baseline+SCTB-V2 35.381% 32251

Table 5 MT results (BLEU-4 scores) on ASPEC-CJ and NTCIR-CE (“1” and “f” indicate that the result
is significantly better than “Baseline” and “Baseline+SCTB-V1” at p < 0.05, respectively).

used for a shared task at the Workshop on Asian Translation (WATE (Nakazawa:
et al,[2021). This task contains 672, 315 training, 2, 090 validation, and 2, 107 testing
sentences, respectively. Chinese-to-English MT experiments were conducted on the
NTCIR-CE corpus, which belongs to the patent domain. This corpus has been used
for a shared task at the NTCIR-10 workshoﬂ (Goto et al, |2013). This task contains
1,000, 000 training, 2, 000 validation, and 2, 000 testing sentences, respectively.

We conducted tree-to-string experiments, where Chinese is parsed to syntactic
trees while Japanese/English sentences are used as they are. KyotoMorph was used to
word segment Chinese sentences, and Berkeley parser was used for joint POS tagging
and syntactic parsing. The syntactic parsing trees were further binarized to extract
translation rules better. Same to the Chinese analysis experiments, we compared the
settings of “Baseline,” “Baseline+SCTB-V1,” “SCTB-V2,” and “Baseline+SCTB-
V2 in Section for MT. To segment Japanese sentences, JUMA (Kurohashi
et all [1994)) was used. We also tokenized English sentences with a tokenization script
in Moses (Koehn et al, [2007)).

For MT experiments, we used the tree-to-string neural MT toolkit provided by
Chen et al (2017)E] All the hyper-parameters were tuned on the ASPEC-CJ task and
directly reused on the NTCIR-CE task. Specifically, the maximum length for each
sentence was set to 75 words. The word embedding dimension and the hidden state
dimension were set to 512 and 768 for the tree-to-string neural model, respectively.
We used Adadelta (Zeiler, [2012) for optimization with a batch size of 16 and a learn-
ing rate of 0.0005. Each experiment was trained on a single TITAN Xp GPU card, and
the model was validated every 1, 000 training step. The training was early stopped if
no improvement of the validation loss was observed within 50 checkpoints. We ran
each setting 3 times and reported the average BLEU score (Papineni et al, [2002)) for
evaluation.

MT results are shown in Table[5] We also conducted significance tests for MT us-
ing the bootstrap re-sampling method proposed by |Koehn|(2004)). We find that there
are also significant improvements in MT performance with SCTB-V2. Besides the
language pair and domain difference, similar improvements can be seen in the results
for both ASPEC-CJ and NTCIR-CE. Especially, Baseline+SCTB-V2 significantly
outperforms both Baseline and Baseline+SCTB-V 1. Different from the Chinese anal-
ysis results, Baseline+SCTB-V2 performs better than SCTB-V2 in MT. We suspect

12 http://orchid.kuee kyoto-u.ac.jp/WAT/

13 http://ntcir.nii.ac.jp/PatentMT-2/

14 hitp://nlp.ist.i.kyoto-u.ac jp/EN/index.php?JUMAN

15" https://github.com/howardchenhd/Syntax-awared-NMT
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Source SRl REaal1 1, W1 1 5HE—FKPK-

Reference Aerosol container 2 is provided with a valve 11 which is formed integrally
with a spray nozzle.

Baseline The valve 1 is provided with a valve 11, and the valve 11 is formed
integrally with the nozzle.

Baseline The aerosol container 2 is provided with a valve 11 , which is integrally

+SCTB-V2 | formed with the nozzle.

Table 6 An improved MT example.

Baseline

Fig. 4 The analysis results for the Chinese source sentence in Table |6| “X 55 (aerosol) /57| (drug) /& %%
(container) / 2 /& (provide) /H (with) /I® (valve) /1 1 /, /@ /1 1 /5 (is) /MM (nozzle) /— &
(integrally) /JE X (formed) /-

the reason for this is that combining the Baseline and SCTB-V2 treebanks makes
Chinese analysis more robust for MT.

We also investigated the results to understand where translation improvements
come from. Based on our investigation, we noticed that most improvements come
from the Chinese analysis improvements. An NTCIR-CE MT example improved by
SCTB-V2 is shown in Table@ We can see that ““< 55 77|2%%% (aerosol container)” is
incorrectly translated into “the valve” by Baseline. This happens because the Baseline
analyzes “<FE {7 %% (aerosol container)” as ““<Z7f|%%/%s,” where the segmenta-
tion is semantically incorrect, as shown in Figure ] There is another analysis error
for “—1{& (integrally ) /J& ¥ (formed)” by Baseline, where “—{& (integrally ) is
analyzed as a noun “one” and the parsing result is also wrong correspondingly. For-
tunately, the neural MT model is not affected by this wrong analysis result.
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4 Related Work

CTB has been continuously annotated, and the latest version is CTB9E] CTB9 has
132, 076 sentences, which is significantly larger than CTBS. Two other treebanks are
available for Chinese besides CTB (Xue et al, [2005)). The first one is the PKU Chinese
treebank, which takes a two-step annotation process 1) word segmentation and POS
tags (Yu et al, 2003), and 2) syntactic parsing (Qiu et al, 2014)). The second one is the
Harbin Institute of Technology (HIT) treebank, whose syntactic parsing annotation
is based on dependency structures (Che et al, [2012). Note that CTB, PKU, and HIT
treebanks adopt different annotation standards. All the sentences in these three tree-
banks belong to the news domain. Raw sentences of the CTB treebank were selected
from various news agencies, including Xinhua newswire, Hong Kong newswire, and
People’s Daily. Raw sentences of the PKU and HIT treebank were selected from the
People’s Daily newswire. Recently, a Chinese treebank in the literature domain has
also been constructed (Hu et al,2020). Therefore, SCTB is the only publicly released
scientific domain Chinese treebank.

Two types of syntactic grammar are used in treebanks: phrase and dependency
structures. In SCTB, phrase structures were adopted similar to CTB (Xue et al, 2005)).
The reason for this is that we can easily convert phrase structures to dependency
structures according to predefined head rules available in the Penn2Malt toolkitE]
Qiu et al (2014)) also proposed a multi-view including both phrase and dependency
structures for treebanking.

With a significant need increase in multilingual NLP, multilingual treebanks have
been developed recently. The universal dependency treebank{T_g] (Nivre et al, [2016)
and the Asian language treebank (Thu et al, 2016) is two representatives. With mul-
tilingual treebanks, multilingual syntactic parsing becomes possible and shared tasks
have been organized for this (Zeman et al, 2018]). We selected the raw sentences of
SCTB-V2 from a parallel corpus. Therefore, we can further develop SCTB-V2 to
a trilingual treebank by annotating the corresponding Japanese and English parallel
sentences.

5 Conclusion

This paper presented detailed information on the annotation of SCTB-V2: the 2nd
version of the Chinese treebank in the scientific domain. Both Chinese analysis and
MT experiments showed that SCTB-V2 performs significantly better than both a
baseline treebank and our previous SCTB-VI1. In future work, we plan to anno-
tate Japanese further and English translations of the sentences in SCTB-V2 to make
SCTB be trilingual.

16 https://catalog.ldc.upenn.edu/LDC2016T13
17" http://stp.lingfil.uu.se/~nivre/research/Penn2Malt.html
18 hitp://universaldependencies.org
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