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1 Introduction 

Let E = V(JRn), 0 < p :S oo. If g E L00 (1Rn), then Jg EE for all f E E. Conversely, 

if a measurable function g satisfies that Jg E E for all f E E(JRn), then g E L00 (1Rn). 

However, this property does not hold for E = BMO(JRn). Actually, log lxl is in 

BMO(JR), but sign(x) log lxl is not in BMO(JR). The generalized Campanato space 

Lp,q,(lRn) was introduced by Nakai and Yabuta [54] (1985) to characterize pointwise 

multipliers on BMO(JRn). 

Twenty years later, the result in [54] was used by Lerner [26] (2005) to study 

the class P(JRn) of functions p(·) for which the Hardy-Littlewood maximal opera

tor M is bounded on the Lebesgue spaces £PC·l(JRn) with variable exponent, and 

positively solve a conjecture by Diening [13] saying that there are discontinuous 

functions belonging to P(lRn). As the same application, using the pointwise mul

tiplier for martingale BMO, Nakai and Sadasue [49] give a sufficient condition for 

the boundedness of maximal operator on £PC·) on probability spaces. Note that we 

cannot use the log-Holder continuity on probability spaces, because the probability 

spaces have not topology in general. We also use the pointwise multipliers on BMO 

to prove that the boundedness "M : BMO(Q) -+ BLO(Q)" is real improvement 

of the boundedness "M : BMO(Q) -+ BMO(Q)", where Q is a cube in JRn. The 

function M f is bounded from below and we cannot construct easily a function in 

BMO( Q) \ BLO( Q) which is bounded from below. See also [28, 51] (2011, 2017) for 

other applications. 
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Later, Nakai and Sawano [52] (2012) proved that Lp,¢(:!Rn) is the dual space of 

the Hardy space HP(·l(IRn) with variable exponent. In general the predual is not 

unique. See [43, 47] (2008, 2017) for another predual of Lp,¢(1Rn). 

For the relation among Campanato, Morrey and Holder (Lipschitz) spaces with 

variable growth condition, see [41, 43, 44] (2006, 2008, 2010). For the boundedness of 

singular and fractional integral operators and the convolution operator with the heat 

kernel on Lp,¢(1Rn), see [44, 57] (2010, 2019). The characterization of b E Lp,¢(1Rn) 

by using the commutator [b, T] or [b, Ip] is in [1, 2, 3] (2018, 2019, 2020). 

The organization of this paper is as follows. In Section 2 we give the definition 

of the pointwise multipliers and a hisotry of the pointwise multipliers on BMO. 

Then we state topics related to the pointwise multipliers on BMO with several basic 

calculations from Section 3 to Section 8. The definition of generalized Campanato 

spaces Lp,¢(1Rn) with variable growth condition is in Section 4. In Section 9 we give 

proofs of the relation among Campanato, Morrey and Holder (Lipschitz) spaces with 

variable growth condition. From Section 10 to Section 13 we state some operators 

on Lp,¢(1Rn), pointwise multiplies, singular integral operators and the convolution 

with the heat kernel, and then an application to the N avier-Stokes equation. In 

Sections 14 and 15 we state generalized fractional integral operators Ip and commu

tators [b, T] and [b,Ip] with b E Lp,¢(1Rn). From Section 10 to Section 15 are subsets 

of the paper [48]. 

2 Pointwise multipliers 

let n = (0, µ) be a complete a-finite measure space. We denote by £ 0(0) the set 

of all measurable functions from n to IR or C. Then £ 0 (0) is a linear space under 

the usual sum and scalar multiplication. Let E 1 , E 2 C £ 0 (0) be subspaces. We say 

that a function g E £ 0 (0) is a pointwise multiplier from E 1 to E 2 , if the pointwise 

multiplication f g is in E 2 for any f E E 1 . We denote by PWM(E1 , E 2 ) the set of 

all pointwise multipliers from E 1 to E 2 . We abbreviate PWM(E, E) to PWM(E). 

It is well known as Holder's inequality that 

for 1/p2 = 1/p1 + 1/p3 with p; E (0, oo], i = 1, 2, 3. This shows that 

Conversely, we can show the reverse inclusion by using the uniform boundedness 
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theorem or the closed graph theorem. That is, 

(2.1) 

If P1 = P2 = p, then 

(2.2) 

See Section 3, for the proof of (2.2) with O = ]Rn. However, 

(2.3) 

In 1976 Stegenga [63] and Janson [21] gave the characterization of the pointwise 

multipliers on BMO(O) for O = 11' and O = 1I'n, respectively. After then the history 

is the following: 

• Nakai and Yabuta [54] (1985) for BMO(IRn) and local BMO(IRn). 

• Yabuta [65] (1993) for weighted dyadic BMO on :!Rn. 

• Nakai [33] (1993) for Campanato spaces on ]Rn_ 

• Nakai and Yabuta [55] (1997) and Nakai [35] (1997) for BMO and Campanato 

spaces on spaces of homogeneous type (0, d, µ). 

• Lin and Da. Yang [29] (2014) for local BMO and local Campanato spaces on 

RD spaces. 

• Liu and Da. Yang [30] (2014) for BMO(IRn, µ) with the Gauss measure. 

• Nakai and Sadasue [50] (2014) for martingale BMO and Campanato spaces on 

probability spaces (0, F, P). 

• Li, Nakai and Do. Yang [27] (2018) for RBMO(IRn,µ) with non-doubling mea

sures. 

In this section we state a proof of the following theorem (see [31, 46]). 

Theorem 3.1. Let O < p :::; oo. Then 

(3.1) 
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Proof. We first show that, if g E L 00 (1Rn), then g E PWM(V(IRn)) and 

We may assume that g -=/=- 0. From the inequality IIJgllLP S llgllu,0 IIJIILP, we get 

g E PWM(V(IRn)) and llgllPWM(LP) S llgll£oo. Moreover, for any 7) E (0, llgllLoo ), 
let A 77 = {x : lg(x)I > 7/} and take a ball B 77 such that IA77 n B77 1 > 0. Then 

XA,,nB,, E V(IRn) and 'f/XA,,nB,, S l9IXA,,nB,,, which shows 

Therefore, we have llgllPwM(LP) = 11911£00 • 

There are two ways to prove PWM(V(IRn)) C L00 (IRn). 

(i) Let g E PWM(V(IRn)). For j EN, let 

{
o (lxl ~ j), 

91(x) = lg(x)I (lxl < j, lg(x)I s j), 

j (lxl < j, lg(x)I < j). 

(3.2) 

Then g1 E L00 (1Rn). By the first part of the proof we have llg1IIPwM(LP) = 119111£00 -

For any f E V(IRn), Jg E V(IRn) and sup1 llfgJLP S IIJgllLP· From the uni

form boundedness principle it follows that sup1 llg1IIPWM(LP) < oo, which implies 

sup1 llg1IIL00 < oo. Therefore, we have g E L00 (1Rn). 
(ii) Let g E PWM(V(IRn)). Then it is easy to see that g is a closed operator. 

Hence g is a bounded operator by the closed graph theorem. For j EN, let g1 be as 

in (3.2). Then g1 E L00 (1Rn) and llg1 IILoo = llg1IIPWM(LP) S llgllPWM(LP)· Therefore, 

□ 

4 Campanato spaces 

For x E ]Rn and r E (0, oo), let B(x, r) be a ball centered at x and radius r, or, 

a cube centered at x and sidelength r. For a function f E Lf0 c(IRn) and for a ball 

(cube) B, let 

!B = t f = t f(y) dy = l~I l f(y) dy. 

where IBI is the Lebesgue measure of B. In the following we use the symbol Q for 

the cube. 
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Definition 4.1. For p E [1, oo) and A E [-n/p, 1], let .Cv,,ll~n) be the set of all 

functions f such that the following functional is finite: 

1 (t )l/p llfllcp,>-(JRn) = sup ~ lf(y) - fBIP dy , 
B=B(x,r) r B 

where the supremum is taken over all balls B in Rn. 

We regard .Cv,.x(Rn) as a space of functions modulo null-functions and constant 

functions. Then llfllcv,>-(JRn) is a norm and thereby Lv,.x(Rn) is a Banach space. We 

can define an equivalent norm by using cubes Q instead of balls Bin Definition 4.1. 

If p = 1 and A = 0, then .Cv,.x(Rn) = BMO(Rn). If p = 1 and A E (0, 1], then 

.Cv,.x(Rn) coincides with Lip,x(Rn) modulo null-functions. By the John-Nirenberg 

inequality [23] we conclude that, if A E [O, 1], then Lv,.x(Rn) = £ 1,.x(Rn) with equiv

alent norms for each p. If A E [-n/p, 0), then .Cv,.x(Rn) coincides with the Morrey 

space Lv,.x(Rn) modulo constant functions, which is defined by the norm 

1 (t ) l/p IIJIILp,A(JRn) = sup ~ lf(y)IP dy 
B=B(x,r) r B 

If A= -n/p, then Lv,.x(Rn) = £P(Rn). For these relations, see [7, 23, 32, 59]. 

The generalized Campanato space Lp,,t,(Rn) with variable growth condition is 

defined as follows: For a variable growth function ¢ : Rn x ( 0, oo) ---+ ( 0, oo) and a 

ball D = B(x, r) we write ¢(B) = ¢(x, r). 

Definition 4.2. For p E [1, oo) and¢: Rn x (0, oo) ---+ (0, oo), let .Cv,¢(Rn) be the 

set of all functions f such that the following functional is finite: 

where the supremum is taken over all balls B in Rn. 

We regard Lv,¢(Rn) as a space of functions modulo null-functions and constant 

functions. Then llf llcv,¢(IRn) is a norm and thereby .Cv,¢(Rn) is a Banach space. If 

¢(x, r) = r\ then .Cv,¢(Rn) is the usual Campanato space .Cv,.x(Rn). For example, 

let A(·) : Rn---+ [-n/p, 1] be a continuous function and 

A(x) = {~ 
-n/p 

In this case, if f E .Cv,¢(Rn), then f is a BMO function on B1 , a Lipschitz function 

on B2 and an £P function on B3 • 
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In 1985 the generalized Campanato space £p,¢(1Rn) was introduced by Nakai and 

Yabuta [54] to characterize pointwise multipliers on BMO(JRn). 
For a function¢: ]Rn x (0, oo)-+ (0, oo), let 

Then we have the following lemma: 

Lemma 4.1 ([33, Lemma 3.1]). Let p E [1, oo). Assume that¢ : ]Rn x (0, oo) ➔ 
(0, oo) satisfies the following properties: 

1 ¢(x,s) A 
A1 :S ¢(x, r) '.S 1 ' 

1 ¢(x,r) A 
A2 :S ¢(y, r) '.S 2 ' 

¢(x, s) '.S A3 ¢(x, r), 
s r 

1r tnfpcp(x, t) < A n/p,1,( ) 
t _ 4r '+'x,r, 

0 

if Ix - YI :S r, 

if r < s, 

(4.1) 

(4.2) 

(4.3) 

(4.4) 

where A; (i = 1, 2, 3, 4) are positive constants independent of x, y E ]Rn and r, s E 

(0, oo). Then fa(x) = ¢*(a, Ix - al) is in Lp,¢(1Rn) and llfall.cv,¢ :SC independently 

of a E lRn. 

In the above theorem, if¢= 1, then fa(x) = - log Ix - al E BMO(JRn). 
In the rest of this section we give simple properties of the mean oscilation with 

basic calculations. For a function f and a ball B, let 

Then 

and 

That is, 

MO(lfl, B) '.S 2MO(J, B). 

If f and g are real valued, from the above inequality and the relations 

U ) _ f + g + If - gl max ,g - 2 , . U ) _ f + g - If - gl mm ,g - 2 , 
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it follows that 

II max(!, g)lkP,4>' II min(!, g)li£P,4> S ~ (llflkv,4> + llglli:v,4>) • (4.5) 

For two balls B1 and B2 , if B1 C B2 , then 

(4.6) 

Lemma 4.2. Let p E [1, oo). Assume that</>: ]Rn x (0, oo)-+ (0, oo) satisfies (4.1). 

Let f E Lp,¢ (JRn). Then there exists a positive constant C such that, for a E ]Rn and 

0 < r < s < oo, 

( {2s </>(a, t) ) 
jJn(a,r) - fn(a,s) I SC Jr -t- dt llf 11£v,4>' (4.7) 

Proof. If r < s ::; 2r, then by ( 4.6) we have 

lfs(a,r) - fs(a,s) I S 2nMO(J, B(a, s)) S 2n</>(a, s)llfli£P,4> 

~ (£2r ¢(:, t) dt) llflli:p,q,· (4.8) 

If 2kr < s::; 2k+1r for some k EN, than, by the same calculation as (4.8), we have 

k 

!IB(a,r) - fs(a,s) I SL lfs(a,2j-lr) - fs(a,2ir) I+ lfB(a,2kr) - fs(a,s) I 
j=l 

which shows (6.1). 

5 Pointwise multipliers on BMO(IRn) 

To consider the pointwise multipliers on BMO(JRn) we introduce a norm 

llfllsMOl(ffi.n) = llfllsMO(ffi.n) + l!sco,1)1-

□ 

Then BMO1(JRn) = (BMO(JRn), 11 · llsMol(Rn)) is a Banach space not modulo constant 

functions. We have the following theorem, whose proof will be given in Section 6. 

Theorem 5.1 ([54] (1985)). Let 

1 
</>(x, r) = log(r + 1/r + lxl)' x E ]Rn, r E (0, oo). (5.1) 

Then PWM(BMO1(JRn)) = £ 1,q1(1Rn) n L00 (1Rn). In this case, the operator norm of 

g E PWM(BMO1(1Rn)) is comparable to llgll£1 ,4>(ffi.n) + ll9IIL00 (ffi.n), 



202

Remark 5.1. Let ¢(r) = 1/log(l/r). Then PWM(BMOl('lI'n)) = £ 1,q,(1I'n)nL00 (1l'n). 

In this case we don't need variable growth functions. 

The following proposition is a special case of [54, Proposition 5.1], which gives 

a sufficient condition for 9 E PWM(BMOl(JRn)). 

Proposition 5.2 ([54] (1985)). Assume that a function 9 satisfies 

C1 
l9(x) - 9(y)I ~ log(e/lx _YI), if Ix - YI ~ 1, (5.2) 

C2 
l9 (x) - 9001 ~ log(e + lxl) (5.3) 

for some constants C1 , C2 and 900 independent of x, y E IRn. Then 9 is a pointwise 

multiplier on BMO(IRn). 

Nowadays the conditions (5.2) and (5.3) are called the log-Holder conditions. 

Note that, if p(x) satisfies (5.2), then ¢(x, r) = rp(x) satisfies (4.2). Diening [12] and 

Crutz-Uribe et al. [11] proved that, if 

1 < inf p(x) ~ sup p(x) < oo 
xEJR.n xEffi.n 

(5.4) 

and p(·) satisfies (5.2) and (5.3), then the Hardy-Littlewood maximal operator M 

is bounded on vC·l(JRn). 

However, the continuity condition (5.2) and the existance of the limit 900 = 
limlxl➔oo 9(x) in (5.3) are not necessary for the boundedness of the operator M on 

£PC·l(JRn). Lerner [26] (2005) proved the following theorem by using Theorem 5.1. 

Theorem 5.3 ([26] (2005)). Let p(·) be a real valued measurable function. If p(·) E 

PWM(BMOl(JRn)), then there exists a positive constant a such that the Hardy

Littlewood maximal operator M is bounded on L'"+P(·l(JRn). 

Here we give critical examples of 9 E PWM(BMO1(IRn)) which don't satisfies 

the log-Holder conditions. In Theorem 5.1 

{ 
1 ( I 

1 I I) for small r, 
,-1..( ) ~ og 1 r + a 
'f' a,r 1 

log(r + lal) for larger. 

Let a = 0. Then 

11/e dt 
max(0, ¢*(0, lxl) - ¢*(0, 1/e)) = 1 (l/) = XB(o,1/e)(x) loglog(lxl-1) 

min(l/e,lxl) t og t 
(5.5) 

!max(e,lxl) dt 
max(0, -¢*(0, lxl) + ¢*(0, e)) = - 1-(-) = XB(O e)c (x) log log lxl 

e t og t ' 
(5.6) 
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are in £ 1,cp(IRn) by Lemma 4.1 and (4.5). Let 

g1(x) = sin (XB(o,1/e)(x) loglog(lxl-1)) 

g2(x) = sin (XB(D,e)C (x) log log lxl). 

(5.7) 

(5.8) 

Then gi E £ 1,cp(IRn) n L00 (1Rn) = PWM(BMOl(JRn)) for i = 1, 2. Note that g1 is not 

continuous and that limlxl--+oo g2 (x) does not exist. The example (5.7) was given by 

Janson [21] (1976) and Stegenga [63] (1976) on the Torus 11'n, and the example (5.8) 

by [54] on IRn. 

ffi~J!( (2008) proved the following theorem in her Master's thesis. 

Theorem 5.4 ([58]). If p(·) satisfies (5.4) and is a constant outside some ball B, 

and if 

sup 1 j 11/p - (1/p)BI < oo, 
aEJRd,0<r<l/2 l/log(l/r) JB(a,r) 

(5.9) 

then the Hardy-Littlewood maximal operator Mis bounded on £P(·l(JRn). 

In the above theorem 1/p(·) is bounded. We can also conclude that 1/p(·) E 

£ 1,cp(IRn) for¢ in (5.1). That is, 1/p(·) E PWM(BMOl(JRn)). Moreover, the following 

theorem is known. 

Theorem 5.5 ([14]). Let p(·) satisfy 

1 < inf p(x) :S sup p(x) :S oo. 
xEJRn xEJRn 

(5.10) 

Ifl/p(·) satisfies the log-Holder conditions (5.2) and (5.3), then the Hardy-Littlewood 

maximal operator M is bounded on £P(·)(JRn). 

In the above theorem 1/p(·) is also in PWM(BMO1(IRn)) by Proposition 5.2. 

6 Proof of Theorem 5.1 

First we note that, if g E PWM(BMO1(IRn)), then g is a closed operator, and then 

g is a bounded operator by the closed graph theorem. 

Nest we state several lemmas. 

Lemma 6.1. Let f E BMO(IRn). If B(a, r) c B(b, s), then 

lfB(a,r)-fB(b,s)I ~ (128 
}dt) llfllBMO· (6.1) 
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Proof. If r < s::::; 2r and B(a, r) C B(b, s), then by (4.6) we have 

(6.2) 

If 2kr < s ::::; 2k+lr for some k E N, then take balls Bj of radius 2Jr, j = 1, 2, • • • k, 

such that 

B(a, r) = B0 C B1 C · · · C Bk C B(b, s). 

Than, by the same calculation as (6.2), we have 

k 

lfB(a,r) - fB(b,s) I :=::; L IJBj-l - fBj I + IJBk - fB(b,s) I 
j=l 

k+l (12ir 1 ) (12k+lr 1 ) 
~ L - t dt IIJIIBMO = t dt IIJIIBMO, 

j=l 2J 1r r 

which shows (6.1). □ 

Lemma 6.2. There exists a positive constant C such that, for all f E BMO1(Rn) 

and balls B(a, r), 

l!B(a,r) I ::::; c( log(r + 1/r + lal)) IIJIIBMOI• (6.3) 

Proof. First note that B(a, r), B(O, 1) C B(O, r + l/r + lal), since r + l/r ~ 2. By 

Lemma 6.1 we have 

lfB(a,r) - fB(0,1)1 :=::; lfB(a,r) - fB(O,r+l/r+lal)I + IJB(0,1) - fB(O,r+l/r+lal)I 

(12(r+l/r+lal) 1 !2(r+l/r+lal) 1 ) 
~ - dt + - dt llf llBMO 

r t 1 t 

= ( 2 log(2(r + 1/r + lal)) + log(l/r)) llf llBMO 

~ ( log(r + 1/r + lal)) IIJIIBMO, 

which shows (6.3). 

Let 

h*(r) = max(l, logr), h*(r) = max(l, -logr), r > 0. 

□ 

Then h*(l · l),h*(l · I) E BMO1(Rn) by (4.5) and llh*(I · -al)IIBMOI ::::; C for some 

constant independent of a E Rn. Moreover, we can easily check that 

h*(lal) + h*(r) + h*(r) rv log(r + 1/r + lal)-
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Lemma 6.3. There exsits a positive constant c such that, for any ball B(a, r), 

j h*(lxl) dx 2'. c( h*(lal) + h*(r)), 
}B(a,r) 

j h*(lx - al) dx 2'. h*(r). 
}B(a,r) 

(6.4) 

(6.5) 

Proof. From the monotonicity of h* and h* it follows that 

j h*(lxl) 2: l f h*(lxl);::: h*(lal), 
JB(a,r) IB(a,r)l }B(a,r)\B(O,lal) 

j h*(lxl) 2: j h*(lxl) 2: IB(~ )I f h*(lxl);::: h*(r/2) ~ h*(r), J B(a,r) J B(O,r) , r J B(O,r)\B(O,r/2) 

j h*(lx - al) = j h*(lxl) 2: h*(r), 
} B(a,r) } B(O,r) 

which show the conclusion. □ 

Lemma 6.4. If g E PWM(BMO1(Rn)), then g E L00 (1Rn) and, for some constant 

C independent of g, llgllv"' :S CllgllPwM(BMOI)• 

Proof. For any ball B(a, r) with r < 1/2, let 

h(x) = max(0, - log Ix - al+ logr) = { 0 I I 
- log x - a + log r 

(Ix - al 2: r) 
(lx-al<r). 

Then llhllBMO is independent of B(a,r) and lhB(o,i)I :SC. Moreover, we have 

lh(x)l>-log(r/2)+logr=log2 for xEB(a,r/2). 

Now, for g E PWM(BMO1(1Rn)), let u = (gh)B(a,2r)· Then 

r lgh - ul 2: r lgh - ul + r lul 
} B(a,2r) } B(a,r/2) } B(a,2r)\B(a,r) 

2'. r (lgh - ul + lul) 
} B(a,r/2) 

2: f lghl2:log2 f lgl, 
} B(a,r/2) } B(a,r/2) 

and 

j 191 ;S j lgh - ul :S llghllBMOI ;S ll9IIPwM(BMOI)• 
} B(a,r/2) } B(a,2r) 

Letting r-+ 0, we get lg(a)I ;S ll9IIPWM(BMOI) a.e. a E Rn by Lebesgue's differentia

tion theorem. This shows that llgllu"' ;S llgllPwM(BMOi)• D 
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Lemma 6.5. Let f E BMO1(1Rn) and g E L00 (1Rn). Then Jg E BMO1(1Rn) if and 

only ifsupB IJBIMO(g,B) < oo. In this case 

I IIJgllsMo - s~p IJBIMO(g, B) I :S 2IIJllsMollgllv"'• (6.6) 

Proof. 

IMO(fg,B)- IJBIMO(g,B)I =It lfg- (fg)BI- IJBI t lg- gBII 

'.S t I (Jg - (f g)B) - (JB(g - gB)) I 

= t lu - JB)g - ((fg)B - JBgB)I 

:::; t lu- JB)gl + lug)B - JBgBI 

= t lu- JB)gl +It u- JB)gl 

:S 2IIJllsMollgllv"', 

which implies 

supMO(fg, B) < oo {cc} sup lfBIMO(g, B) < oo. 
B B 

In this case we have (6.6). □ 

Proof of Theorems 5.1. Let g E PWM(BMO1(IRn)) and f E BMO1(IRn). Then Jg E 

BMO1(1Rn) and IIJgllsMol :S llfllsM01 llgllPWM(BMOI)• By Lemma 6.4 we have g E 
L00 (1Rn) and llgllv"' ;S llgllPWM(BMOI)• By Lemma 6.5 we have 

Take h*(I · I) or h*(I · -al) as fin (6.7). Then, by Lemma 6.3, we have 

sup ( h*(lal) + h*(r) + h.(r) )MO(g, B(a, r)) ;S llgllPwM(BMOI), 
B(a,r) 

which shows g E £1,q.,(IRn) and llgll.c1 ,<1> ;S llgllPWM(BMOI), since h*(lal) + h*(r) + 
h.(r) ~ log(r + 1/r + lal) = 1/¢(a, r). 

Conversely, let g E £ 1,q.,(IRn) n L00 (1Rn). For any f E BMO1(IRn), by Lemma 6.2 

we have 
1 

l!BI :S ¢(B) llfllsMol for any ball B, 

and 
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By Lemma 6.5 we have Jg E BMOl(JRn) and 

IIJgllBMoi ;S s~p l!BIMO(g, B) + 2IIJIIBMollgllv'° ;S IIJIIBMoi (llgllc1,1> + llgllv'°) • 

That is, g E PWM(BMO1(IRn)) and llgllPWM(BMOi) ;S llgllc1,1> + llgllu•0 • D 

7 Proof of Theorem 5.3 

In this section we prove Theorem 5.3 by Lerner's idea in [26]. We use the following 

theorems. 

Theorem 7.1 (John and Nirenberg [23] (1961)). Let f E BMO(IRn) and Q a cube 

in IRn. Then, for ..\. > 0, 

l{x E Q: lf(x) - JQI > ..\.}I ::::; elQle-AA/11/IIBMo, 

where A= (2ne)-1 . 

For the constant A= (2ne)-1 , see Grafakos [19, p. 160] 

(7.1) 

Theorem 7.2 (Coifman and Rochberg [9] (1980)). Let f E L}0 c(IRn) and Mf < oo 

a.e. Then log(Mf) E BMO(IRn) and II log(Mf)IIBMO S "fn, where "fn > l depends 

only on n. 

We note that, if the operator Mis bounded on LPO(JRn), then Mis also bounded 

on Lrp(·) (IRn) for any r > l. Indeed, by Holder's inequality, 

Next we recall the Muckenhoupt AP condition, 1 < p < oo. A weight w satisfies 

the AP condition ( w E AP), if 

where the supremum is taken over all cubes Q. Muckenhoupt proved that 

for any f E LP(IRn, w) if and only if w E AP. Moreover, the constant c is depends 

only on n, p and llwllAp 

Lemma 7.3. If IIJIIBMO S (2ne)-1 , then lle1 1IA2 S 4. 
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Proof. By Theorem 7.1, 

l elf-!QI ~ IQI + 100 l{x E Q: lf(x) - fql >>-}Id,\ 

~ IQI + loo elQle-AVIIJIIBMo d,\ ~ 2IQI, 

and 

~ s~p (t elf-fql) 2 ~ 4. 

Take a cube Q0 with measure 1 and let 

□ 

Let J* be the non-increasing rearrangement on Q0 and J** = r 1 J; J*. We use 

the following facts (see e.g. [5, p. 122 and p. 53]); 

(Mf)*(t) ~ 3nj**(t), t > 0, 

t j*(T) dT = sup r lf(x)I dx, 
lo IEl=t lE 

where the supremum is taken over all measurable sets E with IEI = t. 

(7.2) 

(7.3) 

Proof of Theorem 5.3. For p(·) E PWM(BMO1(Rn)), take small c > 0 and large 

a> 0 such that O < 2 - m - cp(·) < 1/2, and 

112 - m - cp(·)IIPWM(BMOI) ~ (2ne)-1hn + 3n)-1 . 

Let q(·) = 2 - c(a + p(·)). Then 3/2 ~ 2 - q(·) ~ 2. We will show that the operator 

Mis bounded on £ 2-q(·l(Rn) = u(a+p(·))(Rn). Then the operator Mis also bounded 

on La+p(·)(Rn). 

Let 11!11£2-q(·l = 1 and f 2: 0. Let J = f + XQo· Then log(Mf) 2: 0 on Qo and 

From 

{ log(Mf)~ { log(l+Mf)= f\og(l+(Mf)*(t))dt 
lQo lQo lo 

~ 11 
log(l + 3n f**(t)) dt. 

sup r Ill ~ 2IIJIIL2-q() IIXQo 11£(2-q(•))' ~ 2, 
IEl=tlE 
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it follows that f**(t) :::;: 2/t. Then 

[ log(Mf)s [1log(l+3nf**(t))dts [1log(l+2·3n/t)dts3n. 
}Qo Jo Jo 

By Theorem 7.2 we have 11 log(Mf)IIBMoi S "In+ 3n. Then 

II - q(·) log(Mf)IIBMOI S llq(·)IIPWM(BMOIJll log(Mf)IIBMOI S (2ne)-1. 

By Lemma 7.3 we have II (M J)-q(·) IIA2 S 4. Then 

r (Mf) 2-q(·) s r (Mi)2-q(·) = r (Mf)2(MJ)-q(·) :s r 111 2 (MJ)-qO . 
}]Rn }]Rn }]Rn }]Rn 

Since q(-) > 0, (Mf)-q(·) S lfl-q(-)_ Then 

r (M 1)2-q(·) :::: r 111 2(M l)-q(·) :::: r 111 2-q0 :s 1. 
}]Rn }]Rn }]Rn 

This shows that the operator Mis bounded on L2-q(·l(JRn). □ 

8 Another application of Theorem 5.1 

For a cube Q c !Rn, let BMO(Q) and BLO(Q) be the set of all functions f such 

that the following functionals are finite, respectively. 

IIJIIBMO(Q) = sup j If - frl, 
PcQJr 

IIJIIBLO(Q) = sup j (f - inf f), 
PcQJP P 

where the suprema are taken over all cubes P containing Q. 

Bennett, De Vore and Sharpley [6] (1981) proved that the Hardy-Littlewood max

imal operator Mis bounded on BMO(Q). Then Bennett [4] (1982) proved that the 

operator Mis bounded from BMO(Q) to BLO(Q). The latter seems to be improve

ment upon the former, since BLO(Q) ~ BMO(Q). However, if 

BMO(Q) n {J: f is bounded from below}= BLO(Q), 

then the latter is only a corollary of the former, since M f 2: 0. Therefore, we need 

to find a function in BMO( Q) \ BLO( Q) which is bounded from below. To do this, 

we use the pointwise multiplier on BMO( Q). This idea is in [28]. 

We may assume that Q = [-1, l]n. Let 

f(x) =max(0,-loglxl) and g(x) =sin(XB(o,1/e)(x)loglog(lxl-1)), 
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where g is the same as g1 in (5.7). Then f E BMO1(Q) and g E PWM(BMO1(Q)). 

Hence If gl E BMO(Q). We will show that lfgl ~ BLO(Q). Choose rk > 0 such 

that 

loglog(r;1) = (1r/4)k, k EN. 

Then rk \. 0 ask----+ oo. If rsm+4:::; r:::; rsm+3, m EN, then 

(2m + 3/4)1r:::; loglog(r-1 ):::; (2m + l)1r, 

and then 

sin(loglog(r-1)) 2: 0, cos(loglog(r-1)) < 0 

and 

sin(log log(r-1)) + cos(log log(r-1)) < 0. 

Letting h(r) = (-logr)sin(loglog(r-1)), we have 

h'(r) = --r1 sin(loglog(r-1 )) +log(r-1)cos(loglog(r-1 )) ( 1 ) 
r log(r-1) 

= -t ( sin(log log(r-1)) + cos(log log(r-1 )) ) > O, 

h" (r) = : 2 ( sin(log log(r-1 )) + cos(log log(r-1))) 

-t ( cos(log log(r-1)) - sin(log log(r-1))) ( - r log~r-l J < 0. 

r . . . Tsm+4 . . . Tsm+3 ... 
h'(r) + 
h"(r) -

h(r) 0 / ( v'2/2) log(l/rsm+3) 

Since h is concave in this interval, 

as m----+ oo. 

This shows that IJgl is not in BLO(Q). 

For the martingale maximal function on probability spaces, the same application 

is in [51]. 

9 Related function spaces 

In this section, we state the relations between Lp,¢(1Rn) and other function spaces 

with variable growth condition. 
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Definition 9.1. For 1::; p < oo and¢: ]Rn x (0, oo)----+ (0, oo), the function spaces 

£!,</>(JRn) and Lp,¢(1Rn) are the sets of all functions f such that 

ll!llc!,<1> = ll!llcp,¢ + lfB(o,lJI < 00, 

1 (1 )l/p 
IIJIILp,¢ = s~p ¢(B) j B lf(x)IP dx < oo, 

respectively. 

We regard £!,</>(JRn) and Lp,¢(1Rn) as spaces of functions modulo null-functions. 

Then these functionals are also norms and thereby these spaces are Banach spaces. 

If ¢(B) = IBl-l/p for all balls B, then 

From the definition it follows that 

llfllcp,¢ ::; 2IIJIILP,¢' llfllc!,<1> ::; (2 + ¢(0, l))IIJIILp,¢• (9.1) 

Definition 9.2. For ¢ : ]Rn x (0, oo) ----+ (0, oo), the function spaces A¢(1Rn) and 

A~ (JRn) are the sets of all functions f such that 

IIJIIA1, = sup 2 lf(x) - f(y)I 
x,yEJRn, x=Jy </>(x, Ix - YI) + </>(y, IY - xi) 

< oo, 

IIJIIA1 = IIJIIA¢ + lf(0)I < oo, 
¢ 

respectively. 

We regard A~ (JRn) as a space of functions defined at all x E ]Rn, and A¢ (JRn) 
as a space of functions defined at all x E ]Rn modulo constant functions. Then 

these functionals are also norms and thereby these spaces are Banach spaces. For 

¢( x, r) = r°', 0 < a ::; 1, we denote Ar" (lRn) and A~" (lRn) by Lipa (lRn) and Lip~ (lRn), 
respectively. In this case, 

IJ(x) - f(y)I 
Ix - YI°' 

If ¢(x,r) = min(r°', 1), 0 <a::; 1, then 

and IIJIILip~ = IIJIILip" + lf(0)I-

For two variable growth functions ¢ 1 and ¢ 2 , we write ¢ 1 ~ ¢ 2 if there exists a 

positive constant C such that 
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In this case, two function spaces defined by ¢1 and by ¢2 coincide with equivalent 

norms. 

We consider the conditions (4.1) and (4.2) on variable growth function ¢. We 

also use the following conditions. 

¢(x, r) ~ C¢(x, s), 

C¢(x, r) 2 ¢(x, s), 

if r < s, 

if r < s, 

(9.2) 

(9.3) 

where C is positive constant independent of x, y E ]Rn and r, s E (0, oo). The 

conditions (4.1), (9.2) and (9.3) are called the doubling, almost increasingness and 

almost decreasingness conditions, respectively. The condition ( 4.2) is introduced in 

[33] and studied in [52] precisely. In this paper, we call it the nearness condition. 

Note that ( 4.2) and (9.2) imply that there exists a positive constant C such that, 

for all x, y E ]Rn and r, s E (0, oo), 

¢(x, r) ~ C¢(y, s) if B(x, r) C B(y, s). 

Then we have the following three theorems: 

Theorem 9.1 ([43] (2008)). If¢ satisfies (4.1), (4.2) and (9.2), then, for every 

1 ~ p < oo, Lp,¢(1Rn) = £ 1,¢(1Rn) and £!,</>(JRn) = .ct</>(JRn) with equivalent norms, 

respectively. 

The abave theorem was proved by using the John-Nirenberg inequality [23]. 

Theorem 9.2 ([41] (2006)). If¢ satisfies (4.1), (4.2) and (9.2), and if there exists 

a positive constant C such that 

1r ¢(:, t) dt ~ C¢(x, r), x E lRn, r E (0, oo), (9.4) 

then, for every l ~ p < oo, each element in £!,</>(JRn) can be regarded as a continuous 

function, (that is, each element is equivalent to a continuous function modulo null

functions) and Lp,¢(1Rn) = Aq,(lRn) and £!,</>(JRn) = A~(JRn) with equivalent norms, 

respectively. In particular, if ¢(x, r) = r°', 0 < a ~ 1, then, for every l ~ p < oo, 

£!,</>(JRn) = Lip~(JRn) and .Cp,¢(1Rn) = Lipa(JRn) with equivalent norms, respectively. 

Proof. Let f E Lp,¢(1Rn). For x, y E ]Rn and r > 0, if r < Ix - YI, then 

B(x, r), B(y, Ix - YI) C B(x, 2lx - YI), B(y, r) C B(y, Ix - YI)-
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By Lemma 4.2 and inequalities (4.6) and (9.4) we have 

l!ecx,r) - fe(y,r) I 

::=; lfB(x,r) - fB(x,2lx-yl) I+ IIB(x,2lx-yl) - fe(y,lx-yl) I + lfB(y,lx-yl) - fe(y,r) I 
;$ (tx-,I ¢(:, l) dt + ¢(x, 2jx -yl) + tx-,I ¢(~, l) dt) llf llc,,, 

;S ( ¢(x, 4lx - YI)+ ¢(x, 2lx - YI)+ ¢(y, 2lx - YI)) llf llcp,</>· 

By the doubling condition ( 4.1) we have 

Letting r ----+ 0, we have 

lf(x) - f(y)I ;S ( ¢(x, Ix - YI)+ ¢(y, Ix - YI)) llfllcp,</> a.e. x, Y, 

which shows f E Aq1(:!Rn) and llfllA<I> ;S llfll.cP,<I>. 
Conversely, let f E Aq1(1Rn). For x,y E B(a,r), by the almost increasingness 

(9.2) and the nearness condition ( 4.2) of ¢ we have 

lf(x) - f(y)I ::=:; ( ¢(x, Ix - YI)+ ¢(y, Ix - YI)) llfllA<I> 

;S ( ¢(x, r) + ¢(y, r)) llf llAq1 ;S ¢(a, r) llf llA1,· 

Then 

(1 If - !Bca,r) 1P) l/p ::::; (1 (1 lf(x) - f(y) I dy)p dx) l/p 
} B(a,r) } B(a,r) } B(a,r) 

;S ¢(a, r)llfllAq1, 

which shows f E .Cp,q1(IRn) and llf ll.cP,1' ;S llf llAq1· □ 

Theorem 9.3 ([41] (2006)). Let l ::=:; p < oo. If¢ satisfies (4.1) and (4.2), and if 

there exists a positive constant C such that 

{')O ¢(x, t) ( ) n ( ) Jr -t - di ::=; Crp X, r , X E IR , r E 0, 00 , (9.5) 

then, for f E Lpq1(1Rn), the limit a(f) = lim fe(or) exists and 
' r--+oo ' 

That is, the mapping f c---+ f - a(f) is bijective and bicontinuous from .Cp,q1(IRn) 

( modulo constants) to LP,¢ (!Rn). 
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Proof. Let f E £p,q1(IRn). By (9.4) and (4.7) we have 

12s <j>(0 t) 
lfB(O,r) - fB(o,s) I ::; r -t-' - dt--+ 0 as r, s--+ oo with r < s. 

Hence, a-(f) = limr➔oo fB(O,r) exists. By (4.6) we have that, for any a E IRn, 

lfB(a,s) - a-(f) I ~ lfB(a,s) - fB(o,2s) I + lfB(o,2s) - a-(f) I 

~ 2n¢(0, 2s)IIJll.cP,1> + 11B(0,2s) - a-(f)I--+ 0 ass--+ 00. 

Letting s --+ oo in ( 4. 7), we have 

I I 100 ¢(a, t) 
!B(a,r) - a-(f) ~ r -t - dtllfll.cp,q, ~ ¢(a, r)llfll.cp,q," 

Then 

( j IJ-a-(f)IP)l/p::; (J lf-fB(a,r)IP)l/p +lfB(a,r)-a-(f)I 
} B(a,r) } B(a,r) 

~ ¢(a, r)IIJll.cp,¢' 

This shows that f - a-(f) is in Lp,q1(IRn) and 

From (9.1) it follows that 

Conversely, let f E Lp,q1(IRn). Then f E Lp,q1(IRn) and a-(f) = 0, since If B(O,r) I ::; 

¢(0,r)IIJIILP,1>--+ 0 as r--+ oo. □ 

These theorems are valid for spaces of homogeneous type, see [41, 43]. 

10 Pointwise multipliers on Campanato spaces 

In this section, we investigate the pointwise multipliers on generalized Campanato 

spaces £!,¢ (IRn). 

Theorem 10.1 ([33] (1993)). Letp E [1,oo). Assume that¢: IRnx(0,oo)--+ (0,oo) 

satisfies the same conditions as Lemma 4- 1. Let 

* _ /,max(2,lxl,r) ¢(0, t) ** - [max(2,lxl,r) <j>(x, t) 
<I>(x,r)- dt,<I> (x,r)- dt, 

1 t r t 
(10.1) 
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and let 'ljJ = ¢/(<P* + <P**). Then 

PWM(£!,¢(1Rn)) = £p,,i,(IRn) n L=(!Rn) 

and 

llgllop ~ llgllcp,,µ(IRn) + llgllL00 (JRn), 
where llgllop is the operator norm of g E PWM(£!,¢(1Rn)). 

For <Pi (i = 1, 2), we define <PJ and <P;* by (10.1). 

Theorem 10.2 ([35] (1997)). Let 1 < P2 < P1 < oo and P1 + P2 S P1P2- Assume 

that <Pi (i = 1, 2) satisfy (4.1), (4.2), (9.2) and (4.4) with p = Pi- Assume also that 

(10.2) 

and that (<P;+<Pt)/¢2 S C(<Pi+<Pi*)/¢1. If ¢3 = ¢2/(<Pi+<Pi*) is almost increasing, 

then 

and 

llgllop rv llgll.c1,,t,3(JRn) + llgllL1,¢2/¢1(JRn), 
where llgllop is the operator norm of g E PWM(£!1,¢1 (!Rn), £!2,¢2(1Rn)). 

In the above L1,¢2 j¢1 (!Rn) is the Morrey space. 

Proposition 10.3 ([35] (1997) ). Suppose that ¢1 and ¢2 satisfy the doubling con

dition (4.1). Let ¢3 = ¢2/(<Pi + <Pi*). If 1 S P2 < P1 < oo and p4 2 P1P2/(P1 - P2), 
then 

and 

llgllop S C(llgll.cp2,,t,3 + llgllLp4 ,,t,2N1), 

where llgllop is the operator norm of g E PWM(£!1,¢1 (!Rn), £!2,¢2(1Rn)). 

Corollary 10.4 ([57] (2019)). Let 1 S P2 < P1 < oo and l/p4 = l/p2 - l/p1. 
Suppose that ¢ satisfies the doubling condition ( 4.1) and that there exists a positive 

constant C¢ such that 

r= ¢(x t) Jo -t-' - dt S C¢ for all x E !Rn, 

1= ¢(x t) 
r -t-' - dt SC¢ ¢(x, r) for all x E !Rn and r 2: 1. 

(10.3) 

(10.4) 
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Let 

'l/J(x, r) = {¢(x, r) 
¢(x,r)2 

r < 1, 

r ?. 1. 

If f E £!1 ,¢(1Rn), g E £!4 ,¢(1Rn) and O"(j) = O"(g) = 0, then Jg E £!2 ,,;,(IRn), 
a(f g) = 0 and 

(10.5) 

For example, we can take p1 = p4 = 4 and P2 = 2. 

11 Singular integral operators 

Let 0 < K, ~ 1. We shall consider a singular integral operator T with kernel K on 

]Rn x ]Rn \ {( x, x) : x E ]Rn} satisfying the following properties: 

C 
IK(x, Y)I ~ I I for x =/= y, (11.1) x-y n 

IK(x,y)-K(z,y)l+IK(y,x)-K(y,z)I ~ I CI ( 1

1

x-zl
1

)r;, 
x-yn x-y 

for Ix - YI ?. 2lx - zl, 
(11.2) 

1 K(x,y)dy = 1 K(y,x)dy = 0 
r:S:lx-yl<R r:S:lx-yl<R 

for 0 < r < R < oo and x E ]Rn, 

where C is a positive constant independent of x, y, z E IRn. 

For T/ > 0, let 

Tr,J(x) = 1 K(x, y)J(y) dy. 
lx-yl:2:r, 

(11.3) 

Then Tr,J(x) is well defined for f E C~mp(IRn). We assume that, for all 1 < p < oo, 

there exists positive constant Gp independently 77 > 0 such that, 

and Tr,J converges to Tf in V(IRn) as 77 -+ 0. By this assumption, the operator 

T can be extended as a continuous linear operator on LP(IRn). We shall say the 

operator T satisfying the above conditions is a singular integral operator of type K,. 

Now, to define T for functions fin Campanato spaces we first define the modified 

version of Tr, by 

Tr,J(x) = 1 J(y) [K(x, y) - K(0, y)(l - Xs(o,1)(Y))] dy. (11.4) 
lx-yl:2:r, 
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If¢ satisfies (4.1) and Ji°° ¢~,t) dt < oo, then we can show that the integral in the 

definition above converges absolutely for each x and that T,if converges in LP(B) 

as T/ -+ 0 for each ball B. We denote the limit by T' f. If both T f and T f are well 

defined, then the difference is a constant. 

Theorem 11.1 ([44] (2010)). Let 0 < ,-,, ::; 1 and 1 < p < oo. Assume that¢ 

satisfies ( 4.1) and that there exists a positive constant A such that, for all x E Rn 

and r E (0, oo), 

100 ¢(x t) 
r"' -'-dt < A,1,(x r). tl+x; - 'f' ' 

r 
(11.5) 

JfT is a singular integral operator of type,-,,, then Tis bounded on Lp,¢(IRn) and on 

£;,¢(Rn), that is, there exists a positive constants C such that 

Moreover, if¢ satisfies (4.2) and (9.2) also, then Tis bounded on .C1,¢(1Rn) and on 

.ct¢(1Rn). 

For example, ¢(x,r) = r>-(x) with -n/p::; inf >.(x)::; sup >.(x) < 1 satisfies the 
xEJRn xEJRn 

condition (11.5). 

For Morrey spaces LP,¢(IRn), we have the following. 

Theorem 11.2 ([34] (1994)). Let 1 < p < oo. Assume that¢ satisfies (4.1) and 

that there exists a positive constant A such that, for all x E Rn and r E (0, oo), 

If T is a singular integral operator with kernel satisfying ( 11.1), and if T is bounded 

on LP(JRn), then T can be extended to a bounded operator on Lp,¢(IRn). 

For example, ¢(x, r) = r>.(x) with -n/p :S inf >.(x) :S sup >.(x) < 0 satisfies the 
xEJRn xEJRn 

above condition. 

Next we state the boundedness of the Riesz transforms particularly, which are 

singular integral operators of type 1. For f E C~mp(IRn) the Riesz transforms off 
are defined by 

RJf(x) = lim RJ ,J(x), j = 1, ... , n, 
e--+0 ' 

where 

r ( n+ 1) _n+l 
Cn= -- 7r 2 2 . 
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Then it is known that, for all 1 < p < oo, there exists a positive constant Gp 

independently c > 0 such that, 

and Rj,,J converges to Rjf in .V(JRn) as c ➔ 0. That is, the operator Rj can be 

extended as a continuous linear operator on .V(JRn). Hence, we can define a modified 

Riesz transforms of f as 

and 

k f( ·) = 1 ( Xj - Yj _ (-yj)(l - XB(D,l)(Y))) f( ) d 
J.E: X Cn I 1n+l I 1n+l Y y. 

JRn\B(x,E:) X - Y Y 

We note that, if both Rjf and Rjf are well defined on lRn, then Rjf - Rjf is a 

constant function. More precisely, 

Rjf(x) - Rjf(x) = Cn ln (-yj)(ll~n:~(D,l)(Y)) f(y) dy. 

Theorem 11.3 ([57] (2019)). Let l < p < oo. Assume that¢ satisfies (4.1) and 

that there exists a positive constant A such that, for all x E ]Rn and r E (0, oo), 

100 ¢(x t) 
r r T dt :=; A¢(x, r). (11.6) 

Assume also that there exists a growth function ¢ such that ¢ ::; ¢ and that ¢ 
satisfies (4.1), (4.2) and (9.5). If f E £P1 ,,,(JRn) and a(f) = lim fB(D,r) = 0, then, 

,'f' r--+oo 

for each j = 1, 2, ... , n, Rjf is well defined, a(Rjf) = lim (Rjf)B(D,r) = 0, and 
r-+oo 

IIRifll.c1 :=; Cllflld , where the constant C is independent off. 
p,q, p,q, 

Remark 11.1. From Theorem 11.3 we conclude that, under the assumption, if f E 

£Pi ,,,(JRn) and a(f) = lim f B(D,r) = 0, then RiRjf is well defined and 
,'f' r--+oo 

12 Convolution with the heat kernel 

Let 
1 lxl 2 

ht(x) = (41rt)n/2 e-4t for x E lRn, t E (0, oo). (12.1) 

For f E Lfoc(lRn), let 

a(f) = lim fB(o,r)· 
r-+oo 

(12.2) 
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Theorem 12.1 ([57] (2019)). Let 1 :::;: p2 :::;: p 1 < oo. Assume that¢ satisfies (4.1) 

and (11.6). Then there exists a positive constant C such that, for all t E (0, oo) and 

f E .Cp2,<i,(IRn), 

llht * Jll.cP1,0 :::;: C(l + r(l/p2-l/pi)nf2)IIJll.cP2,<I>' 

ll(v'ht) * fll.cP1,0:::;: crl/2(1 + r(l/prl/p1)n/2)IIfll.cP2,<I>' 

where 0(x, r) = (1 +r(1/P2- 1/pi)n)¢(x, r). Moreover, if there exists a positive constant 

Cq, such that, for all x E IRn, ft° ¢(:,t) dt :::;: C¢, then there exists a positive constant 

C such that, for all t E (0, oo) and f E £!2 ,¢(1Rn), 

llht * Jlld :::;: C(l + r(l/p2-l/pi)nf2)IIJll.c1 , 
P1,0 P2,</> 

ll(v'ht) * !II.cl :::;: crl/2(1 + r(l/p2-l/p1)n/2)IIJll.c1 . 
pt,0 P2,</> 

Further, if lim sup fr= ¢(:,t) dt = 0, then a(!)= 0 implies a(ht*f) = a((v'ht)*f) = 
r➔=xERn 

0. 

Theorem 12.2 ([57] (2019)). Let 1:::;: p2 :::;: p1 < oo. Assume that 7/J satisfies (4.1) 

and (11.6) and that there exists a positive constant C'l/J such that, for all x E IRn, 

ft 'l/J(;,t) dt:::;: C'!/J. Assume also that lim sup fr= 'l/J(;,t) dt = 0. Let 
r➔=xERn 

{
7/J(x,r) r < 1, 

¢(x,r) = 7/J(x,r)P2!P1 r 2: 1. 

Then, for f E £!2 ,'!/J(IRn) with a(!)= 0, then a(ht * J) = a((v'ht) * f) = 0 and 

llht * !II.cl :::;: C(l + r(l/p2-l/pi)nf2)IIJll.c1 , 
P1,</> P2,,P 

ll(v'ht) * !II.cl :::;: Cr112 (l + r(l/p2-l/pi)n/2)IIJll.c1 . 
Pl,¢ P2,,P 

13 An application: The Cauchy problem for the 
Navier-Stokes equation 

The N avier-Stokes equation is expressed as 

{
atv + (v · v')v - ~v + v'p = 0 

v'-v=0 

vlt=D = Vo 

in ffi.n X [O, T), 
in ]Rn x [0, T), 
in IRn, 

(13.1) 
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where v = (v1 , ... , vn) is a vector field representing velocity of the fluid, pis the 

pressure, and 

n 

'v ·V = LDjVj, 
j=l 

n 

V . 'v = L VjOj' 
j=l 

n 

It is known that the pair of solutions (v,p) satisfies the relation 

n 

p = L R;Rj(vivj), 
i,j=l 

where the operators Rj (j = 1, ... , n) are the Riesz transforms (see [18, 24, 56] 

for example). Therefore, to estimate the solutions in some function space we need 

the properties of the Riesz transforms and pointwise multipliers (pointwise product 

operators) on the function space. Namely, we need the following norm boundedness: 

for Campanato spaces £!,¢ and £!,,j; with variable growth condition. 

To solve (13.1) we consider the following equations: 

u(t) = eu'u0 + Gu(t), 

Gu(t) = -1t ve-(t-s)Llp(u®u)(s)ds, 

(13.2) 

(13.3) 

where Pis the Helmholtz projection; P = (8jk + RjRk)iScj,kScn· Then we also need 

the estimate of the convolution with the heat kernel. 

Using Theorems 11.3, 12.1, 12.2 and Corollary 10.4, we have the following the

orem: 

Theorem 13.1 ([57] (2019)). Let max(2,n) < p < oo, ¢: ]Rn x (O,oo)--+ (O,oo) 

and 

7/J(x, r) = {¢(x, r) r < 1, 
¢(x,r)2 r 2: 1. 

Assume that ¢ and 7/J satisfy ( 4.1) and (11.6) and that 

roo ¢(x t) 
Jo -t-' - dt :S Cq, for all x E JRn, 

f 00 ¢(:, t) dt :S Cq, ¢(x, r) for all x E ]Rn and r 2: 1, 

lim sup ¢(x, r) = 0. 
r--+oo xEJRn 



221

Assume also that there exists a growth function;/; such that 'I/; s ;/;, that;/; satisfies 

(4.1), (4.2) and (9.5). Then, for all u0 E (.C;,</>(JRn)t such that '\7 · u0 = 0 and 

a(u0 ) = lim (uo)B(O,r) = 0, there exist a positive constant T (depending only on the 
r➔oo 

norm of initial data) and a unique solution u E C([0, T); (.C;,</>(JRn)t) to (13.1). 

let 

For example, let p > max(2, n), a{) : ]Rn-+ (0, 1), /3(·) : ]Rn -+ [-n/p, 0), and 

-{ra(x), 0<rsl, 
¢(x, r) - f3(x) 

r , r > 1, 

0 < r S 1, 

r > 1, 

and ;/;(x,r) = r2f3+, where a{), /3(·) and /3+ satisfy 

0 < inf a(x) S sup a(x) < 1, 
xEJll:.n xEJll:.n 

-n/p S inf JJ(x) S sup JJ(x) = /3+ < 0. 
xEJll:.n xEJll:.n 

Then ¢, 'I/; and ;/; satisfy the assumption in Theorem 13.1. 

For other applications of generalized Campanato spaces, see [56, 57]. 

14 Generalized fractional integral operators on 
generalized Morrey spaces 

In this section we state the boundedness of generalized fractional integral operators 

on generalized Morrey spaces. We also state on generalized fractional maximal 

operators. 

In this and the next sections, we use the symbols ,C(P,'P)(JRn) and £(P,'P)(JRn) 

instead of .Cp,¢(1Rn) and Lp,¢(1Rn): 

llflkv,¢ = s~p ¢(~) (t lf(y) - fBIP dy) l/p, 

llfllc<v,"'l = s~p ( cp(~) t lf(y) - fBIP dy) l/p, 

llfllLv,¢ = s~p ¢(~) (t lf(y)IP dy) l/p, 

IIJIIL<v,"'l = s~p ( cp(~) t lf(y)IP dy) l/p 

Note that £1,cp(lRn) = ,C(l,cp)(JRn) and Lp,cp(lRn) = L(p,cpP)(JRn). 

We say that 0 is almost increasing (resp. almost decreasing) if there exists a 

positive constant C such that, for all x E ]Rn and r, s E (0, oo), 

0(x, r) S C0(x, s) (resp. C0(x, r) ;:=: 0(x, s)), if r < s. 
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In this and the next sections we consider the following classes of cp: 

Definition 14.1. Let gaec be the set of all functions cp: ]Rn x (0, oo)-+ (0, oo) such 

that cp is almost decreasing and that r f-t cp( x, r )rn is almost increasing. That is, 

there exists a positive constant C such that, for all x E ]Rn and r, s E (0, oo ), 

Ccp(x, r) 2- cp(x, s), cp(x, r)rn S Ccp(x, s)sn, if r < s. 

Definition 14.2. Let ginc be the set of all functions cp : ]Rn x (0, oo) -+ (0, oo) such 

that cp is almost increasing and that r f-t cp(x, r)/r is almost decreasing. That is, 

there exists a positive constant C such that, for all x E ]Rn and r, s E (0, oo), 

cp(x,r) <:::: Ccp(x,s), Ccp(x,r)/r 2- cp(x,s)/s, if r < s. 

If cp E gaec or cp E ginc, then cp satisfies the doubling condition ( 4.1). 

First we state the boundedness of the Hardy-Littlewood maximal operator M. 

It is defined by the following: For f E Lfoc(JRn), let 

Mf(x) = sup j lf(y)I dy, x E lRn, 
B3x1B 

where the supremum is taken over all balls B containing x. 

Theorem 14.1 ([45] (2014)). Let l < p < oo and cp E gaec_ Then the operator M 

is bounded from £(P,'P)(JRn) to itself. 

For a function p : ]Rn x (0, oo) ➔ (0, oo), we consider generalized fractional 

integral operators Ip defined by 

I f( ) = 1 p(x, Ix - YI) f( ) d 
P X I In Y Y, 

]Rn x-y 

where we always assume that 

11 p(x, t) d 
-- t < CX) 

0 t 
for each x E lRn, 

(14.1) 

(14.2) 

and that there exist positive constants C, K 1 and K 2 with K 1 < K 2 such that, for 

all x E ]Rn and r > 0, 

(14.3) 

The assumption (14.2) is needed so that Ipf is well defined for all f E L~mp(JRn). 

The condition (14.3) comes from [60, p. 664 (D)]. 
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If p(x, r) = ra, then Ip is the usual fractional integral operator Ia. It is known as 

the Hardy-Littlewood-Sobolev theorem that Ia is bounded from V(ffi.n) to Lq(ffi.n), 

if a E (0, n), p, q E (1, oo) and -n/p + a = -n/q. If a(·) : ffi.n -+ (0, n) and 

p(x, r) = ra(x), then Ip is a generalized fractional integral operator Ia(x) with variable 

order defined by 

1 f(y) 
Ia(x)f(x) = I I ( ) dy. 

ffi_n X - Y n-a x 

The operator Ip was introduced in [36, 37] (2000, 2001) with¢: (0, oo)-+ (0, oo) to 

extend the Hardy-Littlewood-Sobolev theorem to Orlicz spaces. 

Theorem 14.2 ([45] (2014)). Let l < p < q < oo and p, cp: ffi.n x (0, oo)-+ (0, oo). 

Assume that p satisfies (14.2) and (14.3) and that cp is in g<lec and satisfies 

lim cp(x, r) = oo, lim cp(x, r) = 0. 
r--+0 r--+oo 

(14.4) 

Assume also that there exists a positive constant C such that, for all x E ffi.n and 

r E (0, oo), 

1r p(:, t) dtcp(x, r) 1IP + [ 00 p(x, t)cp/x, t)Ifp dt :=:; Ccp(x, r) 1fq_ (14.5) 

To prove the theorem above we use Hedberg's method in [20] and the bounded

ness of the Hardy-Littlewood maximal operator. 

Next, we consider fractional maximal operators. For a function p : ffi.n x (0, oo) -+ 

(0, oo), let 

Mpf(x) = sup p(B) j IJ(y)I dy, x E ffi.n, 
B3x JB 

(14.6) 

where the supremum is taken over all balls B containing x. We do not postulate the 

condition (14.2) or (14.3) on the definition of Mp. The operator Mp was defined on 

Orlicz spaces in [38] (2001), and studied by Sawano, Sugano and Tanaka [62] (2011) 

on Morrey spaces in case of p: (0, oo)-+ (0, oo). If p(B) = IBlafn, then Mp is the 

usual fractional maximal operator Ma. If p = l, then Mp is the Hardy-Littlewood 

maximal operator M. 

If p(x,r)/rn :S: Cp(x,s)/sn for O < s < r < oo, then 

(14. 7) 

Hence, the boundedness of Mp follows from the boundedness of Ip. For example, 

the Hardy-Littlewood-Sobolev theorem yields that Ma is bounded from V(ffi.n) to 
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Lq(JRn), if a E (0, n), p, q E (1, oo) and -n/p +a= -n/q. However, for example, if 

P(x r) = {(log(e + 1/r))-/3 (0 < r < 1) 
, (3 > 1, 'Y > 0, 

(log(e + r)r (r 2 1), 

then it turns out that the boundedness of Mp is better than the boundedness of Ip 

by the following theorem. Actually, (14.5) cannot be replaced by (14.8), see [17, 

Theorem 1.1]. 

Theorem 14.3 ([1] (2018)). Let 1 < p < q < oo and p, cp: ]Rn x (0, oo)--+ (0, oo). 

Assume that cp is in gdec and satisfies (14.4). Assume also that there exists a positive 

constant C0 such that, for all x E ]Rn and r E (0, oo), 

p(x, r)cp(x, r) 1IP :S C0 cp(x, r) 1 fq_ 

Then Mp is bounded from £CP,'Pl(JRn) to £(q,cp)(JRn). 

(14.8) 

For the boundedness of Ip and Mp on Orlicz-Morrey spaces, see [40, 42]. For the 

boundedness of Ip on Campanato spaces, see [39, 16]. 

15 Commutators of integral operators with func
tions in Campanato spaces 

It is known that any Calderon-Zygmund operator Tis bounded on V(JRn) for 1 < 
p < oo. Let b E BMO(JRn). In 1976 Coifman, Rochberg and Weiss [10] proved that 

the commutator [b, T] = bT -Tb is bounded on V(JRn) (1 < p < oo), that is, 

ll[b, Tlflb = llbTf - T(bf)IILP '.S CllbllBMollflb, 

where C is a positive constant independent of b and f. For the fractional integral 

operator Ia, Chanillo [8] proved the boundedness of [b, Ia] in 1982. That is, 

if a E (0, n), p, q E (1, oo) and -n/p +a= -n/q. These results were extended to 

Morrey spaces by Di Fazio and Ragusa [15] in 1991. 

In this section we state the boundedness of the commutators [b, T] and [b, Ip] on 

generalized Morrey spaces with variable growth condition, where T is a Calderon

Zygmund operator, Ip is a generalized fractional integral operator and bis a function 

in generalized Campanato spaces with variable growth condition. 

First we recall the definition of Calderon-Zygmund operators following [64]. Let 

0 be the set of all nonnegative nondecreasing functions w on (0, oo) such that 

fol '::Sfldt < oo. 
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Definition 15.1 (standard kernel of type w). Let w E 0. A continuous function 

K(x, y) on ]Rn x ]Rn\ {(x, x) E JR2n} is said to be a standard kernel of type w if the 

following conditions are satisfied; 

C 
IK(x, y)I :S I I for x =/= y, x-yn 

(15.1) 

c (ly- zl) IK(x, y) - K(x, z)I + IK(y, x) - K(z, x)I :S I I w -1 -I x-yn x-y (15.2) 

for 2ly - zl :S Ix - YI-

Definition 15.2 (Calder6n-Zygmund operator). Let w E 0. A linear operator T 

from S(JRn) to S'(JRn) is said to be a Calder6n-Zygmund operator of type w, if Tis 

bounded on L2 (1Rn) and there exists a standard kernel K of type w such that, for 

f E C~mp(JRn), 

Tf(x) = { K(x, y)f(y) dy, x (/_ supp f. 
}]Rn (15.3) 

It is known by [64, Theorem 2.4] that any Calder6n-Zygmund operator of type 

w E O is bounded on V(JRn) for 1 < p < oo. 

This result was extended to generalized Morrey spaces L(P,'P) (JRn) with variable 

growth function cp by [34] as the following: Assume that cp E gaec and that there 

exists a positive constant C such that, for all x E ]Rn and r E (0, oo), 

100 cp(x t) 
r -t-'-dt:SCcp(x,r). (15.4) 

For f E L(P,'P)(JRn), 1 < p < oo, we define Tf on each ball B by 

Tf(x) = T(fx2B)(x) + { K(x, y)f(y) dy, x EB. (15.5) 
}JRn\2B 

Then the first term in the right hand side is well defined, since f X2B E V(JRn), and 

the integral of the second term converges absolutely. Moreover, T f ( x) is independent 

of the choice of the ball containing x. By this definition we can show that T is a 

bounded operator on L(P,'P)(JRn). For the definition of Tf, see also [53, Section 5] 

and [61]. 

For functions f in Morrey spaces, we define [b, T]f on each ball B by 

[b, T]f(x) = [b, T](fx28 )(x) + { (b(x) - b(y))K(x, y)f(y) dy, x EB. (15.6) 
}JRn\2B 

Then we have the following theorem. 
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Theorem 15.1 ([1] (2018)). Let 1 < p ~ q < oo and cp, 1jJ: ]Rn x (0, oo)----+ (0, oo). 
Assume that cp E gaec and 1jJ E ginc. Let T be a Calder6n-Zygmund operator of type 

W E O and b E Lf0 c(JRn). 

(i) Assume that 1jJ satisfies ( 4.2), that cp satisfies (15.4), that f0
1 w(t) l~g(l/t) dt < oo 

and that there exists a positive constant C0 such that, for all x E ]Rn and r E (0, oo), 

1/J(x, r)cp(x, r) 1IP ~ C0 cp(x, r) 1fq_ (15. 7) 

If b E £(l,,p)(JRn), then [b, T]f in (15.6) is well defined for all f E L(P,'P)(JRn) and 

there exists a positive constant C, independent of b and f, such that 

(ii) Conversely, assume that cp satisfies ( 4.2) and that there exists a positive 

constant C0 such that, for all x E ]Rn and r E (0, oo), 

Co'l/J(x, r)cp(x, r) 1IP ~ cp(x, r) 1fq_ 

If T is a convolution type such that 

Tf(x) = p.v. { K(x -y)f(y) dy 
}]Rn 

(15.8) 

(15.9) 

with homogeneous kernel K satisfying K(x) = lxl-nK(x/lxl), fsn-1 K = 0, K E 

C 00 (sn-1) and K ¢. 0, and if [b,T] is bounded from L(P,'Pl(JRn) to L(q,cp)(JRn), then 

b E £(l,,p)(JRn) and there exists a positive constant C, independent of b, such that 

llbll.c(l,,t,) ~ CII [b, T] 11£(P,'P)-;£(q,<p), 

where 11 [b, T] IIL<P,'Pl-+L<q,<p) is the operator norm of [b, T] from L(p,cp)(JRn) to L(q,cp)(JRn). 

In the above theorem, if 'I/;= 1 and 'P(x, r) = r-n, then £(l,,µ)(JRn) = BMO(JRn) 

and L(p,cp)(JRn) = V(JRn) with p = q. This is Coifman, Rochberg and Weiss's result 

in [10]. If 1/J(x, r) = r'\ 0 <a~ 1, and 'P(x, r) = r-n, then £(l,,p)(JRn) = Lip°'(JRn), 

L(p,cp)(JRn) = V(lRn) and L(q,cp)(JRn) = Lq(lRn) with -n/p +a= -n/q. That is, 

This is Janson's result in [22, Lemma 12]. 

Example 15.1 ([1] (2018)). Let 1 < p ~ q < oo and ,B(·),>.(-): ]Rn----+ (-00,00). 
Assume that 

0 ~ inf ,B(x) ~ sup ,B(x) ~ 1, 0 ~ (3* ~ 1, 
xEJRn xEJRn 
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Let 

{
rf3(x) {r>..(x) 0 < r < l 

1/J(x,r) = 13 ' cp(x,r) = >.. ' ' 
r ·, r ·, l S r < oo. 

Let T be a Calder6n-Zygmund operator of type w E O with f0
1 w(t) l~g(l/t) dt < oo. If 

f3(·) is log-Holder continuous and 

then 1/J and¢ satisfy the assumption in Theorem 15.1 (i) and then the inequality 

holds. Conversely, if >.(-) is log-Holder continuous and 

and if T is a convolution type with homogeneous kernel K satisfying K(x) 

lxl-nK(x/lxl), fsn-1 K = 0, KE C 00 (sn-l) and K ¢. 0, then we have 

llbll.c(l,,p) s CII [b, T] IIL(P,'P)--tL(q ,cp). 

We also consider the cases 

etc. 

{
rf3(x)(ljlog(e/r))f3i(x), 0 < r < l, 

1/J(x,r) = 
r13• (log( er) )13··, 1 S r < oo, 

For the commutator [b, Ip] we have the following theorem. 

Theorem 15.2 ([1] (2018)). Let l < p < q < oo and p, cp, 1/J: Rn x (0, oo)--+ (0, oo). 
Assume that cp E gdec and 1/J E ginc. Assume also that p satisfies (14.2) and (14.3). 

Let p*(x r) = rr p(x,t) dt and b E L1 (Rn) 
' Jo t lac · 

(i) Assume that p, p* and 1/J satisfy ( 4.2), that cp satisfies (15.4) and that there 

exist positive constants E, Gp, C0 , C1 and an exponent p E (p, q] such that, for all 

x,yEIRn andr,sE (0,oo), 

C p(x,r) p(x,s) f P-->--, i r<s, rn-E - Sn-E 

l
p(x,r) _p(y,s)I :SC (lr-sl+lx-yl)p*(x,r), 

rn 8 n P rn+l 

l r 
if 2 S ; S 2 and Ix - YI < r /2, 

r p(x, t) dt cp(x, r)l/p + {00 p(x, t)cp(x, t)l/p dt s Cocp(x, r)lli\ 
Jo t Jr t 
1/J(x, r)cp(x, r) 1lv S C1cp(x, r) 1/q_ 

(15.10) 

(15.11) 

(15.12) 

(15.13) 
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If b E £(l,,j,)(ffi.n), then [b,Ip]J is well defined for all f E L(p,'P)(ffi.n) and there exists 

a positive constant C, independent of b and f, such that 

(ii) Conversely, assume that cp satisfies (4.2), that p(x, r) = ra, 0 <a< n, and 

that 

Co1/J(x,r)racp(x,r) 1IP 2 cp(x,r) 1fq_ (15.14) 

If [b, Ia] is bounded from £(P,'P)(ffi.n) to £(q,<p)(ffi.n), then b E £(l,,j,)(ffi.n) and there 

exists a positive constant C, independent of b, such that 

where II [b, Ia] 11£(P,'P)--+£<o,<p) is the operator norm of [b, Ia] from £(P,'P) (ffi.n) to £(q,<p)(ffi.n). 

In the above theorem, if p(x, r) = ra, 0 <a< n, 1/J = 1 and cp(x, r) = r-n, then 
Ip = Ia, £(l,,j,)(ffi.n) = BMO(ffi.n), £(P,'P)(ffi.n) = £P(ffi.n) and £(q,<p)(ffi.n) = Lq(ffi.n). 

This is Chanillo's result in [8]. See also [25]. 

Example 15.2 ([1] (2018)). Let 1 < p < j5 S q < oo and a(•), ,B(·), >.(,) : ]Rn --+ 

(-oo, oo). Assume that 

0 < inf a(x) S sup a(x) < n, 0 <a*< n, 
xEJRn xEJRn 

0 S inf ,B(x) S sup ,B(x) S 1, 0 S ,B* S 1, 
xEJRn xEJRn 

-n S inf -\(x) S sup -\(x) < 0, -n S ,\* < 0. 
xEJRn xEIRn 

Let 

{~w {~w {~w 0<r<l 
p(x,r)= '1/J(x,r)= fJ 'cp(x,r)= , ' ' 

ra•' r • ' r/\•' 1 s r < 00. 

If a(·) is Lipschitz continuous, ,B ( ·) is log-Holder continuous and 

then 

sup (a(x) + -\(x)/p) < 0, 
xEJRn 

a(x) + -\(x)/p 2 -\(x)/f5, a*+ ,\*/p S ,\*/j5, 

,B(x) + -\(x)/j5 2 -\(x)/q, ,B* + ,\*/j5 S -\*/q, 
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Conversely, if >..(,) is log-Holder continuous, a is constant and 

then 

We also take the cases 

etc. 

{
r'*l(l/log(e/r))°'1 (x), 0 < r < 1, 

p(x, r) = 
r°'* (log( er))°'**, 1 ::::; r < oo, 

{
ra(x) 0 < r < 1 

p(x, r) = -(r~l) 1 < < ' e , _ r oo, 

To prove Theorems above we use the following three propositions and a corollary. 

For f E Lfoc (Rn), let 

(15.15) 

where the supremum is taken over all balls B containing x. 

Proposition 15.3 ([1] (2018)). Let p, T/ E (1, oo), c.p E gaec and 1/J E ginc_ Let 

T be a Calder6n-Zygmund operator of type w. Assume that 1/J satisfies (4.2), that 
c.p satisfies (15.4), that f0

1 w(t) lotl/t) dt < oo and that fr00 ,f,(x,t)cpt(x,t) 1 IP dt < oo for 

each x E Rn and r > 0. Then there exists a positive constant C such that, for all 
b E _c(l,,j,)(JRn), f E L(P,'P)(JRn) and XE Rn, 

MU[b, T]f(x)::::; Cllbllc(1,,i,) ( (M,t,ry(ITfl'1)(x)) 11'7 + (M,t,ry(lfl'1)(x))11'1). (15.16) 

Proposition 15.4 ([1] (2018)). Letp,TJ E (1,oo), c.p E gaec and'ljJ E ginc_ Assume 

that p: Rn x (0, oo)---+ (0, oo) satisfies (14.2) and (14.3). Let p*(x, r) = J; p(~,t) dt. 

Assume that p, p* and 1/J satisfy (4.2), that c.p satisfies (15.4) and that there exist 

positive constants E, GP such that (15.10) and (15.11) hold. Assume also that 

{oo p(x, t)c.p(x, t)lfp dt < oo, 
lr t 

loo 1/J(:, t) (loo p(x, u)c.p~x, u)lfp du) dt < oo, 

(15.17) 

for each x E Rn and r > 0. Then there exists a positive constant C such that, for 
all b E _c(l,,f,)(JRn), f E L(P,'P)(JRn) and x E Rn, 
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Proposition 15.5 ([1] (2018)). Let 1 Sp< oo and cp: ]Rn x (0, oo)----+ (0, oo). If cp 

satisfies the doubling condition ( 4.1), then, for f E Lf0 c(JRn), 

(15.19) 

where C is a positive constant independent off. 

By Theorem 9.3 we have the following corollary. 

Corollary 15.6 ([1] (2018)). Let 1 Sp< oo and cp: ]Rn x (0, oo)----+ (0, oo). Assume 

that cp E gaec and that cp satisfies (15.4). For f E Lfoc(JRn), if lim f B(O,r) = 0, then 
r--+= 

(15.20) 

where C is a positive constant independent off. 

Then, using Propositions 15.3 and 15.4, Corollary 15.6 and the boundedness of 

T, Ip and Mp (Theorems 11.2, 14.2 and 14.3, respectively), we have 

II [b, TlfllL<q,'P) ;S IIM~([b, T]f) IIL<q,'P) ;S llbllcci,,i,) llfllL<P,'Pl, 
II [b,Iplf llL<q,'P) ;S IIM~([b,Ip]f) IIL<q,<pJ ;S llbllc<1,,i,J llf llL<P,'l'l • 

These shows Theorem 15.1 (i) and Theorem 15.2 (i). The parts (ii) in Theorems 15.1 

and 15.2 are proved by Janson's method in [22]. 

We also have the compactness of [b, T] and [b, Ip] on L(P,'P)(JRn), see [2, 3]. 
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