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1 Introduction 

Let n c R 2 be a bounded domain whose boundary is the disjoint union of a finite 

number of smooth Jordan curves ri (i = 0, 1, · · ·, K), that is, 80 = U~0rk. We 

assume that n is the bounded region with boundary r O with the regions bounded 

by ri (i = 1, · · ·, K) removed. In this domain, we consider the so-called mean field 

equation 
eu 

-L!!..u = er~~~- inn 
fn eu(x)dx 

for a parameter er E R with the following boundary conditions: 

(1.1) 

where µ 0 = 0 and µi ER (i = 1, • • •, K). In this note, we refer to this problem as 

hydrodynamic boundary value problems. 
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We note that a solution of the problem corresponds to the stream function for an 

incompressible fluid motion in n that is tangential at the boundary an. Indeed, 

is assumed to be a vorticity field of such a motion. More precisely, the vector field 

v =t ( v1 , v2 ) determined by 

v := 'v_1_u = J'vu for J= ( 0 
-1 

satisfies a a 
V . V := -V1 + -V2 = 0 in n, V . V = 0 on an, 

ax1 ax2 

where x = (x1,x2 ) and vis the outer normal vector field to an. We note that when 

K = 0, that is, n is simply connected, the problem reduces to the usual Dirichlet 

boundary value problem. For K :::> 1 cases, however, the previous studies for the 

mean field equations seem to be concerned with the case µ 1 = • • • = µK = 0 only. 

It is true that the mean field equations appear in the various fields of mathematical 

science, but we note that the origin of the name, mean field, comes from the mean field 

limit of the equilibrium vortices in the context of hydrodynamic motions. Therefore 

it seems natural to consider the general hydrodynamic boundary value problems . 

In this note, we summarize several facts for the simplest annular case n = Aa := 

{x E R 2 I a< lxl < 1} for a E (0,1), that is, 

(1.2) 

for a parameter O' E R with the following boundary conditions: 

u(x) = µ on aBa (0) and u(x) = 0 on aB1 (0). 

Especally, we study the radially symmetric solutions for this problem. 

We note that this problem is referred to in [1, p.514] and the following fact are 

asserted without proof: 

Theorem 1.1 ([1]). For everyµ ER and O'ER, there exists a unique radial solution 

to the problem (1.2). 
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Remark 1.2. We note that it is also asserted without proof that "in order to recover 

the solution in disk from the solution in the annulus in the limit a -----+ 0, we need to 

prescribe a large value of µ when a is close to 81r". *1 

In this note, we start with the proof of Theorem 1.1 and give an interpritation of 

the assertion mentioned in Remark 1.2. 

2 The ODE corresponding to the problem (1.2) 

To simplify the presentation, we set A := B1 (0). In [1, section 5], the problems 

(1.1) for D = A and (1.2) forµ= 0 are studied, which we will review here. 

For both cases, the problem reduces to the following ordinary differential equation: 

where u = u(lxl) and 

a u = -e z 

Z = L eu(lxl)dx = 21r 11 
eu(r)rdr. 

(2.1) 

(2.2) 

From the transformation t = logr attributed to R. Emden, the problem (2.1) reduces 

to 

(2.3) 

where 

Therefore we get 

(2.4) 

for some constant EE R from integration of (2.3). 

The equation (2.4) can be solved easily. Indeed, from (2.3) and (2.4), it holds that 

*1 In the original terminology, our u, er, and µ are -(3'1/J, -(3, and -(3a, respectively, that is, the 

original statement is as follows: we need to prescribe a large value of a when f3 is close to -81r. 
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that is, ~(t) := dd1{ satisfies the following separable differential equation: 

d~ dt 
~2 _ 2E = 2 fort E [log a, 0]. 

Then the equation (2.5) is easily solved as the final value problem: 

1 + Aetv'2E 
v'2E---

1-Aetv'2E' 
2 

for E > 0, 

~(t) = 
t+A' 

for E = 0, 

✓-2Etan ( tv;2E +A)' for E < 0 

for some constant A E R determined later. Therefore it holds that 

UH e -e =E- - = 
Z 2 

4EAetv'2E 

(t + A) 2 ' 
E 

cos2 ( tv;2E +A)' 

for E > 0, 

for E = 0, 

for E < 0. 

From the boundary condition H(O) = u(l) = 0, it holds that 

4EA 
for E > 0, 

(1 - A)2' 
u 2 
z A2' for E = 0, 

E 
for E < 0. 

cos2 A' 

Since Z > 0, the constraint (2. 7) implies the following: 

u > 0 ⇒ E > 0 and A < 0, 
u = 0 ⇒ E > 0 and A = 0, 
u < 0 ⇒ E > 0 and A > 0, or E '.S 0. 

In combination with (2.6) and (2.7), the following holds around r = 1: 

(1 - A)2rv'2E 

r2 ( 1 - Arv'2E) 2 ' 

A2 

r2 (A + logr) 2 ' 

cos2 A 

r 2 cos2 (A+ v-;_2E logr)' 

for E > 0, 

for E = 0, 

for E < 0. 

(2.5) 

(2.6) 

(2.7) 

(2.8) 

(2.9) 



78

We note that these functions must be defined in the interval ( a, 1). This is estab

lished for every a 2". 0 and a E (0, 1) because E > 0 and A :::; 0, see (2.8). For the 

case a < 0, we have to choose A carefully as follows to avoid dividing by zero during 

the interval (a, 1): 

(1 - Aav'2E)(l - A)> 0, 
A(A+loga) > 0, 

-~<A+ v1-;_2E loga <A<~-
(2.10) 

We asume these conditions from now on when a< 0. We note that the E < 0 must 

be chosen satsfying 
✓-2E 

-Jr< - 2-loga < 0 (2.11) 

for a given a E (0, 1). 

From the formula (2.9), we are able to calculate the value of Z = JAa eu(lxl)dx as 

follows: 

Z= 

21r(l - A)(l - av'2E) 

v2E (1 -Aav2E) ' 
21rAloga 
A +log a' 

...;~~E (cos2 A) [tanA-tan(A+ v1-;_2Eloga)], 

This determines the value a from the constraint (2.7): 

a= 

41rAv2E(l - av'2E) 

(1-A) (1-Aav2E)' 
41rloga 

A(A + log a)' 
-21r✓-2E ltanA-tan(A+ v1-;_2Eloga)], 

for E > 0, 

for E = 0, 

for E < 0. 

for E > 0, 

for E = 0, 

for E < 0. 

(2.12) 

(2.13) 

Finally we assume the boundary condition u(a) =µon the inner boundary 8Ba (0): 

(1-A)2av2E 

a2 (1 -Aav2E)2' 
A2 

a2 (A+loga) 2 ' 

cos2 A 

a2 cos2 (A+ ...J-;_2E log a)' 

for E > 0, 

for E = 0, (2.14) 

for E < 0. 
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In these settings, what we have to do becomes to find appropriate E E R and 

A E R satisfying (2.8), (2.10), (2.13), and (2.14) for given a E (0, 1), a E R, and 

µER. 

3 When O = A(= B1 (0)). 

In this case, the righthand side of (2.9) must be regular at r = 0, which is established 

only by the case E = 2. We are able to use (2.12) here with a= 0 and we do not use 

the inner boundary condition (2.14) in this case. Then the solution becomes 

8-rrA 
a=---. 

1-A 
(3.1) 

The condition Z = n(l - A) > 0 implies that A< 1, which satisfies (2.8) and (2.10). 

Then the solution exists if and only if 

a E (-oo, 81r). 

For the case n = A, the conclusion is summarized as follows: 

Proposition 3.1 ([1, p.513]). The regular solution of (2.1) exists if and only if 

a E (-oo, 81r) and is given as (3.1). 

4 When O = Aa for a E (0, 1): The proof of Theorem 1.1. 

First we note that 

1!:. 
e2 = 

(l -A)a~-1 

1-Aav'2E ' 
A 

a(A+loga)' 
cosA 

a cos (A+ v'--;_2E log a)' 

for E > 0, 

for E = 0, (4.1) 

for E < 0. 

holds because of (2.10). Then we are able get the formula representing A as follows: 

for E > 0, 
(4.2) 

for E = 0, 
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and 
e 14- a cos ( ~ log a) - 1 

tan A= 
e1"asin ( ✓-;2E loga) 

We note that, when E > 0, it holds that 

µ 1+v'2E 1 - e 2 a - 2- # 0. 

for E < 0. (4.3) 

Indeed, if it does not holds, then 1 - e~ a1- ~ = 0 must be hold, which implies 

This does not occur when E > 0 and a E (0, 1). Similarly, when E < 0, it holds that 

( FIB ) sin - 2-loga # 0 

because of (2.10). When E = 0, however, there are no solution if 1 - e1" a= 0. 

Consequently we get the following relation between a and E: 

a= 

eµa 2 - 2e~acosh (~log a)+ 1 
2nv2E-----~--~-, 

e1"asinh (~log a) 
41r(e1"a-1) 2 

e14- a log a 

eµa 2 - 2e1"acos ( ✓-;2E loga) + 1 
2n✓-2E----~~-~~-, 

e14- a sin ( l-;2E log a) 

for E > 0, 

for E = 0, 

for E < 0. 

(4.4) 

We note that a is a continuous function of Eat E = 0 for fixedµ ER and a E (0, 1). 

Now we introduce B := e~ a > 0 instead ofµ in order to simplifies the presentation. 

We also introduce following new variable instead of E: 

f; : = tanh ( - ~ log a) > 0 

f; := tan ( ✓42E log a) < 0 

Then (4.4) is translated to as follows: 

for E > 0, 

for E < 0. 

! sf:ga. [(B-1)2 - (B + 1)2/;2]. tan~-15, 

a = ~ · (B - 1)2 
Blog a ' 

st:ga. [(B-1)2+(B+1)2f;2]. tan;ls, 

for 0 < f;, 

for f; = 0, 

for f; < 0. 

(4.5) 

(4.6) 
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It is easy to see that u is an monotone increasing function of ~ E R, that has R as 

its range. This means the unique existence of ~ E R satisfying ( 4.6) for each u E R, 

a E (0, 1), and B = e~a > 0. Then we get the unique EE R from (4.5) and A ER 

from (4.2), that is, we get the unique solution (2.9). 

5 On Remark 1.2: A behavior of solution as a \.i 0. 

From the above calculations, we are able to interpret the sentence in [1] referred 

in Remark 1.2. It is obvious that the solution in disk restricted to the annulus Aa 

will be a solution in Aa. However the parameter u of the restricted solution, which 

we write Ua, will differs from the original u. We calculate this Ua and observe the 

behavior of Ua as a\. 0. 

Proposition 5.1. Suppose u0 E (-oo, 8n) and Ua0 is the solution of (1.1) for u = u0 

on n = A(= B1 (0)). Then ualAa is the solution of (1.2) for 

8n 
µ = µa : = Ua (a) = 2 log 8 2 , 

n - u + ua 

Remark 5.2. We note that 

as a\. 0, that is, for every u E (-oo, 8n), there is at least one way "to recover the 

solution in disk from the solution in the annulus in the limit a -----+ 0". It is obvious 

that 
8n 

2log-- /'+oo 
8n-u 

as u /' 8n. From this fact, we may say that "we need to prescribe a large value ofµ 

when u is close to 8n". 

Proof of Proposition 5.1. Ua is given by (3.1) for u = ua, which gives µa. Using the 

value of the parameter A given in (3.1), we are able to get the value of the parameter 

Z from (2.12). We note that Ua corresponds to the case E = 2. Then 

z 

□ 
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