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Preface

The future evolution of networks will require various new communication tech-

nologies. These technologies offer many advantages, including flexibility, scal-

ability, and cost savings. Network functions virtualization (NFV) is one of the

key technologies of future networks. NFV enables telecommunications service

providers (TSPs) to offer various network services by flexibly combining multi-

ple virtual network functions (VNFs), which can improve resource utilization

efficiency by sharing physical resources between VNFs. To provide such ser-

vices, a TSP should allocate virtual network (VN) requests represented by

virtual nodes as VNFs and virtual links connecting virtual nodes. A signifi-

cant research challenge in NFV is finding an optimal VN allocation considering

limited network and server resources. Edge computing (EC) is also one of the

key technologies of future networks. EC can provide computing capability at

the edge servers close to end devices (EDs). Diverse applications are gener-

ally offloaded and processed in edge servers or cloud servers because of the

limitation of the computation resources of EDs. Such offloaded applications’

tasks consist of the demand for computing and communication with various

characteristics. A significant research challenge in EC is finding efficient task

offloading to edge and cloud servers considering various task characteristics

and limited network and server resources.

In common with both technologies, network resource management must be

optimized to maximize resource utilization efficiency in a network with lim-

ited physical resources. The optimal management refers to the allocation of

VNs and tasks that maximizes the objective function (e.g., resource utiliza-

tion) while satisfying constraints (e.g., resource capacity). The performance

of allocation algorithms is critical for future network management, as it deter-

mines the overall network’s resource utilization efficiency. This thesis studies

iii



Preface

four specific problems about network resource management using multi-agent

deep reinforcement learning (MADRL). Each problem corresponds to resource-

integrated control in NFV, dynamic VN allocation, and task offloading for

multi-cloud-edge networks, respectively. This thesis focused on reinforcement

learning (RL) as a solution to the resource management problem because it can

quickly calculate a near-optimal resource allocation by learning the relation-

ship between input network resource patterns and output resource allocation

in advance.

Firstly, this thesis proposes an extendable network-resource-integrated con-

trol method based on the coordinated control architecture in NFV, which

consists of multiple pre-specified control algorithms and a single coordination

algorithm between the control algorithms. The key idea for extendability is

modularization that divides a whole system into standardized functional ele-

ments and reduces the interdependence among the elements. This work first

prepares and solves each control algorithm for each control metric and then

interactively improves the results using the proposed coordination algorithm.

This work also proposes an efficient coordination algorithm on the basis of RL.

The learning makes it possible to learn the strategy for how to find better allo-

cations efficiently from past exploration steps. The proposed method requires

more iterations than the combined approach, but it achieves extendability

through the coordinated control architecture. Finally, this work evaluated the

effectiveness of the proposed method through simulations.

Secondly, this thesis proposes a dynamic VN allocation method based on

safe multi-agent deep reinforcement learning (Safe-MADRL). This method can

quickly optimize network resources even while network demands are drastically

changing by using the deep reinforcement learning (DRL) in advance. This

work develops two techniques to be used with the proposed method; safety-

considerations and multi-agent. The proposed safety-considerations technique

reduces the degree of constraint violations, such as network congestion and

server overload, and the proposed multi-agent technique improves the scala-

bility of VN allocation by dividing demands into groups and assigning each

group’s allocation to each agent. As a result of a simulation evaluation, Safe-

MADRL can calculate effective allocation within one second that doubles the

link utilization efficiency without any constraint violations compared to the
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static VN allocation method.

Thirdly, this thesis proposes a dynamic VN allocation method based on

cooperative multi-agent deep reinforcement learning (Coop-MADRL). This

method also can quickly optimize network resources even while network de-

mands are drastically changing by using DRL in advance. The key idea is to

use a multi-agent technique for an RL-based dynamic VN allocation method,

which can reduce the number of candidate actions per agent and can improve

the performance for VN allocation. Moreover, a cooperation technique im-

proves the efficiency of VN allocation. From results of a simulation evaluation,

Coop-MADRL can calculate effective allocation within one second, which re-

duces the maximum server and link utilization and drastically reduces the

constraint violations compared with that of the static VN allocation method.

Furthermore, this work revealed that the learning with various mixed traffic

models could achieve a high generalization performance for all traffic patterns.

Fourthly, this thesis proposes a task-offloading method for multi-cloud and

multi-edge networks considering network topology and bandwidth constraints.

This work introduces a cooperative multi-agent technique through central-

ized training and decentralized execution, improving task-offloading efficiency.

Simulations revealed that the proposed method can minimize network utiliza-

tion and task latency while minimizing constraint violations in less than one

millisecond in various network topologies. It also shows that cooperative learn-

ing improves the efficiency of task offloading. This work demonstrated that

the proposed method has generalization performance for various task types by

pre-training with many resource-consuming tasks.

This thesis is organized as follows. Chapter 1 introduces the background

of network resource management in future networks. Chapter 2 investigates

the related works in literature. Chapter 3 describes the extendable resource-

integrated control method in NFV and an efficient algorithm for the proposed

method using RL. Chapter 4 describes the Safe-MADRL-based dynamic VN

allocation method. Chapter 5 describes the Coop-MADRL-based dynamic

VN allocation method. Chapter 6 describes the Coop-MADRL-based task-

offloading method. Finally, Chapter 7 concludes this thesis.
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Notations

Notation Description

𝑎
agent
𝑡 Action of each agent at step 𝑡 (agent ∈ ia ∪ 𝑮)

𝑎𝑒𝑡 ∈ A𝑒 Action for agent 𝑔𝑒 at step 𝑡

𝑎𝑘,𝑡 ∈ A𝑘 Action of 𝑘th agent at step 𝑡

A := {A𝑒} Action sets for all agents (A𝑒: Action space)

𝑨𝑒 Solution of control engine 𝑒

𝒂𝑡 := {𝑎𝑒𝑡 } All actions at step 𝑡

𝐵
up
𝑘
, 𝐵down

𝑘
Upload/Download traffic demand of 𝑘th task

𝑩𝑡 :=
{
𝑏𝑖𝑡

}
Traffic demands of 𝑖th VN at step 𝑡

𝑐 ∈ 𝑪 ⊂ 𝑵 Cloud

𝑐𝑖 𝑗 , 𝑐
𝐿
𝑖 𝑗
, 𝑐link

𝑖 𝑗
Link capacity of link (𝑖, 𝑗)

𝑐𝑖, 𝑐
𝑆
𝑖
, 𝑐server

𝑖
Server capacity of server 𝑖

𝑐ids
𝑖

𝑖th IDS capacity

𝐶𝑘 Computing demand of 𝑘th task

𝑪 Client set

D := {𝑫𝑘 } Task set (𝑘 ∈ K, K: Total tasks)
𝑫 𝒕 :=

{
𝑑𝑖 𝑗 𝑡

}
Traffic demands from node 𝑖 to node 𝑗 at step 𝑡

𝑫𝑡 :=
{
𝑑𝑖𝑡

}
VM demands of 𝑖th VN at step 𝑡

𝑫𝑡 :=
{
𝑑𝑖,𝑡

}
Traffic demands of 𝑖th VN at step 𝑡

𝑒 ∈ 𝐸 Episode (𝐸 : Total episodes)

𝑒 ∈ 𝑬 ⊂ 𝑵 Edge

𝑬 := {𝑒} Control engine set

𝐺 (𝑺, 𝑳) Network graph (𝑺: server set, 𝑳: link set)

𝑮 := {𝑔} Control agent set

xvii



Notations

Notation Description

G := {𝑔𝑒} Agent set

G𝑐 :=
{
𝑔𝑐
𝑘

}
Constraint agent sets (1 ≤ 𝑘 ≤ 𝑀)

G𝑜 :=
{
𝑔𝑜
𝑘

}
Objective agent sets (1 ≤ 𝑘 ≤ 𝑀)

ℎ𝑖 ∈ 𝒉 Observation-action history

𝒉 Observation-action history of all agents

𝑰 IDS set

L𝑝 Link set along with path 𝑝

link (𝑖, 𝑗) ∈ 𝑳 Link from node 𝑖 to node 𝑗

M Replay memory

𝑴 𝑡 :=
{
𝑚
𝑝𝑞
𝑡

}
Traffic matrix from node 𝑝 to node 𝑞

𝑛 ∈ 𝑵 Node

𝑁cli, 𝑁vm, 𝑁ids Number of clients, VMs, and IDSs

𝑁server Number of servers

𝑁VN Number of VNs

𝑜𝑒𝑡 ∈ O𝑒 Observation for agent 𝑔𝑒 at step 𝑡

O := {O𝑒} Observation sets for all agents

𝒐𝑡 := {𝑜𝑒𝑡 } All observations at step 𝑡

𝑃(𝑵, 𝑳) Physical Network graph

𝑃𝑡 Penalty Function of VM migration

𝑷 := {𝑝𝑖} 𝑖th User placement

Pup
𝑘
, Pdown

𝑘
Upload and download path set of 𝑘th task

𝑄
(
𝑠𝑡 , 𝑎𝑘,𝑡

)
Action-value function for 𝑠𝑡 and 𝑎𝑘,𝑡

𝑄𝑡𝑜𝑡 (𝒐𝑡 , 𝒂𝑡) Joint action-value function for all agent

𝑄𝑒

(
𝑜𝑒𝑡 , 𝑎

𝑛
𝑡

)
Action-value function for agent 𝑔𝑒

𝑟
agent
𝑡 Reward of each agent at step 𝑡 (agent ∈ ia ∪ 𝑮)

𝑅total Total reliability

𝑟node
𝑖

𝑖th node reliability

𝑟 link
𝑖 𝑗

Link reliability of link (𝑖, 𝑗)
𝑟𝑝 Traffic-splitting ratio of path 𝑝

𝑟𝑡 Reward for agent 𝑔𝑒 at step 𝑡

𝑹𝐿𝑡 :=
{
𝑟𝐿
𝑖 𝑗 ,𝑡

}
(𝑖, 𝑗) residual link resources at step 𝑡

𝑹𝑆𝑡 :=
{
𝑟𝑆
𝑖,𝑡

}
𝑖th residual server resources at step 𝑡
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Notation Description

𝑠 ∈ 𝑺 Server

𝑠
agent
𝑡 State of each agent at step 𝑡 (agent ∈ ia ∪ 𝑮)

𝑠𝑡 ∈ S State at step 𝑡 (S: State space)

𝑡 ∈ 𝑇 Time-step (𝑇 : Total time-steps)

𝑡sim ∈ 𝑇 sim Time-step for simulator (𝑇 sim: Total time steps)

𝑡VN
𝑖

OD Traffic demands for 𝑖th VN

𝑡𝑔 Number of iterations of control agent (𝑔 ∈ 𝑮)

𝑇 𝑔 Total exploration steps of control agent (𝑔 ∈ 𝑮)

𝑡𝑘 Acceptance time of 𝑘th task

𝑻 :=
{
𝑡𝑝𝑞

}
Traffic matrix from server 𝑝 to server 𝑞

𝑻node :=
{
𝑡𝑝𝑞

}
Traffic from node 𝑝 to node 𝑞

𝑻vm :=
{
𝑡vm
𝑖 𝑗

}
Traffic from VM 𝑖 to VM 𝑗

𝑈link
max Maximum link utilization

𝑈server
max Maximum server utilization

𝑢𝐿
𝑖 𝑗 ,𝑡

(𝑖, 𝑗) link utilization at step 𝑡

𝑢𝑁
𝑖,𝑡

𝑖th node utilization at step 𝑡

𝑢𝑆
𝑖,𝑡

𝑖th server utilization at step 𝑡

𝑈𝐿
𝑡 = max𝑖 𝑗

(
𝑢𝐿
𝑖 𝑗 ,𝑡

)
Maximum link utilization at step 𝑡

𝑈𝑁
𝑡 = max𝑖

(
𝑢𝑁
𝑖,𝑡

)
Maximum node utilization at step 𝑡

𝑈𝑆
𝑡 = max𝑖

(
𝑢𝑆
𝑖,𝑡

)
Maximum server utilization at step 𝑡

𝑣 ∈ 𝑽 VM (𝑽: VM set)

𝑣𝑁
𝑖

𝑖th node-processing capability

𝑽𝒕 :=
{
𝑣𝑒𝑡

}
Evaluation values of control engine 𝑒 at step 𝑡

𝑽𝑡 :=
{
𝑣𝑖,𝑡

}
VM demands of 𝑖th VN at step 𝑡

𝑤 ∈ 𝑾 User

𝑤𝐿
𝑖 𝑗

(𝑖, 𝑗) link capacity

𝑤𝑁
𝑖

𝑖th node capacity

𝑤vm
𝑖

, 𝑤ids
𝑗

𝑖th VM size, 𝑗 th IDS size

𝑤𝑐 Weighting parameter of constraint agents G𝑐

𝑥
𝑝𝑞

𝑖 𝑗
Proportion of passed 𝑡𝑝𝑞 on link (𝑖, 𝑗)

𝑿𝑡 :=
{
𝑥
𝑝𝑞

𝑖 𝑗 ,𝑡

}
Proportion of passed traffic matrix on link (𝑖, 𝑗)
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Notation Description

𝒀 := {𝑦𝑘𝑛} Task allocation (task 𝑘, node 𝑛)

𝒀 𝑡 :=
{
𝑦𝑖 𝑗 ,𝑡

}
VM allocation at step 𝑡 (VM 𝑖, server 𝑗)

𝒁 :=
{
𝑧𝑖 𝑗

}
User/device placement (user 𝑖, node 𝑗)

𝛼𝐿
𝑖 𝑗

Propagation latency of link (𝑖, 𝑗)
𝛽𝑘 Task type of 𝑘th task

_ Weighting parameter of objective function

I𝑘,𝑡 Binary variable indicating executing tasks

𝜏max
𝑘

Maximum permissible latency of 𝑘th task

𝜏𝑁
𝑘
, 𝜏RTT

𝑘
Node latency and RTT latency of 𝑘th task

𝜏𝑝 Latency coefficient of path 𝑝

𝝉𝑡 :=
{
𝜏
𝑝𝑞
𝑡

}
Traffic matrix from node 𝑝 to node 𝑞

𝜽 := {\𝑒} Coefficients of control engine 𝑒

𝚵cli :=
{
bcli
𝑖 𝑗

}
Client node placement (𝑖th client, 𝑗 th node)

𝚵ids :=
{
b ids
𝑖 𝑗

}
IDS allocation (𝑖th IDS, 𝑗 th server)

𝚵vm :=
{
bvm
𝑖 𝑗

}
VM allocation (𝑖th VM, 𝑗 th server)
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Abbreviation Description

ARMA autoregressive moving average

BS base station

CC cloud computing

CEV comprehensive evaluation value

CNF cloud-native network function

CPU central processing unit

CSI channel state information

DC data-center

Dec-POMDP decentralized partially observable Markov decision process

DNN deep neural network

DQN deep Q-network

DRL deep reinforcement learning

DRQN deep recurrent Q-Network

EC edge computing

ED end device

ES exhaustive search

FIFO first-in-first-out

GA greedy algorithm

GLPK GNU Linear Programming Kit

GRU gated recurrent unit

HA heuristic algorithm

HRA hybrid reward architecture

IDS intrusion detection system
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ILP integer linear programming

IoT Internet of Things

IQL independent Q-learning

LP linear programming

LSTM recurrent long short-term memory

MADRL multi-agent deep reinforcement learning

MARL multi-agent reinforcement learning

MINLP mixed-integer non-linear programming

MIP mixed integer programming
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OD origin-destination

OS operating system
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VNE virtual network embedding

VNF virtual network function

WAN wide-area network
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Chapter 1

Introduction

1.1 Network resource management in future

networks

1.1.1 Network resource management in NFV

Network functions virtualization (NFV) [1–3] is one of the key technologies of

future networks. NFV has emerged as an innovative network paradigm that

abstracts the network functions from hardware. NFV is closely related to other

emerging technologies, such as Software Defined Networking (SDN) [4]. SDN

is a networking technology that decouples the control plane from the underly-

ing data plane and allows programmatic and centralized resource management

of network functions. Combining SDN and NFV will enable to provide the

complex network services in next-generation networks through centralized net-

work management by SDN and specific abstraction and isolation mechanisms

by NFV.

NFV enables telecommunications service providers (TSPs) to offer vari-

ous network services by flexibly combining multiple virtual network functions

(VNFs). These network services can be provided by combining multiple VNFs

(e.g., virtual machines (VMs) and intrusion detection systems (IDSs)). The

combination of VNFs is specified for each network service type. NFV can

improve the efficiency of resource utilization by sharing physical resources be-

tween VNFs. To provide such services, a TSP should allocate virtual network
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Chapter 1

(VN) requests represented by virtual nodes as VNFs and virtual links connect-

ing virtual nodes. A virtual node indicates the server resource requirements

such as the required number of central processing units (CPUs) and amount

of random access memory (RAM) and is often treated as a unit of a VM. A

virtual link indicates the network resource requirements such as the required

bandwidth and delay between virtual nodes.

1.1.2 Network resource management in edge computing

With the development of communication technologies, diverse applications

have emerged in various domains, e.g., healthcare, smart cities, and manu-

facturing. These applications are generally offloaded and processed in cloud

servers because of the limitation of the computation resources of end devices

(EDs), e.g., personal computers, smartphones, Internet of Things (IoT) de-

vices, and cars. This process is called cloud computing (CC). Such offloaded

applications’ tasks consist of the demand for computing and communication

with various characteristics, e.g., traffic heavy, computing heavy, or latency

sensitive. Since cloud servers are generally located far from EDs, offloading

tasks to the cloud inevitably generates additional transmission latency. There-

fore, CC degrades the performance of latency-sensitive tasks.

To address this issue, edge computing (EC) has been proposed to deploy

computing resources at the edge servers close to EDs. Combining CC and EC

provides multiple offloading choices, improving the efficiency of offloading. For

example, offloading computing-heavy tasks to the cloud is effective because the

cloud usually has sufficient computing resources. Similarly, offloading traffic-

heavy and latency-sensitive tasks to the edge effectively shortens the transmis-

sion latency. Thus, CC and EC must be combined to improve the efficiency of

various offloading tasks.

1.2 Challenges of network resource manage-

ment

Network resource management, which involves mapping VN requirements and

offloading tasks to the physical network, must be optimized to maximize re-
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source utilization efficiency in a network with limited physical resources. It has

been reported that the inefficient management of network policies accounts for

78% of data-center (DC) downtime [5,6]; therefore, resources must be optimally

allocated to provide carrier-grade network services. The optimal management

refers to the allocation of VNs and tasks that maximizes the objective function

(e.g., resource utilization) while satisfying constraints (e.g., resource capacity).

The performance of allocation algorithms is critical for future network man-

agement incorporating NFV, SDN, and EC technologies, as it determines the

overall network’s resource utilization efficiency. Though a significant amount

of research has been conducted [7], no unified allocation problem has been

formulated and solved that takes into account all conditions consisting of com-

bination(s) of objective functions and constraints. In particular, many previ-

ous studies have proposed methods based on mathematical optimization, but

the high computational cost of these methods makes it impractical to manage

future networks.

1.3 Problem statements

This thesis studies four specific problems about network resource management

using multi-agent deep reinforcement learning (MADRL). This thesis focused

on reinforcement learning (RL) [8,9] as a solution to the resource management

problem because it can quickly calculate a near-optimal resource allocation by

learning the relationship between input network resource patterns and output

resource allocation in advance. In addition, this thesis incorporates deep rein-

forcement learning (DRL) and/or multi-agent reinforcement learning (MARL).

The definitions and formulations of RL algorithms and related works on RL-

based network resource management are described in Chapter 2. Each problem

corresponds to resource-integrated control in NFV, dynamic virtual network

allocation, and task offloading for multi-cloud-edge networks, respectively.

1.3.1 Network-resource-integrated control in NFV

This thesis addresses the challenge of developing a network-resource-integrated

control method in NFV, i.e., how to formulate and solve such a unified optimal
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allocation problem. This problem becomes more difficult due to the increase

in the number of control metrics (e.g., VNF placements and routes between

the VNFs) and diversification of objective functions, where the control metric

is defined by parameter(s) to characterize the state of a controlled network. In

addition, the resource-integrated control method in NFV should be extendable,

i.e., able to handle new control metrics being added or constraints of control

metrics being changed. This requirement is crucial because a optimization

problem needs to be solved quickly and easily even when a new network service

starts or a new constraint needs to be taken into account. This thesis studies

this problem in Chapter 3.

A simple way to achieve adequate extendability is to solve independently

pre-specified optimization problems for each control metric. However, if we

independently solve each optimization problem taking into account only the

problem’s constraints, we may not satisfy all the constraints. Hereafter, this

thesis calls this problem control conflict (see Section 3.1 for details). To avoid

control conflicts, resource-integrated control methods need to calculate the

optimal allocation that satisfies all conditions determined by combination(s)

of control metrics.

Previous studies on resource-integrated control methods can be categorized

into two approaches. One is the combined approach [6, 10–16], which builds

a specified algorithm that simultaneously solves the combined optimization

problem. However, it is not extendable because we need to reconstruct the

problem formula every time the combination of control metrics changes. The

other is the coordinated approach [17–19], which involves using an extendable

control architecture that coordinates multiple control algorithms pre-specified

for individual control metrics. Though an extendable control architecture has

been proposed, this architecture is only a concept and no specific implemen-

tation or formulation is described.

1.3.2 Dynamic virtual network allocation

The problem of finding an optimal VN allocation is known as the virtual

network embedding (VNE) problem. Most existing approaches [7, 20, 21] only

focus on static VN allocation, where the amount of VN demand for resources
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is unchanged over time. When a VN is embedded at once in the physical

network, the VN requests will hold fixed resources until the end of their lifetime

in the static embedding process. However, since network traffic and computing

demand have been changing dramatically due to the various types of network

services, e.g., high-quality video delivery and operating system (OS) updates,

the VN demands are dynamically changing and fluctuating. In the above

situation, the static VN allocation leads to resources being inefficiently utilized

and/or networks becoming congested, so the dynamic VN allocation for time-

varying demand becomes more important. To more efficiently utilize resources,

this work attempts to solve the dynamic VN allocation problem. Although the

dynamic VN allocation problem has been studied for more than a decade, the

following difficulty remains unresolved.

The difficulty in optimizing dynamic VN allocation is the need to simulta-

neously allocate VNs efficiently and immediately, even though efficiency and

immediacy are in a trade-off relationship. Dynamic VN allocation needs to

increase the computation time to increase the efficiency of VN allocation. The

increase in computation time directly causes an increase in the control period.

Alternatively, dynamic VN allocation requires a short control period to keep

up with changes in demand. That is, increasing the efficiency leads to decreas-

ing the immediacy. Similarly, since allocation performance decreases when the

control period is limited, increasing immediacy leads to decreasing efficiency.

Therefore, many methods have failed to simultaneously achieve efficiency and

immediacy.

Several studies have addressed this problem [22–29]. Specifically, RL has

been focused on as a solution [22–27]. RL solves the decision problem of what

action an agent should take by observing the current state within a certain

environment. An agent receives a reward from the environment depending

on the selected action and learns a policy (i.e., strategy) that maximizes the

received reward through a series of selected actions. RL is expected to be

able to immediately output a close-to-optimal VN allocation even as the net-

work resource demand drastically changes by learning the relationship between

resource demand patterns and optimal VN allocation in advance.

There are two challenges in applying RL to dynamic VN allocation. One

is related to safety, which is a common challenge in applying RL to real-world
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applications. Satisfying constraints are important and never violating them is

often required in real-world applications. However, there is no guarantee to

satisfy constraints because the general RL agent learns the optimal action only

by a reward. The agent receives a positive reward for preferable actions and a

negative reward for unpreferable actions. This reward cannot fundamentally

prohibit the action which does not satisfy the constraints. As an example

of VN allocation, these constraints are equivalent to network congestion and

server overload. This thesis studies this problem in Chapter 4.

The other is related to the number of candidate actions when solving the

combinatorial optimization problem by RL, which is a problem-specific chal-

lenge for RL-based VN allocation. The RL approach relies on exploring all

available actions sufficiently to compute a policy close to the optimal. Since

the number of ways a VN can be embedded is combinatorial, the candidate

actions of VN allocation exponentially increase as the number of nodes and

the number of links increase. Therefore, the RL approach potentially requires

a huge number of actions to derive an appropriate solution, which could lead

to a prohibitively long convergence time for the learning process [30]. It was

also reported that the performance of RL drastically worsens as the number of

candidate actions increases [31]. Thus, the action space of the VNE problem

needs to be shrunk. This thesis studies this problem in Chapter 5.

1.3.3 Task offloading for multi-cloud-edge networks

Several studies have addressed task-offloading problems for CC and EC [32–39].

Current methods based on mathematical optimization still incur high compu-

tational cost. For example, Wang et al. [32] accelerated the computation time

by more than 100 times using their parallel optimization framework. However,

due to the computational cost, they could only evaluate it in a small network

with one cloud and a few base stations (BSs) (i.e., a few edge servers). To

solve this problem, RL has been gaining attention as a solution [35–39]. RL

can immediately output the preferred task offloading by learning the relation-

ship between input network patterns and output task offloading in advance.

Although RL can solve the problem of computation time, two issues re-

main. One is that these methods [35–38] do not take into account CC or
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target only the network with a single cloud. As mentioned above, CC and EC

need to be combined to improve task-offloading efficiency. Moreover, a typical

network has multiple clouds. The other issue is that these methods [35–39] do

not take into account the bandwidth capacity and backbone-network topol-

ogy. Many studies attempted to minimize task latency by shortening the path

that offloaded tasks take. When a control system does not take into account

bandwidth capacity, some links may become congested due to the concentra-

tion of tasks. Therefore, the system should obtain the task offloading that

minimizes latency while satisfying all link-bandwidth constraints. Some of the

above studies assumed a typology that is not practical as a backbone network,

e.g., a full-mesh network. This thesis studies this problem in Chapter 6.

With RL-based task-offloading methods, multi-cloud and network topology

are challenging to consider because route optimization requires many variables.

Even a minimal network with five nodes requires hundreds of variables to op-

timize all routes between nodes. The performance of RL drastically worsens

as the number of variables increases [31]. Therefore, computing offloading

and route optimization are difficult to jointly solve by using RL-based meth-

ods. Since the joint problem is a non-deterministic polynomial time (NP)-hard

mixed integer linear problem, it is also difficult to solve by mathematical op-

timization.

MARL is effective in solving more complex problems. It is a system of

multiple agents interacting within a common environment. Each agent works

with the other agent(s) to achieve a team reward. The learning cost of each

agent can be reduced by assigning each agent to each task. However, when

training decentralized and independent agents to optimize the team reward,

each agent faces a non-stationary learning problem [40]. An example of this

problem is that when each agent independently acts simultaneously, all tasks

will be allocated on the light-load server, resulting in server overload. To avoid

a non-stationary problem, Zhan et al. [35] developed an algorithm combining

MARL and game theory. However, the actions of decentralized agents based

on game theory fall into a sub-optimal solution of the Nash equilibrium. This

thesis also studies this problem in Chapter 6.
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Chapter 3 Chapter 4 Chapter 5 Chapter 6

Use Case Virtual network allocation Task 
offloading

Management 
Architecture

Network-resource-integrated control architecture 
proposed in Chapter 3 

Method

Reinforcement
Learning ✓ ✓ ✓ ✓

with
Multi-agent ✓ ✓ ✓ ✓

with
Deep learning ✓ ✓ ✓

with
Safety ✓

with 
Cooperation ✓ ✓

Network resource management using multi-agent deep reinforcement learning 

Chapter 1: background and problem statements

Chapter 2: related works

Chapter 7: conclusions and future works

Figure 1.1: Chapter overview of this thesis.

1.4 Overview and contributions of this thesis

Figure 1.1 shows the chapter overview of this thesis. Chapter 2 surveys the

related works in literature.

Chapter 3 proposes an extendable resource-integrated control method based

on the coordinated control architecture in NFV, which consists of multiple pre-

specified control algorithms and a single coordination algorithm between the

control algorithms. The key idea for extendability is modularization that di-

vides a whole system into standardized functional elements and reduces the

interdependence among the elements, which is a widely used technique for

designing and managing huge complex systems. This work first prepares and

solves each control algorithm for each control metric and then interactively im-
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proves the results using the proposed coordination algorithm. This work also

proposes an efficient coordination algorithm on the basis of RL. The learn-

ing makes it possible to learn the strategy for how to find better allocations

efficiently from past exploration steps. The proposed method requires more

iterations than the combined approach, but it achieves extendability through

the coordinated control architecture.

In Chapters 4, 5, and 6, these works calculate the optimal computing al-

location by RL and optimal routing by mathematical optimization. However,

not all constraints may be satisfied when two methods are calculated indi-

vidually. Therefore, this work proposes a combining method that uses the

solution of mathematical optimization for RL reward, enabling all objectives

and constraints of two methods to be considered. These methods are based by

the architecture proposed in Chapter 3 that can coordinate multiple control

algorithms prepared for each control metric.

Chapter 4 proposes a dynamic VN allocation method based on safe multi-

agent deep reinforcement learning (Safe-MADRL). The main contribution of

this work is the integration of the safety-considerations technique and multi-

agent technique into a dynamic VN allocation method based on DRL. The

proposed safety-considerations technique can reduce an agent’s constraint vi-

olation. This work introduces two types of agents inspired by safety explo-

ration [41]. One agent learns to improve the objective function (objective

agent) and the other learns to satisfy all constraints (constraint agent). This

work also decomposes the reward function dedicated to each agent and learn

a action-value function for each component reward function, which is based

on the hybrid reward architecture (HRA) [42]. Note that this work is also an

RL-based approach, similar to previous methods [22–27]. Therefore, there is

no guarantee that this work will satisfy the constraints. However, this work is

safety-oriented, meaning it is based on RL but specifically designed to priori-

tize and achieve a higher level of safety. This work refers to “safety-oriented”

simply as “safe.” The proposed multi-agent technique can improve the perfor-

mance and scalability for VN allocation. This work divides the VN demands

into groups, and each agent is prepared for each group, which can reduce the

number of candidate actions per agent. This work also restricted the agents

that could act at each time to avoid conflicts among agents. An example of
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such a conflict is when each agent independently acts at the same time, all

VMs will be allocated on the smallest load server, resulting in server overload.

Chapter 5 proposes a dynamic VN allocation algorithm based on cooper-

ative multi-agent deep reinforcement learning (Coop-MADRL). The key idea

is to use a multi-agent technique for an RL-based dynamic VN allocation

method. This work prepares each agent for each VN allocation control, which

can reduce the action space. However, when training decentralized indepen-

dent agents to optimize for the team reward, each agent is faced with a non-

stationary learning problem, i.e., the dynamics of its environment change as

other agents change their behaviors through learning [40]. An example of such

a non-stationary problem is that when each agent independently acts at the

same time, all VMs will be allocated on the smallest load server, resulting

in server overload. Therefore, this work introduces a cooperative element in

which several agents jointly optimize a single reward through centralized train-

ing and decentralized execution, which can improve the efficiency of VN allo-

cation. The proposed method directly treats all candidate actions at each step

without restricting agent actions or modeling and compressing handcrafted

features for states and actions. This cooperation can avoid conflicts of control

between agents and improve the performance of VN allocation. Moreover, it

can take the hassle out of problem-specific feature design.

Chapter 6 formulates an optimal task-offloading problem and proposes a

task-offloading method for multi-cloud and multi-edge networks considering

network topology and bandwidth constraints. This work handles the task of-

floading of edge-to-edge and edge-to-cloud. Each task arriving at the nearest

edge is either processed at the nearest edge or offloaded to the neighboring

edge or cloud. This work defines optimal offloading as a solution that max-

imizes server- and link-resource efficiency and minimizes task latency while

satisfying the constraints of server and link capacity and task latency. The

decision variables are the computing-resource allocation of tasks and routing

between the ED and allocated server. The key solution to this problem is that

mathematical optimization can quickly solve the route-optimization problem.

Therefore, this work develops a method for combining RL and mathematical

optimization. This work assigns an agent at each edge that has learned the

optimal task offloading. This work introduces a cooperative multi-agent tech-
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nique proposed in Chapter 5 in which several agents jointly optimize a single

reward in a centralized training and decentralized execution manner. This can

prevent the non-stationary problem and improve task-offloading efficiency. The

proposed method combines Coop-MADRL and mathematical optimization to

take into account network topology and bandwidth constraints in the task-

offloading problem. This work uses the solution of mathematical optimization

in the learning process of Coop-MADRL. The proposed method calculates the

optimal computing offloading by RL and the optimal routing by mathematical

optimization. Therefore, the proposed method can handle numerous routing

variables without approximating or reducing them.

Finally, Chapter 7 concludes this thesis and discusses the future works to

extend this work.
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Chapter 2

Related works

This chapter is structured as follows. Section 2.1 briefly reviews reinforcement

learning (RL). Section 2.2 describes the related works in network-resource-

integrated control. Section 2.3 describes the related works in dynamic virtual

network (VN) allocation. Section 2.4 describes the related works in task-

offloading for cloud computing (CC) and edge computing (EC).

2.1 Reinforcement learning

This section briefly reviews single-agent RL, MARL, and safe RL.

2.1.1 Single-agent reinforcement learning

Single-agent RL considers a sequential decision-making problem in which an

agent interacts with an environment. The agent observes state 𝑠 ∈ S in which

S is the state space, takes action 𝑎 ∈ A where A is the action space, and

executes it in the environment to receive reward 𝑟 and transfer to the new

state 𝑠′ ∈ S. The goal of the agent is to determine a policy that maximizes

the long-term reward. The policy is a map 𝜋 : S → 𝑃(A), where 𝑃 is the

transition probability among the states. Q-learning [8], a widely used RL

algorithm, learns the relationship of ⟨𝑠, 𝑎, 𝑟, 𝑠′⟩ to maximize the action value

𝑄 (𝑠, 𝑎), which is defined as the expectation of the sum of rewards obtained in

the future when action 𝑎 is selected in state 𝑠. The agent receives a reward 𝑟

13
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and updates the Q-function in accordance with the following equation.

𝑄 (𝑠, 𝑎) ← (1 − 𝛼)𝑄 (𝑠, 𝑎) + 𝛼
[
𝑟 + 𝛾max

𝑎′∈A
𝑄 (𝑠′, 𝑎′)

]
, (2.1)

where 𝛼 is a learning rate and 𝛾 is a discount factor.

Deep reinforcement learning (DRL) [9,31] dramatically improves the gener-

alization and scalability of traditional RL algorithms and can handle continu-

ous and high-dimensional state space by approximating the 𝑄(𝑠, 𝑎) with a deep

neural network (DNN). Among the numerous studies on DRL, one prominent

study is the Deep Q-network (DQN) [9], which has demonstrated human-level

control and achieved outstanding performance in various classic games. An-

other notable study is the Deep Deterministic Policy Gradient (DDPG) [43],

which adopts the successful principles of Deep Q-Learning and applies them to

the continuous action domain. DDPG has demonstrated robust performance

in more than 20 simulated physics tasks using the same learning algorithm,

network architecture, and hyperparameters.

This thesis adopts the DQN as the base for the DRL algorithm because it

is well-suited for handling discrete actions and has demonstrated stability and

high performance across various scenarios. The optimal resource management

problem involves handling discrete actions as it requires selecting the best

server from a set of available servers. Note that, similar to previous studies [9,

43, 44], this thesis defines DRL as the RL with multiple hidden layers of the

DNN and does not restrict the number of DNN layers.

DQN uses a replay memory to store the transition tuple ⟨𝑠, 𝑎, 𝑟, 𝑠′⟩. DNN
parameters \ are learned by sampling batches 𝑏 of transitions from the replay

memory and minimizing the squared error:

L(\) =

𝑏∑︁
𝑖=1

[(
𝑦
DQN
𝑖

−𝑄(𝑠, 𝑎; \)
)2]

, (2.2)

𝑦DQN = 𝑟 + 𝛾max
𝑎′∈A

𝑄(𝑠′, 𝑎′; \−), (2.3)

where \− are the parameters of a target network that are periodically copied

from \ and kept constant for several iterations. It was reported that the

performance of RL algorithms drastically worsens as the number of candidate

actions increases due to the decrease in the sampling efficiency of ⟨𝑠, 𝑎, 𝑟, 𝑠′⟩

14
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and increase in the error of the DNN [31]. Therefore, stable DRL becomes

difficult as the number of actions increases.

DRL performs better when historical information is used for learning. DQN

defines the last four frames as the current state in the classic game environ-

ment to consider historical information. This approach was successful enough

for games where reflexes are critical, but it became clear that DQN needed

more than four frames for some games. To address these shortcomings, Deep

Recurrent Q-Network (DRQN) [45] adds recurrency to DQN by replacing the

first post-convolutional fully connected layer with a recurrent long short-term

memory (LSTM). DRQN successfully integrates historical information and im-

proves the performance of DQN in some games, even though it only sees a

single frame at each time step. In addition, DRQN with the recurrent network

can better adapt during an evaluation when the quality of the observations

changes.

2.1.2 Multi-agent reinforcement learning

MARL is a system of multiple agents interacting within a common environ-

ment. Each agent decides each time-step and works together with the other

agent(s) to achieve a given goal. It is used for learning a complex environment

by dividing a single task into multiple sub-tasks. The learning cost of each

agent can be reduced by assigning each agent to each task. The recent review

of MARL is described in detail [46–48]. Due to the complexities of the envi-

ronments and the combinatorial nature of the problem, most MARL problems

are categorized as NP-hard problems [49].

A cooperative multi-agent environment can be described as a decentralized

partially observable Markov decision process (Dec-POMDP) [50] consisting of

⟨𝐾,S,A, 𝑅, 𝑃,O, 𝛾⟩, in which 𝐾 is the number of agents, S is state space,

A = {A1, . . . ,A𝐾} is the set of actions for all agents, 𝑃 is the transition

probability among the states, 𝑅 is the reward function, and O = {O1, . . . ,O𝐾}
is the set of observations for all agents. In a cooperative multi-agent problem

in which the environment can be fully observed, the 𝑖th agent at time-step 𝑡

observes the global state 𝑠𝑡 , takes action 𝑎
𝑖
𝑡 (𝒂𝑡 = {𝑎𝑖𝑡}), and receives reward 𝑟𝑡 .

If the agents cannot observe the global state, each agent only accesses its own
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local observation 𝑜𝑖𝑡 . The state 𝑠𝑡 needs to contain all information required to

uniquely represent the current environment’s status. Whereas the observation

𝑜𝑖𝑡 is a part of state 𝑠𝑡 , and it needs to contain the information required to

uniquely represent 𝑖th agent’s current status.

Each agent has an observation-action history ℎ𝑖 ∈ 𝒉, where the history

indicates a series of past observations and 𝒉 is the observation-action history

of all agents. The joint policy is a map 𝜋 : 𝒉 → 𝑃(A), and the joint policy 𝜋

has a joint action-value function:

𝑄𝜋 (𝒉𝑡 , 𝒂𝑡) = E
[ ∞∑︁
𝑗=0

𝛾 𝑗𝑟𝑡+ 𝑗 | 𝒉𝑡 , 𝒂𝑡

]
. (2.4)

In the following section, this work describes several significant MADRL

algorithms based on the DQN that can handle discrete actions. However, this

work does not describe the major MADRL algorithms for continuous actions,

e.g., Multi-Agent Deep Deterministic Policy Gradient (MADDPG) [51].

Independent Q-learning

The most naive approach to solve the MARL problem is to treat each agent

independently. This idea is formalized in an independent Q-learning (IQL)

algorithm [52, 53], which decomposes a multi-agent problem into a collection

of simultaneous single-agent problems that share the same environment. Each

agent runs Q-learning [8] or DQN [9]. IQL is scalable from the viewpoint of

implementation while increasing the number of agents, and each agent only

needs its local history of observations during the training. In this theise, IQL

is trained to minimize the loss:

L(\) =
𝑏∑︁
𝑖=1

𝐾∑︁
𝑘=1

[(
𝑦𝑘𝑖 −𝑄𝑘 (ℎ𝑘 , 𝑎𝑘 ; \𝑘 )

)2]
, (2.5)

where 𝑏 is the batch size of transitions sampled from the replay memory, 𝑄𝑘 is

the 𝑘th agent’s Q-value function, and 𝑦𝑘 is the 𝑘th agent’s 𝑦DQN as in Eq. (2.3).

Value decomposition networks

Value decomposition networks (VDNs) [54] aim to learn a joint action-value

function 𝑄𝑡𝑜𝑡 (𝒉, 𝒂). It is assumed that the joint action-value function 𝑄𝑡𝑜𝑡 can
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be additively decomposed into 𝐾 Q-value functions for 𝐾 agents, in which each

Q-value function 𝑄𝑖 only relies on the local state-action history:

𝑄𝑡𝑜𝑡 (𝒉, 𝒂) =
𝐾∑︁
𝑖=1

𝑄𝑖 (ℎ𝑖, 𝑎𝑖; \𝑖). (2.6)

Therefore, each agent observes its local state, obtains the Q-values for its ac-

tion, and selects an action, and then the sum of Q-values for the selected action

of all agents provides the total Q-value of the problem. By using the shared

reward and the total Q-value, the loss is calculated and then the gradients are

back-propagated into the networks of all agents. Because each agent’s DNN is

updated on the basis of the total Q-value, each agent learns the best behavior

for all agents, i.e., they learn cooperative behavior. The loss function for VDN

is as follows:

L(\) =
𝑏∑︁
𝑖=1

[ (
𝑦𝑡𝑜𝑡𝑖 −𝑄𝑡𝑜𝑡 (𝒉, 𝒂; \)

)2]
, (2.7)

where 𝑏 is the batch size, 𝑦𝑡𝑜𝑡 = 𝑟 + 𝛾max𝒂′ 𝑄𝑡𝑜𝑡 (𝒉′, 𝒂′; \−) and \− are the

parameters of a target network as in DQN.

QMIX

QMIX [55] extends VDN to address a broader class of environments. To repre-

sent a more complex factorization, a mixing network with trainable parameters

is introduced to compute the total Q-value on the basis of each agent’s state-

action value function. As mentioned above, VDN adds restrictions to have the

additivity of the Q-value and further shares the action-value function during

the training. QMIX also shares the action-value function during the training.

Besides, QMIX adds the below constraint to the problem:

𝜕𝑄𝑡𝑜𝑡

𝜕𝑄𝑖
≥ 0,∀𝑖, (2.8)

which enforces positive weights on the mixer network, and as a result, QMIX

can guarantee monotonic improvement. QMIX is trained to minimize the DQN

loss, and the gradient is back-propagated to the individual Q-values, similarly

to VDN.
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2.1.3 Safe reinforcement learning

Dalal at el. [41] proposed an RL algorithm for a physical system where critical

constraints must never be violated, such as a data-center cooling unit. Their

approach relies on a one-time initial pre-training of a model that predicts the

change in the safety signal over a single time-step. The model is a first-order

approximation with respect to the action, where its coefficients are the outputs

of a DNN. This model is used in a safety layer composed directly on the agent’s

policy to correct the action if needed, i.e., after every policy query, it solves an

optimization problem for finding the minimal change to the action such that

the safety constraints are met.

2.1.4 Hybrid reward architecture

In domains where the optimal value function cannot easily be reduced to a

low-dimensional representation, learning can be very slow and unstable. Sei-

jen et al. [42] tackled such challenging domains by using HRA. They decom-

posed a reward function and learned a separate value function for each com-

ponent reward function. The reward function is decomposed into 𝑛 reward

functions with weighting parameters 𝑤𝑘 , and action selection is based on the

sum of each 𝑄-value function 𝑄𝑘 of 𝑘th agent:

𝑄HRA(𝑠, 𝑎) :=
𝑛∑︁
𝑘=1

𝑤𝑘𝑄𝑘 (𝑠, 𝑎). (2.9)

2.2 Network-resource-integrated control

Previous studies on resource-integrated control methods can be categorized

into two approaches: combined and coordinated.

2.2.1 Combined approach

The combined approach [6,10–16] builds a specified algorithm that simultane-

ously solves the combined optimization problem.

Jiang et al. [10] studied a combined optimization problem of VM placement

and routing to minimize traffic costs in an intra-DC. They also proposed an ef-
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ficient online algorithm in a dynamic environment under changing traffic loads

by leveraging and expanding the technique of Markov approximation. How-

ever, since the algorithm approximates the combined optimization problem by

utilizing the specific problem structure, it is difficult to extend to another use

case.

Yoshida et al. [11] designed a plug-in architecture to satisfy various re-

quirements related to NFV resources. They also proposed a modified multi-

objective genetic algorithm (MOGA) to obtain approximate solutions in rea-

sonable computation time. However, each plug-in should be pre-formulated

as a format of objective functions and/or constraints of MOGA. Moreover,

they evaluated only one use case and did not mention extendability for adding

and/or changing plug-ins.

Jin et al. [12] proposed optimization method to minimize the cost of caching,

transcoding, and routing functions for cost-efficient video distribution over the

future Internet. They developed two algorithms for maximizing total cache hits

and minimizing the networking cost. They improve the solution by alternately

calculating those two algorithms. However, this method cannot be applied to

general use cases due to the control conflict between objective functions (a

detailed example is given in Section 3.1).

Cui et al. [6] formulated the Policy-VM Consolidation problem, which can

jointly optimize the VM placement as the origin/destination node and VNF

placement as the middle node, and the route between VMs via VNF. They

also proposed an efficient and synergistic scheme to jointly consolidate VNFs

and VM. However, this scheme is heuristic and specified for only one use case,

so it is difficult to extend to other use cases.

Herrera et al. [7] survey the research challenges of solving the resource

allocation problem in NFV-based network architectures. They classify the

NFV resource allocation problems into three stages: VNFs chain composing,

VNF forwarding graph embedding, and VNFs scheduling. They mention that

these three stages of the NFV resource allocation problem are related to each

other, and a way to coordinate the three stages is a major challenge of the

NFV resource allocation problem. The aim is to optimize the use of resources

to improve the performance of the network.

To coordinate NFV resource allocation problems, various studies have been
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conducted [13–16]. In particular, Li et al. [16] formulated a typical three-stage

coordinated NFV resource allocation model as a mixed integer programming

(MIP) and proposed a heuristic solution called merge-split viterbi (MSV).

However, MSV is a specified algorithm that simultaneously solves the combined

optimization problem, so it is difficult to extend to other use cases. Other

algorithms [13–15] are similar to the case of MSV.

2.2.2 Coordinated approach

The coordinated approach [17–19] involves using an extendable control archi-

tecture that coordinates multiple control algorithms pre-specified for individual

control metrics.

Tsagkaris et al. [17, 18] and Stamou et al. [19] proposed a hierarchical

network control framework for unifying all control when a network contains

multiple control metrics. In particular, their proposed architectures [18, 19]

include a single Autonomic Network Management (ANM) Core and multiple

Autonomic Control Loops (ACLs). Each ACL is a control module special-

ized for one control metric. The ANM Core integrates control of all ACLs

and determines whether each ACL appropriately controls each control metric.

However, this extendable control architecture is only a concept, and no specific

implementation or formulation is described.

2.3 Dynamic virtual network allocation

There have been several studies on dynamic VN allocation (RL-based [22–27]

and heuristic [28,29]).

2.3.1 Reinforcement learning-based allocation

Mijumbi et al. [22–24] proposed a MARL-based dynamic bandwidth control

method under the decentralized resource management system, which prepares

the agents for each physical node and physical link. They [22] applied a Q-

learning based RL agent. They [23] also used an artificial network to make

resource reallocation decisions and train the network with a Q-table. They [24]
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also proposed an RL-based neuro-fuzzy algorithm. However, it controls only

the buffer size of virtual nodes and the bandwidth of virtual links and does

not reallocate virtual nodes. Therefore, it cannot cope with demand changes

for server resources. Moreover, to prevent the number of actions from expo-

nentially increasing, all the demands passing through each node and link are

controlled by uniform parameters. Therefore, the bandwidth for all users is

limited regardless of the demand of each user.

With the breakthrough of DRL in human-level control applications [9],

the DRL-based VNE algorithm has been increasingly studied. Studies have

mentioned the problem of the RL-based approach: the candidate actions of

VN allocation exponentially increase as the number of nodes and the number

of links increase [25–27]. Dolati et al. [25] attempted to shrink the action

space of the VNE problem to provide sufficient flexibility for exploring different

VN mappings while retaining the efficiency of the learning process. They

adopted a convolutional neural network for a DRL approach in solving VNE

problems. Dolati et al. assumed that networks have grid-like typologies to

make the image representation easier to obtain, but this is not true in many

other situations. Yan et al. [26] decomposed a VNE process into a sequence

of virtual node embedding to shrink the action space, and the learning agent

only focuses on one virtual node of the current VN request at every single step.

The work in Chapter 4 proposed a MADRL-based dynamic VN allocation

method [27]. This work divided the VN demands into groups, and each agent

is prepared for each group, which can shrink the action space per agent. This

work also restricted the agents that could act at each time to avoid conflicts

among agents. However, the shrinking action space and the restriction on the

agent’s action decrease the performance of VNE. Moreover, this restriction

increases the number of steps required for VN reallocation and may delay the

response to dynamic demand changes. Conversely, the work in Chapter 5

adds a cooperative element to the previous method, which can avoid conflicts

of control between agents and improve the performance of VN allocation.

In conclusion, the shortcoming of existing methods and the strengths of

the proposed method is summarized. As mentioned above, the problem of RL-

based approaches is that the number of candidate actions for VN allocation

increases exponentially as the number of nodes and links increases. Exist-
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ing methods introduce the multi-agent technique to prevent the exponential

increase of actions. However, existing methods restrict the agent’s actions

at each step or compress the action space using handcrafted features, which

degrades the performance of VN allocation. On the other hand, the work

in Chapter 5 additively introduces a cooperative technique for a multi-agent

DRL-based dynamic VN allocation method. This technique can improve the

performance of VN allocation without restricting agent actions or compressing

actions.

2.3.2 Heuristic-based allocation

Zheng et al. [28] proposed a dynamic VNE algorithm based on a radial basis

function neural network to learn and predict the dynamic changes of resources,

and users dynamically adjust and allocate resources by the predicted results.

Although these proactive control methods based on predicting the dynamic

changes are effective for near-stationary resource demand, they sometimes fail

since drastic demand changes cannot be predicted. On the other hand, the

proposed approach uses the almost real-time demand for control by drasti-

cally reducing the computation time and control interval, not minimizing the

prediction error.

Dehury and Sahoo [29] proposed a dynamic VN allocation method that

combines online and offline allocation algorithms. The VN demand is ac-

cepted and allocated immediately by the online algorithm, then VN demand

is periodically reallocated by the offline algorithm. By combining the two

algorithms, they simultaneously achieved immediate demand acceptance and

optimal demand allocation. However, they assumed only adding and deleting

virtual links and not the change in virtual link bandwidths. Therefore, their

method cannot be applied for time-varying traffic demand.
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2.4 Task-offloading for cloud computing and

edge computing

Several studies have addressed task-offloading problems for CC and EC [32–39].

In general, CC has sufficient computing resources but inevitably increases net-

work latency. On the other hand, EC can reduce network latency at the

expense of having sufficient computing resources. These studies aim to opti-

mize the task-offloading when considering the characteristics of heterogeneous

computing resources. They sometimes refer to fog computing instead of CC

or EC, or assume multiple layers in the edge network. When an edge fog or

a two-tier edge network considers the heterogeneous resource characteristics,

the work in Chapter 6 can see them as the same studies.

Table 2.1 summarizes the characteristics of these studies and ours. “Co-

operation” in method properties means whether multiple control algorithms

are coordinated when a method contains multiple algorithms. It is not the

case when a single algorithm determines all task offloads or when multiple al-

gorithms independently determine them. “Comprehensiveness” in evaluation

properties means whether the methods evaluate the performance of the algo-

rithm under practical conditions, e.g., a sufficient number of edges and clouds,

and under various metrics, e.g., computation time and scalability.

Wang et al. [32] considered a cooperative three-tier computing network by

leveraging vertical cooperation among devices, edge nodes, and cloud servers

and horizontal cooperation between edge nodes. They also presented a parallel

optimization framework by using the alternating direction method of multi-

pliers (ADMM) method. However, they did not impose network bandwidth

constraints and did not assume multi-cloud networks. They evaluated minimal

conditions with four edges and 40 devices. Yuan et al. [33] designed a profit-

maximizing collaborative computation offloading and resource-allocation algo-

rithm to maximize system profit and guarantee task-response-time constraints.

They also developed a migratory-bird optimization method that is based on

simulated annealing (SA) to obtain a close-to-optimal solution. However, they

did not assume multi-cloud networks and backbone-network topology. They

evaluated their method under very light conditions, such as one task every 20

seconds. Kai et al. [34] developed a collaborative computing framework to pro-
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cess mobile devices’ tasks at terminals, edge nodes, and cloud centers. They

presented a pipeline-based offloading scheme, in which both mobile devices

and edge nodes can offload computation-intensive tasks to an edge node and

cloud center in accordance with their computation and communication capac-

ities, respectively. However, they did not assume multi-cloud networks and

backbone network topology and evaluated minimal conditions with 40 devices.

MADRL has gained attention as a solution to the problem of computation

time [35–39]. Zhan et al. [35] designed a decentralized algorithm for compu-

tation offloading so that users can independently choose their offloading deci-

sions. They developed their algorithm by combining MADRL and game theory.

However, the actions of decentralized agents based on game theory fall into a

sub-optimal solution of the Nash equilibrium. They only considered EC and

did not consider CC. Nguyen et al. [36] presented a new collaborative offload-

ing framework that is based on MADRL in heterogeneous edge networks where

each ED acts as an intelligent agent to make offloading decisions collaboratively

and achieve optimal system utility. However, they only considered EC and did

not consider CC. Hou et al. [37] introduced a hierarchical task-offloading and

resource-allocation method that is based on MADRL for the Cybertwin-based

network. It can promote the flexible collaboration of EDs, EC servers, or CC

servers to improve system processing efficiency and security. Although they de-

scribed the formulation in detail, their work remains only a concept, and they

evaluated minimal conditions with a single cloud, three edges, and 100–300

devices. Ding et al. [38] considered cooperative task offloading, where all edge

servers cooperate to achieve good performance for the entire edge-CC system,

such as low latency and energy costs. They addressed MADRL-based task

offloading that takes into account cooperation among agents. However, they

evaluated minimal conditions with a single cloud and five edges. They evalu-

ated only one snapshot and did not evaluate statistical performance. They also

did not conduct any practical evaluation, e.g., computation time or scalability.

Zhang et al. [39] considered a three-layer distributed multi-access edge com-

puting network where there are multiple clouds, EC servers, and EDs. They

developed a distributed scheme that is based on MADRL. Each cloud jointly

determines the offloading task and resource-allocation strategy on the basis

of its inference of other cloud decisions. However, they evaluated minimal
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conditions with 1–3 clouds, 1–3 edges, and 3–9 devices.

In summary, previous studies did not consider CC or targeted only the

network with a single cloud. Zhang et al. [39] assumed multi-cloud networks,

but their evaluation was under the limited condition of three edge nodes, and

effectiveness of their method under practical conditions remains unclear. Pre-

vious studies did not consider the link capacity and topology of the backbone

network. They assumed that the backbone-network link between clouds and

edges was as if it were a single link. To the best of our knowledge, the work in

Chapter 6 is the first to focus on optimal task offloading for multi-cloud and

multi-edge networks considering network topology and bandwidth constraints.

Several studies have addressed MADRL-based task offloading by considering

cooperation among agents similar to ours but do not meet the above network

requirements. Furthermore, this work introduces a generalized task model rep-

resenting various task types. Previous studies evaluated the performances of

their methods under conditions where they generated only one type of task uni-

formly. This work evaluated the effectiveness of the proposed method in terms

of performance, network-topology dependency, computation time, scalability

regarding the number of tasks, and generalization performance for unknown

task patterns. Such a comprehensive evaluation had not been conducted.
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Extendable resource-integrated

control using reinforcement

learning

Network functions virtualization (NFV) enables telecommunications service

providers to realize various network services by flexibly combining multiple

virtual network functions (VNFs). To provide such services, an NFV con-

trol method should optimally allocate such VNFs into physical networks and

servers by taking account of the combination(s) of objective functions and

constraints for each metric defined for each VNF type, e.g., VNF placements

and routes between the VNFs. The NFV control method should also be ex-

tendable for adding new metrics or changing the combination of metrics. One

approach for NFV control to optimize allocations is to construct an algorithm

that simultaneously solves the combined optimization problem. However, this

approach is not extendable because the problem needs to be reformulated

every time a new metric is added or a combination of metrics is changed.

Another approach involves using an extendable network-control architecture

that coordinates multiple control algorithms specified for individual metrics.

However, to the best of our knowledge, no method has been developed that

can optimize allocations through this kind of coordination. This work pro-

poses an extendable network-resource-integrated control method in NFV by

coordinating multiple control algorithms. This work also proposes an efficient
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coordination algorithm based on reinforcement learning. Finally, this work

evaluates the effectiveness of the proposed method through simulations. A

part of this work in this chapter was presented in [56,57].

This chapter is structured as follows. Section 3.1 describes the motivation

of this work in detail. Section 3.2 describes the proposed extendable resource-

integrated control method in NFV and an efficient algorithm for the proposed

method using RL. Section 3.3 describes the use cases for the proposed method,

the modeling and formulation of the proposed method, and its extendable im-

plementation. Section 3.4 evaluates the performance, and Section 3.5 concludes

the chapter.

3.1 Challenges and motivation

In this section, this work describes the challenges and motivation for extendable

resource-integrated control methods with a concrete use case. This work first

considers the use case as an example in which this work provides a secure-

cloud-computing service consisting of routes between VMs via an IDS. In this

case, the control metrics are routes, VM placements, and IDS placements,

and each control algorithm is pre-formulated (detailed formulation is given in

Section 3.3.3).

Independently solving each optimization problem leads to the following

control conflicts.

(1) Conflict between constraints - Capacity overload: Since each

control algorithm takes into account only its constraints, all constraints might

not be satisfied at the same time. For example, when each problem for each

control metric is independently solved at the same time, VMs and IDSs will

be allocated on the same server, resulting in server overload.

(2) Conflict between objective functions - Oscillatory solution: If

each algorithm with a different objective function is conducted independently,

the network may become unstable. For example, if the IDS-allocation algo-

rithm to balance server loads and the VM-allocation algorithm to minimize

electric power consumption (i.e., the number of powered-on servers) are used

independently (e.g., the latter is done after the former repeatedly), most as-

signment results are repeatedly changed.
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The above conflicts can be avoided by sequentially solving each optimiza-

tion problem for residual resources of each allocated result. However, the

obtained results after conducting all the algorithms are not guaranteed to be-

come optimal. This is because, since the result of the previous algorithm is

fixed, an inefficient solution may be inevitable. For example, when the results

of the physical distance between allocated VMs are long, inefficient routing is

inevitable.

The motivation for this work is to avoid the conflicts and inefficiency de-

scribed above. In addition, this work addresses the challenge of extendability

for changing control metrics that are considered essential in resource-integrated

control. The goal is to construct an extendable resource-integrated control

method, i.e., enabling NFV control metrics to be changed and added without

changing each control-algorithm formulation. Though the proposed method

cannot solve all the challenges of extendability or cover all use cases, to the

best of our knowledge, this is the first work to tackle this problem, and this

work expects that more complicated use cases can be solved by enhancing the

proposed method.

3.2 Proposed method

This work has developed an extendable resource-integrated control method

by coordinating multiple control algorithms. This work has also developed an

efficient coordination algorithm by using RL to find better solutions with fewer

coordinating iterations than the case without RL.

In this section, this work first describes the overview and procedure of the

proposed method and then gives a formulation of the proposed coordination

algorithm.

3.2.1 Overview of proposed method

The proposed method executes hierarchical control consisting of multiple con-

trol engines and a single coordination engine (Fig. 3.1). A control engine

has an algorithm to calculate a solution for each control metric and calculate

the evaluation value of the solution quantitatively. The evaluation value of a
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Figure 3.1: Overview of proposed resource-integrated control method. (©2020

IEICE.)

solution is defined as the objective-function value if the constraints of a con-

trol algorithm are satisfied; otherwise, it returns a negative value as a penalty.

The objective-function value allows only positive values. Using this negative

value, this work can determine whether the constraints are satisfied. The co-

ordination engine explores a solution by changing a part of the solution to

improve the comprehensive evaluation value (CEV), which is defined as

a unique value determined by all evaluation values of solutions calculated by

the individual control engines, e.g., the weighted average of each evaluation

value of the solution. The weight of each evaluation value is determined from

the importance of each objective function.

This work describes the procedure of the proposed method. Each control

engine first calculates initial solutions independently, and then the proposed

coordination engine recursively explores the solutions to improve the CEV.

In the exploration procedure, the coordination engine first changes a part of

a solution on the basis of the current CEV, and then the changed solution is

sent to each control engine. Next, each control engine calculates the evaluation

value on the basis of the changed solution. At this time, some control engines

calculate the part of the next solution together as necessary. For example,

a route control engine needs to calculate the next route on the basis of the

changed VNF placements. The coordination engine calculates the next CEV
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on the basis of the evaluation value and then returns to the beginning of the

procedure. When the exploration is terminated by repeating the above proce-

dure a certain number of times, this work regards the highest CEV solution

among the past iterations as the final solution. The proposed method can be

extended because this work improves each solution on the basis of only the

CEV, independently of the control metric type or number of control engines.

3.2.2 Overview of coordination algorithm

RL solves the decision problem of what action an “agent” should take by

observing the current state within a certain “environment.” An agent receives

a reward from the environment depending on the selected action and then

learns a strategy for how to maximize the received reward through a series

of selected actions. In a resource-integrated control environment, an agent’s

strategy indicates an efficient solution exploration to improve the CEV, and

the agent observes the current solution and CEV. This work bases the proposed

algorithm on RL because general-purpose learning is possible by just defining

states, actions, and rewards and applying them to general control engines

without a specific algorithm.

Specifically, this work uses hierarchical MARL [58], consisting of a single

instruction agent and multiple control agents (Fig. 3.2). The instruction

agent learns a selection of the control agent, and the control agent learns

an efficient solution exploration for the corresponding control engine. The

purpose of hierarchical MARL is to make the proposed method extendable by

preparing a specific control agent for each control engine. Since all agents’

learning algorithms are common, the learning algorithm is not affected by any

change of any control algorithm.

This work introduces the input/output (I/O)-conversion unit, which con-

verts the I/O format of each control engine. Because the changed solution of a

control engine may affect evaluation values of other control engines, this work

needs to share the changed solution by converting the I/O format. For exam-

ple, the VNF placements affect the routes between the VNFs, so this unit needs

to convert the VNF placements (i.e., an output of a VNF control engine) into

traffic demands between servers on which the VNFs are allocated (i.e., input
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Figure 3.2: Overview of coordination engine based on reinforcement learning.

An example when instruction agent selects VNF#1 control agent. (©2020

IEICE.)

of a route control engine). This work assumes that the cost of implementing

the I/O conversion unit is lower than the cost of rebuilding each algorithm

formulation. An example of the I/O-conversion is described in Section 3.3.3.

This work describes the procedure of the proposed coordination algorithm

based on hierarchical MARL. As shown in Fig. 3.2, the instruction agent first

selects a control agent on the basis of the RL (1), and then the selected control

agent starts exploring solutions and learning a strategy of exploration (2)–(6).

In the exploration step, the selected control agent observes the current solution

(2), then changes a part of the solution on the basis of the RL, and sends the

changed solution (3). After the changed solution is shared through the I/O-

conversion unit (4), each control engine calculates its evaluation value. Next,

the CEV is calculated from all evaluation values (5), and then the control

agent receives the CEV as a reward (6). Then, the instruction agent learns

the strategy of selecting a control agent on the basis of the maximum CEV

in the exploration (7) and selects the next agent on the basis of the strategy.

After repeating the procedure, the best solution is output as the final solution.

Finally, the procedure returns to the beginning (1).
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Table 3.1: Symbol descriptions for coordination algorithm.

Symbols Definitions

ia Instruction agent

𝑮 := {𝑔} Control agent set

𝑬 := {𝑒} Control engine set

𝑡 ∈ 𝑇 Exploration step (𝑇 : Total exploration steps)

𝑡𝑔 Number of iterations of control agent (𝑔 ∈ 𝑮)

𝑇 𝑔 Total exploration steps of control agent (𝑔 ∈ 𝑮)

𝑠
agent
𝑡 State of each agent at step 𝑡 (agent ∈ ia ∪ 𝑮)

𝑎
agent
𝑡 Action of each agent at step 𝑡 (agent ∈ ia ∪ 𝑮)

𝑟
agent
𝑡 Reward of each agent at step 𝑡 (agent ∈ ia ∪ 𝑮)

𝑄

(
𝑠
agent
𝑡 , 𝑎

agent
𝑡

)
Policy value for state 𝑠agent𝑡 and action 𝑎agent𝑡

𝛼, 𝛾 Hyper-parameter (Default: 𝛼 = 0.2 and 𝛾 = 0.9)

𝑨𝑒 Solution of control engine 𝑒

𝑫 𝒕 :=
{
𝑑𝑖 𝑗 𝑡

}
Traffic demands from node 𝑖 to node 𝑗 at step 𝑡

𝑽𝒕 :=
{
𝑣𝑒𝑡

}
Evaluation values of control engine 𝑒 at step 𝑡

𝜽 := {\𝑒} Coefficients of control engine 𝑒

3.2.3 Formulation of coordination algorithm

This work describes the formulation of the proposed coordination algorithm.

Table 3.1 summarizes the definitions of the variables of the proposed coordi-

nation algorithm. For agent learning algorithms, this work uses Q-learning [8],

which learns the relationship of a state, action, and reward to maximize the

policy value. Policy value 𝑄 (𝑠𝑡 , 𝑎𝑡) is defined as the expectation of the sum of

rewards obtained in the future when action 𝑎𝑡 is selected in state 𝑠𝑡 .

Instruction-agent algorithm

The instruction agent learns how to select control agents. A state is defined

as the selected control agent, action as the selection of the next control agent,

and reward as the maximum CEV obtained during this control-agent selection.

The instruction-agent algorithm is shown in Algorithm 1. Lines 1–2 show

the initialization of 𝑄
(
𝑠ia, 𝑎ia

)
, exploration step 𝑡, and initial state 𝑠ia0 . The
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Algorithm 1 Instruction-agent Learning.

1: initialize: 𝑄
(
𝑠ia, 𝑎ia

)
← 0, for all 𝑠ia and 𝑎ia

2: initialize: 𝑡 ← 0, 𝑠ia0 ← random choice from 𝑮

3: while 𝑡 < 𝑇 do

4: 𝑎ia𝑡 ← 𝜖 greedy
(
𝑠ia𝑡

)
5: 𝑠ia

𝑡+1 ← action
(
𝑎ia𝑡

)
6: 𝑟 ia

𝑡+1, 𝑡
𝑔 ← agent learning

(
𝑠ia
𝑡+1

)
7: Δ𝑄 ← 𝑟 ia

𝑡+1 + 𝛾max𝑎′ 𝑄
(
𝑠ia
𝑡+1, 𝑎

′) −𝑄 (
𝑠ia𝑡 , 𝑎

ia
𝑡

)
8: 𝑄

(
𝑠ia𝑡 , 𝑎

ia
𝑡

)
← 𝑄

(
𝑠ia𝑡 , 𝑎

ia
𝑡

)
+ 𝛼Δ𝑄

9: 𝑡 ← 𝑡 + 𝑡𝑔

term “𝜖 greedy” in line 4 means the action selected on the basis of the strategy

that a random action is selected with probability 𝜖 ; otherwise, an action 𝑎ia𝑡
that maximizes 𝑄 is selected (i.e., argmax𝑎′ 𝑄

(
𝑠ia𝑡 , 𝑎

′)) with probability 1 − 𝜖 .
It indicates the epsilon-greedy algorithm and is to avoid convergence to a local

optimum solution. The term “action” in line 5 shows the action of the instruc-

tion agent 𝑎ia𝑡 , which means the switch from the old control agent 𝑔 to the new

control agent 𝑔, that is, 𝑠ia𝑡 = 𝑔 and 𝑠ia
𝑡+1 = 𝑔. The term “agent learning (𝑠ia

𝑡+1)”
in line 6 means control-agent learning (Algorithm 2). The control agent re-

turns the maximum CEV during exploration and the number of exploration

steps. Lines 7–8 show instruction-agent learning, which means that 𝑄
(
𝑠ia, 𝑎ia

)
is updated from the relationship of state 𝑠ia, action 𝑎ia, and reward 𝑟 ia. Δ𝑄 is

called temporal difference error in RL, which indicates the difference between

the current reward and the expected reward. At line 9, 𝑡𝑔 means the number

of iterations in Algorithm 2.

Control-agent algorithm

The control agent learns how to efficiently change the solution of the control

engine. A state is defined as the solution of the control engine, action as the

changing of the control solution of each control engine, and reward as the CEV

(examples are given in Section 3.3.3).

The control-agent algorithm is shown in Algorithm 2. The control agent

𝑔 is selected by the instruction agent, i.e., 𝑔 corresponds to the current state
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of instruction agent 𝑠ia. Lines 1–2 show the initialization of each variable,

and 𝑨𝑒 means the initial solution corresponding to the control engine 𝑒. The

term “action” in line 5 means the changing part of the solution of the selected

control engine 𝑒. Then it outputs the result to the selected control engine 𝑒. In

line 6, the result is shared among other control engines through I/O-conversion

unit. Lines 7–8 show the calculation of evaluation values of all control engines

on the basis of the changed solution. The term “CEV calculation” in line 9

means the calculation the CEV as the reward of control agent 𝑟
𝑔

𝑡+1. The CEV

is basically defined as follows:

CEV =
∑︁
𝑒∈𝑬

\𝑒𝑣𝑒𝑡 , (3.1)

where \𝑒 and 𝑣𝑒𝑡 are the weighting parameter and evaluation value for the con-

trol engine 𝑒, respectively. The term “end state” in line 12 means the termi-

nation condition of control-agent learning, i.e., the state that does not satisfy

one or more constraints. That is, after reaching the solution that does not

satisfy at least one constraint, the control agent stops the exploration. In lines

13 and 15, the control agent returns the maximum CEV during exploration as

a reward for the instruction agent.

3.3 Use case of proposed method

This work considers the use cases where the extendable resource-integrated

control method is required, i.e., where the control metrics and network con-

trol conditions are changed and added frequently. First, this work classified

the general use case of NFV control using a combination of three elements:

(1) control metric, (2) control objective, and (3) network model. This work

also prepared four options as representatives of each element. One option is

selected from (1) control metric, one option is selected from (2) control objec-

tive, and two options are selected from (3) network model. Finally, this work

considers 12 use cases excluding four invalid combinations from the 16 (= 24)

combinations.

In Sections 3.3.1 and 3.3.2, this work first describes the taxonomy of gen-

eral use cases and the modeling of four options. Then this work describes the
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Algorithm 2 Control-agent Learning.

1: initialize: 𝑄 (𝑠𝑔, 𝑎𝑔) ← 0, for all 𝑠𝑔 and 𝑎𝑔

2: initialize: 𝑠
𝑔

0 ← 𝑨𝑒

3: for 𝑡 = 0 to 𝑇 𝑔 − 1 do

4: 𝑎
𝑔
𝑡 ← 𝜖 greedy

(
𝑠
𝑔
𝑡

)
5: 𝑠

𝑔

𝑡+1 ← action
(
𝑎
𝑔
𝑡

)
6: 𝑫𝑡+1 ← I/O conversion

(
𝑠
𝑔

𝑡+1
)

7: for each 𝑒 ∈ 𝑬 do

8: 𝑣𝑒
𝑡+1 ← evaluation by each control engine (𝑫𝑡+1)

9: 𝑟
𝑔

𝑡+1 ← CEV calculation (𝑽𝒕+1, 𝜽)
10: Δ𝑄 ← 𝑟

𝑔

𝑡+1 + 𝛾max𝑎′ 𝑄
(
𝑠
𝑔

𝑡+1, 𝑎
′) −𝑄 (

𝑠
𝑔
𝑡 , 𝑎

𝑔
𝑡

)
11: 𝑄

(
𝑠
𝑔
𝑡 , 𝑎

𝑔
𝑡

)
← 𝑄

(
𝑠
𝑔
𝑡 , 𝑎

𝑔
𝑡

)
+ 𝛼Δ𝑄

12: if 𝑠
𝑔

𝑡+1 is 𝑒𝑛𝑑 𝑠𝑡𝑎𝑡𝑒 then

13: return max𝜏∈{0,1,··· ,𝑡}
{
𝑟
𝑔
𝜏

}
, 𝑡 + 1

14: 𝑡 ← 𝑡 + 1
15: return max𝜏∈{0,1,··· ,𝑇𝑔−1}

{
𝑟
𝑔
𝜏

}
, 𝑇 𝑔

modeling and formulation of the proposed method and its extendable imple-

mentation in Sections 3.3.3 and 3.3.4, respectively.
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3.3.1 Taxonomy of general use case

Several studies [7, 59–61] classify VNF/cloud resource control methods and

their use cases. Various use cases are composed of a combination of 3 elements.

(1) Control metric: The control metric is defined by parameters to char-

acterize the state of a controlled network, e.g., VNF types, VNF model (e.g.,

CPU, memory, and storage), VNF placements, the combination of the VNFs,

the order to go through the VNFs and routes between the VNFs, etc. Specif-

ically, each control metric determines the constraints, e.g., link bandwidth,

latency, server capacity, the maximum number of chaining VNFs, etc.

(2) Control objective: Control objectives can be categorized as follows:

improvement of resources utilization efficiency (e.g., link and server), network

performance (e.g., traffic throughput and latency), quality of service/quality

of experience (QoS/QoE), an acceptance rate of service demands, energy ef-

ficiency, security and reliability, etc. The number of control objectives also

depends on the use case. The use cases in NFV often introduce multiple con-

trol objectives. It has been reported that 34% of the previous studies on VM

placement used the multi-objective approach [59].

(3) Network model: The network model is a specific representation of a

controlled network and user demands depending on each use case. The example

of network model element is as follows: network topology, traffic transport rule

(e.g., route splittable or not), node placement rule (e.g., fixed node placement

or not), and resource isolation rule (e.g., with or without network slicing), etc.

This work describes two cases with different network models as an example.

One example case is when assuming the service function chaining (SFC) in a

TSP network. In this case, this work generally assumes the communication

between the client as an origin node and the server as middle nodes or a

destination node. Then, this work models that the client node is fixed because

its location such as a company building using an SFC service is predetermined

by the client’s location, and the server node can migrate because that function

is virtualized as a VM or VNF. In this model, the server resources to be

allocated to individual VNFs are separated among users for reasons such as

the VNF license fee and security. The other example case is when assuming the

data transportation in an inter-DC network. In this case, it is assumed that the
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functions in origin, middle, and destination nodes can migrate because these

functions are virtualized as VMs or VNFs. When a user requests multiple

VN demands, or when the DC operator or TSP manages all VN demands,

the server resources to be allocated to individual VNFs can be shared among

VN demands. The maximum numbers of VNFs and concurrent sessions are

practically limited due to the constraints of license and cost. Therefore, it can

be modeled that one VNF allocated to near the origin node is selected until

the maximum number of concurrent sessions is reached.

3.3.2 Modeling of use cases and options

This work selects 4 options from the above elements to evaluate the proposed

method’s extendability and coverage for various use cases. Each option is (1)

with IDS (i.e., a representative example of adding a control metric), (2) with

Reliability (i.e., a representative example of adding a control objective), (3A)

with Fixed node and (3B) IDS isolation or sharing (i.e., representative

examples of changing network models). Table 3.2 shows 12 use cases combining

4 options. There are only 12 use cases because the (3B) IDS isolation or sharing

option is effective only under (1) with the IDS option.

This work first describes the condition of the simplest case (Case #12). In

this case, this work assumes the use case of computing resource optimization

in a single DC as an example. The origin and destination nodes are VMs, i.e.,

both nodes can migrate. The control metrics are routes and VM placements.

Link capacity and server capacity are imposed as constraints. Maximum link

utilization efficiency and maximum server utilization efficiency are introduced

as control objectives. All routes between the origin and destination are split-

table. That is, the traffic between an origin–destination (OD) node pair can

be split into multiple routes.

Next, this work describes the condition of each option. The (1) with

IDS option adds IDS placements as control metrics. It is an option passing

through an IDS between the origin and destination for all user demands. The

same as for VM placements, server capacity is imposed as a constraint and

maximizing server utilization efficiency is introduced as a control objective for

IDS placements. The (2) with Reliability option adds maximizing total
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reliability as a control objective. In this study, reliability is defined by the

probability that a packet can go between two points. In other words, it is

defined by the one minus failure probability. When the route of each OD is

splitting, the reliability of each OD is calculated by multiplying the split ratio

and reliability of each route. The formulation of total reliability is described in

Section 3.3.3. The (3A) with Fixed node option decides whether the origin

and/or destination node is a fixed node or can migrate. An example of a fixed

node is a client node. The (3B) IDS isolation or sharing option decides

whether IDS resources are shared among VNs or not. When isolating IDSs

among VNs, the number of IDSs (𝑁ids) that need to be allocated is the same

as the number of VNs (𝑁VN), that is, 𝑁ids = 𝑁VN. When sharing IDSs among

VNs, the 𝑁ids is less than the 𝑁VN, that is, 𝑁ids = 𝑀 < 𝑁VN.

Some previous studies can be classified into 12 use cases. The policy and

VM consolidation method in cloud DC [6] are similar to Cases #5–#8. The

disaster avoidance control method in a TSP network [62,63] is similar to Cases

#9–#10. The joint VM placement and routing control method in DC [10]

is similar to Cases #11–#12. However, to the best of our knowledge, no

method has been developed that corresponds to Cases #1–#4. In addition,

no method has been developed that can handle all cases with one

extendable algorithm.

3.3.3 Modeling of proposed method

This work describes the modeling and formulation of the proposed method on

the basis of Case #1 since it is redundant to explain the modeling of 12 use

cases one by one. This work considers the use case in which this work provides

a secure and reliable cloud-computing service consisting of routes between

VMs via an IDS. This work describes each formulation of the algorithm and

modeling of the proposed method. In this case, the control metrics are routes,

VM placements, IDS placements, and reliability. Each control algorithm is

pre-formulated. The symbols used in the formulation are defined in Table 3.3.
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Table 3.3: Symbol descriptions for control engines.

Symbols Definitions

𝑁server Number of servers

𝑵, 𝑺, 𝑳 Node set, server set, link set

𝑃(𝑵, 𝑳) = 𝑃(𝑺, 𝑳) Physical Network graph

link (𝑖, 𝑗) ∈ 𝑳 Link from node 𝑖 to node 𝑗

𝑐link
𝑖 𝑗

Link capacity of link (𝑖, 𝑗)
𝑐server
𝑖

𝑖th server capacity

𝑁VN Number of VNs

𝑁cli, 𝑁vm, 𝑁ids Number of clients, VMs, and IDSs

𝑪,𝑽, 𝑰 Client set, VM set, IDS set

𝑐ids
𝑖

𝑖th IDS capacity

𝑤vm
𝑖

, 𝑤ids
𝑗

𝑖th VM size, 𝑗 th IDS size

𝑡VN
𝑖

OD Traffic demands for 𝑖th VN

𝚵cli :=
{
bcli
𝑖 𝑗

}
Client node placement (𝑖th client, 𝑗 th node)

𝑻node :=
{
𝑡𝑝𝑞

}
Traffic from node 𝑝 to node 𝑞

𝑻vm :=
{
𝑡vm
𝑖 𝑗

}
Traffic from VM 𝑖 to VM 𝑗

𝑥
𝑝𝑞

𝑖 𝑗
Proportion of passed 𝑡𝑝𝑞 on link (𝑖, 𝑗)

𝑈link
max Maximum link utilization

𝚵vm :=
{
bvm
𝑖 𝑗

}
VM allocation (𝑖th VM, 𝑗 th server)

𝚵ids :=
{
b ids
𝑖 𝑗

}
IDS allocation (𝑖th IDS, 𝑗 th server)

𝑈server
max Maximum server utilization

𝑟 link
𝑖 𝑗

Link reliability of link (𝑖, 𝑗)
𝑟node
𝑖

𝑖th node reliability

𝑅total Total reliability

Network

This work assumes that each physical server is connected to each node, that is

𝑃(𝑵, 𝑳) = 𝑃(𝑺, 𝑳). When each VN request is accepted, the amounts of server

and link resources consumed depend on the request size.

This work assumes that there is a certain number of VN requests 𝑁vn. A

VN request consists of one origin (i.e., client) and one destination (i.e., VM),
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OD traffic demands, and VM size. Each VM is allocated to a physical server.

The VM size indicates the processing capacity of the VM request, such as

the requested number of CPU cores. This work also assumes that each OD

traffic demand is routed through an IDS, which is also allocated to a physical

server. The IDS size also indicates the processing capacity. Note that if the

client and IDS for an OD pair are allocated in the same node, the OD traffic

demand between the client and IDS on the network is regarded as 0. Similarly,

if VM and IDS for an OD pair are allocated in the same server, the OD traffic

demand between them is regarded as 0.

Control algorithms

This work introduces four control engines: route, VM, IDS, and reliability (𝑬 =

{Route,VM, IDS,Reliability}). All control engines have pre-specified control

algorithms. The calculation procedure of the initial solution is as follows.

After the VM and IDS control algorithms calculate the optimal allocations

without taking into account the constraints of other control algorithms, the

route control algorithm calculates the end-to-end route between VMs via an

IDS. Finally, the reliability control algorithm calculates the reliability on the

basis of all end-to-end routes.

This work introduces three objective functions: minimization of maximum

link utilization for route control, minimization of maximum server utilization

for VM and IDS controls, and maximization of total reliability for reliability

control. This work imposes three constraints: link capacity for route control,

server capacity for VM control, and server capacity for IDS control.

The route control algorithm is formulated as follows:

min : 𝑈link
max (3.2)

s.t. :
∑︁

𝑗 :(𝑖, 𝑗)∈𝐿
𝑥
𝑝𝑞

𝑖 𝑗
−

∑︁
𝑗 :( 𝑗 ,𝑖)∈𝐿

𝑥
𝑝𝑞

𝑗𝑖
= 0 (3.3)

(∀𝑝, 𝑞 ∈ 𝑁, 𝑖 ≠ 𝑝, 𝑖 ≠ 𝑞)∑︁
𝑗 :(𝑖, 𝑗)∈𝐿

𝑥
𝑝𝑞

𝑖 𝑗
−

∑︁
𝑗 :(𝑖, 𝑗)∈𝐿

𝑥
𝑝𝑞

𝑗𝑖
= 1 (3.4)

(∀𝑝, 𝑞 ∈ 𝑁, 𝑖 = 𝑝)∑︁
𝑝,𝑞∈𝑁

𝑡𝑝𝑞𝑥
𝑝𝑞

𝑖 𝑗
≤ 𝑐link𝑖 𝑗 𝑈link

max
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(∀(𝑖, 𝑗) ∈ 𝐿,∀𝑝, 𝑞 ∈ 𝑁) (3.5)

0 ≤ 𝑥𝑝𝑞
𝑖 𝑗
≤ 1 (∀(𝑖, 𝑗) ∈ 𝐿,∀𝑝, 𝑞 ∈ 𝑁) (3.6)

0 ≤ 𝑈link
max ≤ 1. (3.7)

This algorithm calculates a routing variable 𝑥
𝑝𝑞

𝑖 𝑗
to minimize the link utilization

𝑈link
max while satisfying the constraints in (3)–(7), where 𝑥

𝑝𝑞

𝑖 𝑗
shows the propor-

tion of passing OD traffic demands 𝑡𝑝𝑞 on the link (𝑖, 𝑗). Equations (3)–(4)

show the traffic flow conservation law. Equation (5) shows the constraint of

link capacity. Equations (6)–(7) show the range of variables.

The VM control algorithm is formulated as follows:

min : 𝑈server
max (3.8)

s.t. :
∑︁
𝑠𝑘∈𝑆

bvm𝑖𝑘 = 1 (∀𝑣𝑖 ∈ 𝑉) (3.9)∑︁
𝑣𝑖∈𝑉

𝑤vm
𝑖 bvm𝑖𝑘 ≤ 𝑐

server
𝑘 𝑈server

max (∀𝑠𝑘 ∈ 𝑆) (3.10)

bvm𝑖𝑘 ∈ {0, 1} (3.11)

0 ≤ 𝑈server
max ≤ 1. (3.12)

This algorithm calculates an VM allocation variable bvm
𝑖𝑘

to minimize the server

utilization 𝑈server
max while satisfying the constraints in (8)–(12), where bvm

𝑖𝑘
shows

the VM solution in which bvm
𝑖𝑘

is 1 if 𝑖th VM is assigned to the 𝑘th server;

otherwise, 0. Equation (9) shows the VM conservation law. In other words, it

shows that each VM must be allocated to any server. Equation (10) shows the

constraint of server capacity. Equations (11)–(12) show the range of variables.

The formulation of the IDS control algorithm replaces 𝑤vm
𝑖

and bvm
𝑖𝑘

with

𝑤ids
𝑗

and b ids
𝑗 𝑘

for that of the VM control algorithm. Similarly, IDS allocation

b ids
𝑗 𝑘

indicates the IDS solution in which b ids
𝑗 𝑘

is 1 if 𝑗 th IDS is assigned to the

𝑘th server; otherwise, 0.

In this study, reliability is defined by the probability that a packet can

go between two points. Especially, node reliability is defined by the packet

reachable probability from node ingress to node egress. In other words, it is

defined by the one minus node failure probability. The link reliability is also

similar. The reliability between ODs is defined as the product of each reliability

going through each node and each link between ODs. The reliability control
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algorithm is formulated as follows:

min : 𝑅total (3.13)

𝑅total =
1∑𝑁VN

𝑘=1 𝑡
VN
𝑘

𝑁VN∑︁
𝑘=1

𝑡VN
𝑘 𝑅VN

𝑘 (3.14)

𝑅VN
𝑘 =

∑︁
𝑝∈path(𝑘)

𝑟𝑝
©«
∏
𝑖∈𝑁𝑝

𝑟node𝑖

∏
(𝑖, 𝑗)∈𝐿𝑝

𝑟 link𝑖 𝑗

ª®¬ . (3.15)

As shown in (3.14), total reliability 𝑅total is defined as the weighted average of

each VN reliability 𝑅VN
𝑘

, where the weight is determined by the traffic demand

to each VN, i.e.,
∑𝑁VN
𝑘=1 𝑡

VN
𝑘

. Here, 𝑅VN
𝑘

is calculated as shown in (3.15). This

work explains this formula. The terms 𝑟node
𝑖

and 𝑟 link
𝑖 𝑗

indicate the reliability

of node 𝑖 and the link between nodes 𝑖 and 𝑗 . If each VN has multiple paths,

each VN’s reliability is calculated using the traffic splitting ratio. For each

path 𝑝 ∈ path(𝑘) of the 𝑘th VN, the traffic splitting ratio 𝑟𝑝, the set of nodes

that the path 𝑝 passes through 𝑁𝑝, and the set of links that the path 𝑝 passes

through 𝐿𝑝 are defined. The above three parameters are calculated by each

VN allocation result, each traffic demand 𝑻node, and the route control engine’s

solution 𝑥
𝑝𝑞

𝑖 𝑗
.

Note that this work selected these control algorithms as examples, which

are commonly used in previous studies. In the proposed method, each control

algorithm is saved as a model file and can be changed by only changing the

model file.

Coordination algorithm

This work introduces VM and IDS control agents as the control agents (𝑮 =

{VM, IDS}). The route control agent is not introduced here because any routes

between the VNFs are not changed unless the VNF placements change. The

route control engine is used only to calculate the part of the CEV by solving

the route control algorithm in each step. Similarly, the reliability control agent

is not introduced.

The state of a control agent defines the VM or IDS allocation, that is,

𝑠VM = 𝚵vm or 𝑠IDS = 𝚵ids. The action of the control agent defines one VM

or IDS migration. The VM or IDS to migrate is selected from the most used
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server, and the destination server is selected on the basis of its agent strategy.

Note that, in this action, only one migration is executed, and the VNF control

algorithm described using (3.8)–(3.12) is not solved. The reward of the control

agent defines the CEV if all constraints are satisfied; otherwise, the penalty is

−100. The CEV is defined as follows:

𝑟
𝑔
𝑡 = \

link
(
1 −𝑈link

max

)
+ \server

(
1 −𝑈server

max

)
+ \r𝑅total

𝑡 , (3.16)

where \link and \server, and \r are weighting parameters indicating the im-

portance of each control-objective function. The term 𝑈server
max is the maxi-

mum server utilization after aggregating VM and IDS allocations. The I/O-

conversion unit calculates VN allocation results, which are the set of the origin

node (or clients placement), middle node (allocated IDS placement), destina-

tion server (allocated VM placement), and 𝑻node, on the basis of 𝚵vm, 𝚵ids,

𝚵cli, and 𝑡VN
𝑖

.

3.3.4 Implementation difference between options

This work describes the implementation differences with and without each

option shown in Table 3.2. This work describes the required additional im-

plementation in comparison with the situation where the implementation of

proposed methods for Case #12 is completed. This work also indicates that

the above implementation can easily be completed.

(1) with IDS: When the option is added, this work needs to introduce

an IDS agent and IDS control engine. The RL algorithm and its modeling of

state, action, and reward are the same for the VM agent and IDS agent, so

no additional implementation of the Python code is required for adding the

IDS agent. Similarly, no additional implementation of the code is required for

adding IDS control engine because the objective function and constraints of

the IDS engine are the same as those for the VM control engine in this use

case. Even if the formulation of IDS control engine is changed, the formulation

of that engine is modularized as a file that describes optimization problem

formulations, so the engine can be reformulated by changing a few lines of

that file.

In I/O-conversion unit calculation, the format of VN allocation results is

changed to that of adding the middle server node information. In the CEV
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calculation, the term 𝑈server
max of the maximum server utilization is changed to

𝑈server
max , which is that of the value after aggregating VM and IDS allocations.

In this implementation, the above change can be developed with a change of

about 10 lines of Python code.

(2) with Reliability: When the option adds, this work needs to introduce

Reliability control algorithms. Though the implementation of the engine is

newly required, it is extendable because the existing code does not change.

In addition, the formula to calculate CEV slightly needs to be changed from

(3.17) to (3.16).

𝑟
𝑔
𝑡 = \

link
(
1 −𝑈link

max

)
+ \server

(
1 −𝑈server

max

)
(3.17)

(3A) with Fixed node: When the option changes, this work needs to

slightly modify the I/O-conversion unit implementation. In the I/O-conversion

unit calculation, origin node placement returns from 𝚵cli if with the Fixed node

option, otherwise, it returns 𝚵vm.

(3B) IDS isolation or sharing: When the option changes, this work

needs to modify the I/O-conversion unit implementation. When the IDS iso-

lation condition is used, the I/O-conversion unit returns the specific IDS for

each VN demand, that is, the 𝑖th IDS is exclusively allocated to the 𝑖th VN. If

IDS sharing condition, the I/O-conversion unit returns the best IDS selected

from IDS set 𝑰. The best IDS is defined as the IDS that satisfies two condi-

tions: the length of total OD route via IDS is the shortest, and concurrent

sessions are less than the IDS capacity 𝑐ids
𝑖
. In this implementation, the above

change can be developed with a change of about 10 lines of Python code.

3.4 Evaluation

This work evaluated the effectiveness of the proposed algorithm through sim-

ulations in terms of solution-exploration speed, difference from the optimal

solution, scalability, and extendability. This work uses the use cases in Sec-

tion 3.3 to evaluate the extendable resource-integrated control method.

This work first evaluates the solution-exploration speed to assess whether

the proposed method can find the solution with improved CEV within the

practical iterations because the proposed method generally seems to need more
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Figure 3.3: Internet2 topology. (©2020 IEICE.)

iterations than the combined approach developed for a specific problem. In

addition, this work assesses whether RL can find better solution efficiently.

Then, this work also investigates the difference from the optimal solution.

After that, this work evaluates the scalability of the proposed method to es-

timate the practical range of 𝑁VN where the CEV can be improved within

the practical computational time. In addition, this work also discusses the

extendability of the proposed method. Since the extendability of the proposed

method is difficult to evaluate quantitatively, this work shows that the pro-

posed method makes it possible to solve all use cases. Since it is redundant

to discuss all 12 results, this work focused on the 6 use cases for which the

effects of changing each option need to be discussed (Cases #1, #3, #4, #5,

#8, #12). Then, this work investigates the differences between the proposed

coordinated method and the previous combined method and also discusses how

easy/difficult to build and solve the problem. Finally, this work discusses the

applicability of the proposed method.

3.4.1 Evaluation conditions

For the physical network conditions, this work used the topology of Internet2 [64],

which consists of 9 nodes (Fig. 3.3). In particular, this work assumes a local

disaster near node 6 and sets 𝑟node6 = 0.9 and 𝑟 link67 = 𝑟 link69 = 0.5. Other 𝑟 link
𝑖 𝑗

and

𝑟node
𝑖

are set to 1.0. For the VN demand conditions, the location of each client

node is randomly generated. Moreover, the OD traffic demand 𝑡VN
𝑖

is ran-
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domly generated within the range of 0–1.0 Gbps so as to arrange the average

as 0.5 Gbps. Each VM size is randomly given an integer value, and each IDS

size is fixed to an integer value. The average server utilization is set to 80% by

changing each server capacity proportionally to the 𝑁VN and slightly adjust-

ing the VM size. For the agent conditions, this work sets the total exploration

steps of instruction and control agents to 𝑇 = 5000, and 𝑇 𝑔 = 20.

In above conditions, this work varied 𝑁VN from 20 to 2000 and varied

use-cases from 1 to 12. Some parameters increase proportionally as shown

in Table 3.4 as the number of VNs are increased from 20 to 2000. Some

parameters also set depending on the selected use-cases as shown in Table 3.6.

In addition, this work excluded the cases in each of which an initial solution

does not satisfy all constraints in all evaluations. This is because starting from

an unsatisfied initial solution would drastically decrease the performance of the

solution. The way to find a feasible initial solution is discussed in Section 3.4.2,

which is for future study.

3.4.2 Evaluation results

This work implemented the proposed coordination algorithm and physical net-

work simulator using Python from scratch and each pre-specified control al-

gorithm using the GNU Linear Programming Kit (GLPK) [65] to calculate

initial solutions.
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Figure 3.4: Solution-exploration speed for Case #1 and its 𝑁VN dependency

(1). (©2020 IEICE.)

Discussion on solution-exploration speed

This work compared the solution-exploration speeds of the proposed algorithm

based on RL (w/ RL) and an algorithm based on changing solutions randomly

(w/o RL). Note that, in the case of w/o RL, this work sets 𝜖 = 1 and also

skipped both agent learning steps, i.e., lines 7–8 in Algorithm 1 and lines 10–

11 in Algorithm 2. In this evaluation, this work uses Case #1 and sets to each

weighting parameter \link = \server = \r = 1.

This work first discusses the case when 𝑁VN = 200 as a baseline. This work

will discuss other Figs. 3.4(a)–3.5(d) in Sections 3.4.2 and 3.4.2. Figure 3.4(c)

shows the solution-exploration speeds for Case #1, which is the average tran-

sition of the best CEV, which is defined by the highest CEV found until the

current exploring step. Note that each time CEV is defined by the total reward
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Figure 3.5: Solution-exploration speed for Case #1 and its 𝑁VN dependency

(2). (©2020 IEICE.)

𝑟
𝑔
𝑡 shown in (3.16). This work carried out 10 calculations with a fixed initial so-

lution. The width of each line indicates the standard deviation (±𝜎). Though
the initial CEV was low due to the control conflict mentioned in Section 3.1,

the best CEV was improved by repeating the exploration in both cases w/ RL

and w/o RL. Results of the comparison between w/ and w/o RL in Fig. 3.4(c)

indicated that RL could find a better CEV solution within 5000 exploration

steps. The reason is that the agent of RL learns the strategy for how to find

better allocations efficiently from past exploration steps.

Figure 3.6(c) shows the components of each objective function value in the

best solution for Case #1. Initial in Fig. 3.6(c) means above values for the

initial solution. w/ RL improves the total reward about 0.3 in Fig. 3.4(c),

which is equivalent to improving the sum of link utilization, server utilization,
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(a) 𝑁VN = 20.
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(b) 𝑁VN = 50.

Link
0.5

0.6

0.7

0.8

0.9

1.0

M
ax

im
um

 L
in

k 
Ut

iliz
at

io
n

Server
0.5

0.6

0.7

0.8

0.9

1.0

M
ax

im
um

 S
er

ve
r U

til
iza

tio
n

Reliability
0.5

0.6

0.7

0.8

0.9

1.0

No
rm

al
ize

d 
Re

lia
bi

lit
y

w/ RL
w/o RL
Initial

(c) 𝑁VN = 200.
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(d) 𝑁VN = 400.

Figure 3.6: Components of each objective function value in the best solution

for Case #1 and its 𝑁VN dependency (1). (©2020 IEICE.)

and reliability by 30%. Since this work assumed \link = \server = \r = 1 in this

evaluation, an increase of 0.01 for the CEV is equivalent to a 1% improvement

in the sum of link utilization, server utilization, and reliability. Of the 30%

total improvement, the maximum link utilization improvement is about 22%

and the total reliability improvement is about 8%. Note that, since the average

server utilization is set to 80% in all evaluations, the optimal value of the

maximum server utilization is 80%. In addition, since an initial solution of

VM and IDS placements is calculated by the VM and IDS control engines for

minimizing maximum server utilization, this value of the initial solution is near

to 80%.
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(a) 𝑁VN = 800.
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(b) 𝑁VN = 1000.
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(c) 𝑁VN = 1500.
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(d) 𝑁VN = 2000.

Figure 3.7: Components of each objective function value in the best solution

for Case #1 and its 𝑁VN dependency (2). (©2020 IEICE.)

Discussion on difference to optimal solution

This work discusses the difference to the optimal solution in the case of w/ RL

and Case #1. General VN allocation problems are known to be NP-hard [66].

In addition, there are no previous studies for calculating an optimal solution of

Case #1 without approximation. On the other hand, the policy value 𝑄(𝑠, 𝑎)
of RL has been analytically proved to converge to the optimal policy 𝑄∗(𝑠, 𝑎) in
an infinite number of exploration steps by a policy improvement theorem [67].

Therefore, when increasing the total exploration steps 𝑇 to infinity, the so-

lution and its CEV absolutely converge to the optimal solution and optimal

value. Since infinite iterations are impossible, this work regarded a sub-optimal

solution/CEV as the converged solution/CEV when the number of exploration

steps sufficiently increased.
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Table 3.5: CEV convergence ratio when w/ RL and 𝑁VN = 200.

Steps Best CEV Convergence ratio

0 (Initial) 1.06 0.00

5.0 × 103 1.35 0.56

1.0 × 104 1.38 0.62

5.0 × 104 1.48 0.82

1.0 × 105 1.52 0.89

5.0 × 105 1.57 0.99

1.0 × 106 1.58 1.00

1.5 × 106 1.58 1.00

Table 3.5 shows the convergence speed to the sub-optimal CEV when

𝑁NV = 200. This evaluation corresponds to the case where the number of ex-

ploration steps was increased for the evaluation in Fig. 3.4(c). Since the best

CEV sufficiently converges when the total exploration steps 𝑇 are increased to

1.5 × 106, CEV = 1.58 is regarded as the sub-optimal CEV and the solution

at the time is regarded as the sub-optimal solution. The convergence ratio is

defined as the best CEV minus initial CEV divided by sub-optimal CEV minus

initial CEV. This work defined sufficient converge as the case when the error

of the convergence ratio has converged to 1% or less. As shown in Table 3.5,

the convergence ratio reaches 56% of the sub-optimal solution in 5000 steps

and 82% of the sub-optimal solution in 50,000 steps. This convergence speed

seems to suffice as a general NP-hard problem solution.

Discussion on scalability

Figures 3.4–3.7 show the solution-exploration speed and the components of

each objective function value in the best solution when this work varied 𝑁VN

from 20 to 2000 for Case #1. It reveals that the proposed method can improve

the solution by repeating the exploration in all cases of both algorithms (w/

RL and w/o RL). In addition, RL can more efficiently explore better solutions

than w/o RL. Note that the performance of the initial solution depends on

the randomness of the initial OD traffic and initial client node, so it cannot be

compared uniformly in each case.
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Figure 3.8: Computation time. (©2020 IEICE.)

In the case of 𝑁VN is 200, the improvement of the solution is about 30%

for w/ RL and about 10% for w/o RL. On the other hand, when the 𝑁VN = 20

and 𝑁VN = 1500 or more, the improvement of the solution is reduced to 10%

or less. This shows that the improvement of the solution basically decreases as

the 𝑁VN increases except for the case of 𝑁VN = 20. The performance decreased

in the case of 𝑁VN = 20 because a better solution was found easily even w/o

RL since the solution exploration space is sufficiently small. The performance

decreased in the case of 𝑁VN = 1500 or more because the learning of RL is

not sufficient due to the number of total exploration steps close to the 𝑁VN.

From the above discussion, this work concludes that the proposed method is

effective in the range of 𝑁VN = 50 to 1000.

Figure 3.8 shows the computation time of the proposed algorithm (w/ RL)

for 𝑁VN 20 and 2000. The calculations were performed on a Intel core i7

4790k CPU of a single core. The computation time increases depending on

the number of steps proportionally. Although 𝑁VN increased 100 times, the

computation time increased only several times. This means that, from the

viewpoint of computation time, the proposed method is scalable with respect

to 𝑁VN, with up to 1000 VNs. Note that w/o RL has almost the same com-

putation time as w/ RL. The difference between w/ RL and w/o RL is the
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overhead time of RL, which is less than 1% of the total computation time.

Figure 3.8 also shows that the calculation time of the proposed method

until 5000 steps is less than 10 minutes in the range up to 1000 VNs. This

work thus considered that the calculation time allows enough practice. In NFV

environments, each VN demand is statistically multiplexed by multiple users

sharing the VN. For that reason, the proposed control system mainly targets

static VN demand allocation, which considers VN demands to be fixed within

a particular period (e.g., more than one hour). Moreover, the proposed method

can adjust the calculation time to modify the number of total exploration steps

in accordance with the required calculation time.

The computation time of the proposed method is determined by the calcu-

lation time of each control engine. In this evaluation, the route control engine

is formulated as a linear programming (LP) problem, and its calculation time

is less than one second. However, if the route control engine is formulated as

an integer linear programming (ILP) problem, e.g., non-split route case and

path-base route control case, the computation time of the proposed method

will increase dramatically. When each exploration step contains ILP problems,

the following solution seems to be effective: set the upper limit for calculation

time of each step, approximate by limiting of route candidates, and use the

heuristic method for route calculation.
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(a) Case #1. (w/ IDS, w/ Reliability, w/

Fixed node, IDS isolation.)
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(b) Case #3. (w/ IDS, w/ Reliability, IDS

isolation.)
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(c) Case #4. (w/ IDS, w/ Reliability, IDS

sharing.)
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(d) Case #5. (w/ IDS, w/ Fixed node, IDS

isolation.)
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(e) Case #8. (w/ IDS, IDS sharing.)
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(f) Case #12. (default.)

Figure 3.9: Components of each objective function value in the best solution

for each case. (©2020 IEICE.)
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(a) (\link, \server, \r) = (10, 0, 0).
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(b) (\link, \server, \r) = (0, 10, 0).
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(c) (\link, \server, \r) = (0, 0, 10).

Figure 3.10: Weighting parameter dependency of components of each objective

function value in the best solution for Case #4. (©2020 IEICE.)

Discussion on extendability

Since the extendability of the proposed method is difficult to evaluate quan-

titatively, this work evaluated the applicability of the proposed method under

the various use cases. Although the applicability is not equal to the extendabil-

ity, this work assumes that it indirectly provides evidence that the proposed

method has extendability.

Figure 3.9 shows the components of each objective function value in the

best solution for each case. In this evaluation, this work selected 6 use cases to

discuss the effects of changing each option (Cases #1, #3, #4, #5, #8, #12)

and set to each weighting parameter \link = \server = \r = 1. Results reveal that

the proposed method can improve the solution by repeating the exploration

in all cases of both algorithms (w/ RL and w/o RL). Therefore, this work can
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indirectly show that the proposed method has highly extendability.

Next, this work considers the effects of adding or changing each option

in details. First, this work describes the result of the simplest Case #12.

Figure 3.9(f) shows that the proposed method improves the maximum link

utilization. Although reliability is not considered as an objective function, the

total reliability is also improved. It seems that since the solution with a shorter

route was preferentially selected to reduce the maximum link utilization, the

total reliability was improved coordinately.

This work first considers the influence of adding the (1) with IDS op-

tion under the IDS sharing option by comparing Figs. 3.9(e) and 3.9(f). In

Fig. 3.9(e), the maximum link utilization of the initial solution is drastically

increased by adding IDS. This is because the path length increases due to the

addition of the middle server node, and the total traffic volume in a physical

network increases proportionally. This work also considers the influence of

adding the IDS sharing option. In Fig. 3.9(e), the maximum server utilization

is increased and the total reliability is decreased. The reason for increasing

maximum server utilization is that large IDSs exist in IDS sharing condition.

This can be seen from the fact that the maximum server utilization does not

increase in Cases #1, #3, or #5. The reason the total reliability did not im-

prove as the link utilization improved is that the IDS sharing makes it difficult

to find a solution that avoids the disaster area. This difficulty to avoid the dis-

aster area in IDS sharing condition is why the IDS that minimizes the length

of the OD route without considering the reliability is preferentially selected.

Second, this work considers the influence of adding the (2) with Relia-

bility option by comparing Figs. 3.9(c) and 3.9(e). The reliability is clearly

improved by maintaining the link utilization efficiency and server utilization

efficiency. The comparison between Figs. 3.9(a) and 3.9(d) shows a similar

result.

Third, this work considers the influence of changing the (3A) with Fixed

node option by comparing Figs. 3.9(a) and 3.9(b). Figure 3.9(a) shows that

the total reliability is decreased slightly by introducing fixed clients. This is

because the placement of the origin node (i.e., client node) is fixed, which

makes it difficult to avoid the disaster area.

Finally, this work considers the influence of changing the (3B) IDS isola-
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tion or sharing option by comparing Figs. 3.9(b) and 3.9(c). Figure 3.9(b)

shows that the maximum server utilization is decreased and the total reliabil-

ity is increased by changing the IDS isolation model. The decrease in server

utilization efficiency made it easier to improve the server utilization efficiency

by removing the large IDSs. The increase in total reliability made it easier to

find the solutions that avoid the disaster area by IDSs isolation for each VN.

The maximum link utilization in w/o RL also is increased due to the increase

in the solution space by increasing the 𝑁ids.

Discussion on weight parameters

Figures 3.9(c) and 3.10 show the effectiveness of weight parameters for Case

#4. In this evaluation, this work sets four different conditions:

(\link, \server, \r) = (1, 1, 1), (10, 0, 0), (0, 10, 0), (0, 0, 10). (3.18)

Note that the proposed method can satisfy all constraints even if each weight-

ing parameter is 0 as shown in Fig. 3.10. The results in Fig. 3.10(a) have the

best link utilization efficiency, the results in Fig. 3.10(b) have the best server

utilization efficiency, and the results in Fig. 3.10(c) have the best total reliabil-

ity. In particular, the maximum server utilization of 0.8 is a global optimum

solution. From the above results, the proposed method can suggest a wide va-

riety of options of solutions by adjusting the weighting parameters \link, \server,

\r.

Discussion on difference to previous method

This work discusses the differences between the proposed coordinated method

and previous combined approaches in terms of how easy/difficult they are to

build and their problems are to solve. As described in Chapter 1, previous

combined approaches need the specified algorithm to be built that simultane-

ously solves the combined optimization problem. This work formulated and

implemented the combined optimization problem solving the VN allocation

problem for Case #12, which is the simplest use case among Cases #1–12.

This work also evaluates the differences in the performance of the solution be-

tween the proposed method based on the RL and the previous method based

on the combined optimization problem.
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This work first describes the formulation of the combined optimization

problem for Case #12. The conditions and assumptions for Case #12 have

already been described in Section 3.3.2. Since the control metrics are routes

and VM placements, in this case, this work needs to formulate the route control

algorithm and the VM control algorithm and to newly formulate the relational

equations between the variables of both algorithms. This work uses the route

control algorithm shown in (2)–(7) and the VM control algorithm shown in

(8)–(12).

Since traffic demands between nodes 𝑻node := {𝑡𝑝𝑞} in (5) are determined

by the traffic demands between VMs 𝑻vm := {𝑡vm
𝑖 𝑗
} and VM placements 𝚵vm :=

{bvm
𝑖𝑝
}, the relational equations between both algorithms can be formulated as

follows:

𝑻node = 𝑡𝚵vm𝑻vm𝚵vm

𝑡𝑝𝑞 =
∑︁
𝑖∈𝑽

∑︁
𝑗∈𝑽

bvm𝑖𝑝 𝑡
vm
𝑖 𝑗 b

vm
𝑗𝑞 , (3.19)

where 𝑡𝑝𝑞 shows traffic demands from node 𝑝 to node 𝑞, 𝑡vm
𝑖 𝑗

shows traffic

demands from 𝑖th VM to 𝑗 th VM, and bvm
𝑖𝑝

shows VM allocation, which returns

1 if 𝑖th VM is assigned to the 𝑝th node; otherwise, 0. Therefore, the combined

optimization problem is formulated with the objective of minimizing 𝑈link
max +

𝑈server
max and the constraints (2)–(12) and (18).

Next, this work describes the implementation to solve the combined opti-

mization problem. This problem is categorized into quadratically constrained

mixed-integer non-linear programming (QC-MINLP). This work uses Pyomo [68,

69], which is a Python-based open-source optimization modeling tool, and

MindtPy [70], which is the Mixed-Integer Nonlinear Decomposition Toolbox

in Pyomo, to solve the MINLP problem. Since the optimal solution of the

MINLP problem is difficult to calculate, these tools repeat the following pro-

cedure to calculate the sub-optimal solution. These tools first decompose the

MINLP problem into the continuously relaxed Non-linear Programming (NLP)

problem and the Mixed-Integer Programming (MIP) problem and then calcu-

late each problem. After calculating two problems, they consider the NLP

solution as the upper bound and the MIP solution as the lower limit. They re-

peat the decomposition and calculation procedures until the difference between
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the upper and lower bounds is sufficiently small. This work uses IPOPT [71]

and MUMPS [72, 73] for solving the NLP problem and GLPK for solving the

MIP problem.

As described above, the difficulty of the previous approach is that the

following time-consuming tasks are required depending on the individual use

cases: constructing a new formulation such as (18), selecting and combining

tools to solve the combined problem such as [68–73], preparing the development

environment, and implementing the combined problem. In Case #12, the

number of constructing new formulation is only one because it is the simplest

use case among Cases #1–12 and has only two control metrics. However,

when control metrics increases, the number of new formulations needing to be

constructed increases by the number of control metric combinations. On the

other hand, in the proposed method, the above function can be replaced by

the I/O conversion unit, which is programmable and does not need to express

mathematical expressions. In addition, it enables solutions to be calculated

for various use cases.

This work indicates the comparative evaluation of the performance when

𝑁VN = 20. These tools solving the MINLP problem are non-commercial and

are very limited in terms of the size that can be solved. Since these tools take a

long time to calculate the sub-optimal solution, this work limits the calculation

time to a maximum of 10 minutes. The proposed method uses the best CEV

solutions found up to 5000 steps. As shown in Fig. 3.8, the calculation time

of the proposed method is 10 minutes or less. Other evaluation conditions are

the same as described in Section 3.4.1.

Table 3.7 shows the average and standard deviation (±𝜎) of the perfor-

mance of the solution. This work carried out 10 calculations with random

initial conditions. This work first sets the same initial conditions for both

methods. This work then excluded the cases with an invalid initial solution

for the proposed method and when no feasible solution is found after 10 min-

utes calculation for the previous method. Results shows that the proposed

method achieves better CEV compared to the previous method. Although the

previous method outperforms when commercial tools are used, the proposed

method almost matches up the previous method in terms of CEV, and is much

easier to implement new control metrics.
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Table 3.7: Performance of solution when Case #12 and 𝑁VN = 20.

Methods Performance (CEV)

Propose 0.86 ± 0.043
Previous 0.63 ± 0.12

Discussion on applicability

The proposed method can be applied to the VN allocation problem that con-

siders the combination of link resource constraints (e.g., route selection) and

server resource constraints (e.g., VM placement) even if the control metrics,

control objective, and network model are changed as shown in Cases #1–12.

Though there are some minor constraints for the initial solution and the cal-

culation order of each engine’s evaluation, all the constraints are considered to

be minor compared with the merits of the proposed method.

This work first describes the condition of the initial state. As the required

condition, this work needs to find a feasible initial solution to obtain the ad-

vantage of speeding up the solution exploration by the proposed method based

on RL. Because invalid solutions are concentrated near the invalid solution, an

agent of RL always obtains a negative reward and cannot learn the strategy

for how to find better solutions from past exploration steps.

All evaluations in this work assume that a feasible initial solution has al-

ready been found. When not finding a feasible solution, this work tries the

following two ways. One is to use the proposed method against an invalid ini-

tial solution. The proposed method can explore the feasible solution through

random exploration. Fortunately, once a feasible solution is found, the pro-

posed method always converges to the better solution by RL. The other way

is to use the sequential VN allocation, in which each VN demand is judged as

to whether the physical network can allocate it or not when it is received. In

this way, this work allocates the 𝑁th VM demand to the remaining resources

after the 𝑁 − 1 VNs resource optimization using the proposed method. When

𝑁th VN demand cannot be allocated to the remaining resources, this request

is rejected. The evaluation of the effectiveness of the two ways is for further

study.

This work next describes the condition of the calculation order of each
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engine’s evaluation values. When calculating the CEV, the evaluation values

between interdependent control metrics should be calculated simultaneously

(e.g., the VM placement and IDS placement), and evaluation values between

dependent control metrics should be calculated sequentially (e.g., the route

between VMs is determined by the VM placements). For example, in (16),

the evaluation value of VM and IDS placements (i.e., 𝑈server
max ) is calculated by

aggregating the results of VM and IDS placements. The evaluation value of

route (i.e., 𝑈link
max) is calculated after the VM and IDS placements are deter-

mined. Similarly, the evaluation value of reliability (i.e., 𝑅total
𝑡 ) is calculated

after the routes are determined.

3.5 Chapter summary

This chapter presented an extendable resource-integrated control method in

network functions virtualization (NFV) by coordinating multiple control algo-

rithms. This work developed an efficient coordination algorithm on the basis

of reinforcement learning (RL), which makes it possible to find better solutions

with fewer explorations by learning a strategy that can improve resource-

utilization efficiency with each exploration step. Simulations revealed that

the proposed algorithm can improve solution exploration for 12 representative

types of the virtual network allocation use cases modeled from previous stud-

ies. This qualitatively revealed that the proposed method has extendability.

This work also found that it can improve resource-utilization efficiency by 22%

and total reliability by 8% in less than 5000 steps in the case of several hundred

virtual machines (VMs) and a hundred intrusion detection systems (IDSs).

For future work, this work plans to evaluate the applicability of the pro-

posed method in more complicated use cases with realistic traffic patterns and

virtual network functions (VNFs) demands. This work also plans to enhance

the solution-exploration-speed and scalability of the proposed coordination al-

gorithm by using deep RL [9] and parallelization of agent learning [74].
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Safe multi-agent deep

reinforcement learning for

dynamic virtual network

allocation

Network traffic and computing demand have been changing dramatically due

to the growth of various types of network services, e.g., high-quality video

delivery and operating system (OS) update. To maximize the utilization ef-

ficiency of limited network resources, network resource control technology is

required for smooth and quick operation when the network demands change.

This work proposes a dynamic virtual network allocation method based on safe

multi-agent deep reinforcement learning (Safe-MADRL). A part of this work

in this chapter was presented in [27]. This method can quickly optimize net-

work resources even while network demands are drastically changing by learn-

ing the relationship between network demand patterns and optimal allocation

by using the deep reinforcement learning (DRL) algorithm in advance. This

work develops two techniques to be used with the proposed method; safety-

considerations and multi-agent. The proposed safety-considerations technique

reduces the degree of constraint violations, such as network congestion and

server overload, and the proposed multi-agent technique improves the scalabil-

ity of virtual network allocation by dividing demands into groups and assigning
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each group’s allocation to each agent. As a result of a simulation evaluation,

Safe-MADRL can calculate effective allocation within one second that doubles

the link utilization efficiency without any constraint violations compared to

the static virtual network allocation method.

This chapter is structured as follows. Section 4.1 describes the Safe-MADRL-

based dynamic VN allocation method and its modeling and formulation. Sec-

tion 4.2 evaluates its performance, and Section 4.3 concludes the chapter.

4.1 Proposed method

4.1.1 Overview

With the proposed dynamic VN allocation method, an agent observes the

current VN demands and physical network states, and the agent learns how

to change the VN allocation to improve network resource efficiency. By ap-

plying DRL to agent learning, it can handle continuous traffic demand and

high-dimensional network states. Furthermore, this work develops safety-

considerations and multi-agent techniques to be used with the proposed method.

As mentioned above, this work introduces two types of agents, objective

and constraint. The objective agent learns how to change the VN allocation

to improve the objective function, and the constraint agent learns how to

change the VN allocation to satisfy all constraints. This approach is inspired

by safety exploration [41] that involves pre-training the safety layer to meet

the constraints. This work also decomposes the reward function dedicated to

each agent and learn a separate 𝑄-value function for each component reward

function:

𝑄(𝑠, 𝑎) := 𝑄𝑜 (𝑠, 𝑎) + 𝑤𝑐𝑄𝑐 (𝑠, 𝑎), (4.1)

where 𝑄𝑜 and 𝑄𝑐 are 𝑄-values for the objective and constraint agents. This

approach is based on HRA [42]. By separating the learning to satisfy the con-

straints, the constraint agent does not select actions that temporarily violate

the constraints for maximizing the cumulative reward. Therefore, the proposed

method can improve the performance and avoid constraint violations.
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Table 4.1: Symbol descriptions for dynamic VN control.

Symbols Definitions

𝑡 ∈ 𝑇 Time-step (𝑇 : Total time-steps)

𝑁 Number of VNs

𝐺 (𝑺, 𝑳) Network graph (𝑺: server set, 𝑳: link set)

𝑠 ∈ 𝑺, 𝑛 ∈ 𝑵 Server, Node

link (𝑖, 𝑗) ∈ 𝑳 Link from server 𝑖 to server 𝑗

𝑢𝐿
𝑖 𝑗 ,𝑡

(𝑖, 𝑗) link utilization at step 𝑡

𝑢𝑆
𝑖,𝑡

𝑖th server utilization at step 𝑡

𝑈𝐿
𝑡 = max𝑖 𝑗

(
𝑢𝐿
𝑖 𝑗 ,𝑡

)
Maximum link utilization at step 𝑡

𝑈𝑆
𝑡 = max𝑖

(
𝑢𝑆
𝑖,𝑡

)
Maximum server utilization at step 𝑡

𝑫𝑡 :=
{
𝑑𝑖,𝑡

}
Traffic demands of 𝑖th VN at step 𝑡

𝑽𝑡 :=
{
𝑣𝑖,𝑡

}
VM demands of 𝑖th VN at step 𝑡

𝑹𝐿𝑡 :=
{
𝑟𝐿
𝑖 𝑗 ,𝑡

}
(𝑖, 𝑗) residual link resources at step 𝑡

𝑹𝑆𝑡 :=
{
𝑟𝑆
𝑖,𝑡

}
𝑖th residual server resources at step 𝑡

𝒀 𝑡 :=
{
𝑦𝑖 𝑗 ,𝑡

}
VM allocation at step 𝑡 (VM 𝑖, server 𝑗)

𝑻 :=
{
𝑡𝑝𝑞

}
Traffic matrix from server 𝑝 to server 𝑞

𝑷 := {𝑝𝑖} 𝑖th User placement

𝑐𝑖 Server capacity of server 𝑖

𝑐𝑖 𝑗 Link capacity of link (𝑖, 𝑗)

This work divides the demands of 𝑁 VNs demands into groups of 𝑀 agents

and assigns each agent for each VN group. Note that the proposed method

includes 2𝑀 agents, i.e., 𝑀 objective agents and 𝑀 constraint agents. Since

DRL performance drastically decreases as the number of actions increases, as

described in Section 2.1, this work aims to reduce the number of candidate

actions per agent. This work also restricts the agents that could act at each

time to avoid conflicts among agents.
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Table 4.2: Symbol descriptions for Safe-MADRL.

Symbols Definitions

𝑀 Number of Agents

𝑒 ∈ 𝐸 Episode (𝐸 : Total episodes)

G := {𝑔𝑘 } Agent sets (1 ≤ 𝑘 ≤ 2𝑀)
G𝑜 :=

{
𝑔𝑜
𝑘

}
Objective agent sets (1 ≤ 𝑘 ≤ 𝑀)

G𝑐 :=
{
𝑔𝑐
𝑘

}
Constraint agent sets (1 ≤ 𝑘 ≤ 𝑀)

𝑠𝑡 ∈ S State at step 𝑡

𝑎𝑘,𝑡 ∈ A𝑘 Action of 𝑘th agent at step 𝑡

𝑟𝑡 Reward at step 𝑡 (−1 ≤ 𝑟𝑡 ≤ 1)

𝑄
(
𝑠𝑡 , 𝑎𝑘,𝑡

)
Action-value function for 𝑠𝑡 and 𝑎𝑘,𝑡

M𝑘 Replay memory for agent 𝑘

𝑤𝑐 Weighting parameter of constraint agents G𝑐

4.1.2 Modeling

Dynamic VN allocation problem

This work considers the use case of providing a cloud computing service as an

example. To provide such a service, VN allocation to a physical network is

needed, and each VN demand consists of a virtual node as a VM and virtual

link as a route between users and VMs. This work assumes that the physical

network 𝐺 (𝑺, 𝑳) consists of physical link 𝑳 and physical server 𝑺 and each

physical server is connected to each node, i.e., 𝐺 (𝑺, 𝑳) = 𝐺 (𝑵, 𝑳).
Table 4.1 summarizes the definitions of the variables of the dynamic VN

allocation problem. This work introduces two objective functions: minimiza-

tion of total maximum link utilization 𝑈𝐿
𝑡 and minimization of total maximum

server utilization 𝑈𝑆
𝑡 , i.e., min :

∑
𝑡∈𝑇

(
𝑈𝐿
𝑡 +𝑈𝑆

𝑡

)
. This work also imposes two

constraints: link capacity and server capacity, i.e., 𝑈𝐿
𝑡 < 1 and 𝑈𝑆

𝑡 < 1.

This work assumes that each user requests one VN demand and user place-

ments are constant during the VN demand lifetime. This work considers the

demands of 𝑁 VNs and 𝑁 users. This work also considers a discrete time-step

𝑡 and assumes the VN demands change at each 𝑡. A VN demand consists of

one origin (i.e., user) and one destination (i.e. VM), traffic demand 𝑫𝑡 , and
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VM demand 𝑽𝑡 . The VM demand indicates the processing capacity of the VM

request such as the requested number of CPU cores. When each VN demand

is accepted, the amounts of link and server resources consumed depend on the

traffic and VM demand. If an origin-destination (i.e., user-VM) pair is allo-

cated in the same server, the traffic demand between the user and VM on the

physical network is regarded as 0.

At the beginning of each 𝑡, the VN demands are observed. Based on the

observation, the proposed method calculates the optimal VN allocation for

the next 𝑡 + 1. Note that this optimal allocation is calculated based on the

current observation and does not directly predict the next 𝑡 + 1 observation.

Next, if necessary, controllers update the routing information and migrate each

VM. Since this work focuses on the optimization of resource allocation, this

work assumes the migration process is ideal, which means that the VN can be

migrated without interrupting the running service.

Safe-MADRL algorithm

Table 4.2 summarizes the definitions of the variables of the proposed Safe-

MADRL algorithm. This work introduces two groups of agents, i.e., a group

of objective agents G𝑜 and a group of constraint agents G𝑐. Each group consists

of 𝑀 agents. That is, this work introduces 2𝑀 agents:

G = [G𝑜,G𝑐] =
[
𝑔𝑜1 , ..., 𝑔

𝑜
𝑀 , 𝑔

𝑐
1, ..., 𝑔

𝑐
𝑀

]
. (4.2)

The demands of 𝑁 VN are divided into groups of 𝑀 agents, and 𝑔𝑜
𝑘
and 𝑔𝑐

𝑘

learn how to optimize VN allocation for the 𝑘th VN group. The state 𝑠𝑡 is the

same for all agents G. The candidate action sets A𝑡 of 𝑔
𝑜
𝑘
and 𝑔𝑐

𝑘
are the same,

and the rewards 𝑟𝑡 for 𝑔
𝑜
𝑘
and 𝑔𝑐

𝑘
differ. The learning algorithm is the same for

both G𝑜 and G𝑐.
A state is defined as 𝑠𝑡 = [𝑫𝑡 ,𝑽𝑡 , 𝑹

𝐿
𝑡 , 𝑹

𝑆
𝑡 ], where 𝑫𝑡 and 𝑽𝑡 are the traffic

and VM demands at 𝑡, and 𝑹𝐿𝑡 and 𝑹𝑆𝑡 are the residual resources of each link

and server at 𝑡. Each 𝑟𝐿
𝑖 𝑗 ,𝑡

is calculated by 𝑟𝐿
𝑖 𝑗 ,𝑡

= 1 − 𝑐𝑖 𝑗𝑢𝐿𝑖 𝑗 ,𝑡 , and each 𝑟𝑆
𝑖,𝑡

is similar. The action set A𝑘 is defined as a set of allocation combinations

included in group 𝑘 (|A𝑘 | = |𝑺 |𝑁/𝑀). Each element in A𝑘 is a candidate

action 𝑎𝑘,𝑡 of agent 𝑔𝑘 . As a design of rewards, this work gives a large negative

value if the constraints are not satisfied; otherwise, a positive value depends
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Algorithm 3 Safe-MADRL for dynamic VN allocation.

1: Train objective agents G𝑜 by Alg. 4

2: Train constraint agents G𝑐 by Alg. 4

3: for 𝑡 = 1,∞ do

4: 𝑘 = 𝑡 mod 𝑀

5: 𝑠𝑡 ← observe state

6: 𝑎𝑘,𝑡 ← arg max
𝑎′∈A𝑘

[𝑄𝑜 (𝑠𝑡 , 𝑎′) + 𝑤𝑐𝑄𝑐 (𝑠𝑡 , 𝑎′)]

7: 𝑠𝑡+1 ← update environment
(
𝑠𝑡 , 𝑎𝑘,𝑡

)
by Alg. 5

Algorithm 4 MADRL algorithm.

1: make training-traffic sequences

2: initialize: agent parameters

3: for 𝑒 = 0, 𝐸 do

4: Set training-traffic sequences for all VNs

5: initialize: environment parameters

6: initialize: 𝑠1 ← observe state

7: for 𝑡 = 1, 𝑇 do

8: 𝑘 = 𝑡 mod 𝑀

9: 𝑎𝑘,𝑡 ← select epsilon greedy action (𝑠𝑡)
10: 𝑠𝑡+1 ← update environment

(
𝑠𝑡 , 𝑎𝑘,𝑡

)
by Alg. 5

11: 𝑟𝑡 ← calculate reward
(
𝑠𝑡 , 𝑎𝑘,𝑡 , 𝑠𝑡+1

)
by Alg. 6

12: store transition
(
𝑠𝑡 , 𝑎𝑘,𝑡 , 𝑟𝑡 , 𝑠𝑡+1,

)
in M𝑘

13: if 𝑟𝑡 = −1 then

14: terminate episode 𝑒

15: train agent by transition (𝑠 𝑗 , 𝑎𝑘, 𝑗 , 𝑟 𝑗 , 𝑠 𝑗+1) in M𝑘

on the objective function value. A certain negative value is also given when

VN allocation is changed to avoid unnecessary VN reallocation. Based on the

above, this work designs different rewards for G𝑜 and G𝑐 (detailed formulation

is given in Alg. 6).
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4.1.3 Formulation

Safe-MADRL algorithm

Algorithm 3 shows dynamic VN allocation using Safe-MADRL algorithm.

Lines 1–2 show the pre-training of G𝑜 and G𝑐 by using Alg. 4 and calculation

of 𝑄𝑜 (𝑠, 𝑎) and 𝑄𝑐 (𝑠, 𝑎). Next, this algorithm continually repeats lines 4–7 at

every fixed 𝑡. Line 4 determine the agents to act. At each 𝑡, agents 𝑔𝑜
𝑘
∈ G𝑜 and

𝑔𝑐
𝑘
∈ G𝑐 (𝑘 = 𝑡 mod 𝑀) are selected. Line 5 shows the observation of 𝑠𝑡 from

the VN environment. In line 6, an 𝑎𝑘,𝑡 that maximizes 𝑄𝑜 (𝑠, 𝑎) + 𝑤𝑐𝑄𝑐 (𝑠, 𝑎)
is selected, where 𝑤𝑐 is the weighting parameter to decide the importance of

avoiding constraints violation. The 𝑠𝑡 of each agent is common in all agents,

but the candidate actions of each agent differ for each 𝑘. In line 7, VN alloca-

tion is updated according to 𝑎𝑘,𝑡 by Alg. 5, and returns the 𝑠𝑡+1.

MADRL algorithm

Algorithm 4 shows the MADRL algorithm for G𝑜 and G𝑐. The difference in

the two-agent groups is only the rewards calculation.

Lines 1–2 show the generation of the training-traffic sequences and initial-

ization of agents parameters. A series of actions is called an episode, and

in each episode (lines 3–15), a series of procedures (lines 7–15) is repeatedly

executed until learning is complete. In lines 9–11, learning samples that are

combinations of 𝑠𝑡 , 𝑎𝑘,𝑡 , 𝑟𝑡 , and 𝑠𝑡+1 are collected and stores in replay memory

M𝑘 in line 12. The reason for storing the samples once in replay memory is to

eliminate the time dependence of collecting training samples [9]. Line 9 means

the action selected on the basis of the strategy that a random action is selected

with probability Y; otherwise, an action 𝑎𝑘,𝑡 that maximizes 𝑄(𝑠𝑡 , 𝑎′) is selected
(i.e., argmax𝑎′∈A𝑘 𝑄 (𝑠𝑡 , 𝑎′)) with probability 1 − Y. This is to avoid conver-

gence to a local optimum solution. Line 11 shows reward calculation. Lines

13–14 means the termination condition of agent learning. In this algorithm,

𝑟𝑡 = −1 is the terminate condition, i.e., the state that does not satisfy at least

one constraint. In line 15, 𝑔𝑘 is trained by a learning sample
(
𝑠 𝑗 , 𝑎𝑘, 𝑗 , 𝑟 𝑗 , 𝑠 𝑗+1

)
,

which is randomly taken from M𝑘 .
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Algorithm 5 Update environment.

1: 𝑫𝑡+1,𝑽𝑡+1 ← update VN demand (𝑡)
2: 𝒀 𝑡+1 ← calculate VM allocation

(
𝑎𝑘,𝑡 ,𝒀 𝑡

)
3: 𝑻 ← convert traffic demands (𝑫𝑡+1,𝒀 𝑡+1, 𝑷)
4: 𝑹𝐿

𝑡+1,𝑈
𝐿
𝑡+1 ← calculate link utilization (𝑻)

5: 𝑹𝑆
𝑡+1,𝑈

𝑆
𝑡+1 ← calculate server utilization (𝑽t,𝒀t)

6: return 𝑠𝑡+1 = [𝑫𝑡+1,𝑽𝑡+1, 𝑹
𝐿
𝑡+1, 𝑹

𝑆
𝑡+1]

Update environment

In this formulation, the action sets that candidate VN allocation changes are

determined only from the VM allocation, and the routes between users and

VMs are uniquely determined in the environment update.

This work updates the environment based on the extendable resource-

integrated control architecture [56] that coordinates multiple control algo-

rithms specified for individual metrics. This work uses the route-optimization

algorithm as the specified optimization algorithm. This formulation is de-

scribed in Chapter 3. Using this architecture, the routes between users and

VMs are uniquely determined when the destination server is determined.

Algorithm 5 shows the procedure of the update environment. Line 1 shows

the observation of the next demands. In line 2, the next VM allocation is

calculated from 𝑎𝑘,𝑡 and current VM allocation. Line 3 means the calculation

of the traffic matrix 𝑻 from origin node, destination server, and VN traffic

demands 𝑫𝑡 . The origin node is determined by the user placement 𝑷, and the

destination server is determined by the VM allocation 𝒀 𝑡 . Lines 4–5 shows the

calculation of link and server utilization. Finally, it returns 𝑠𝑡+1.

Reward calculation

Algorithm 6 shows the procedure of the reward calculation for G𝑜 and G𝑐.
The G𝑜 learns how to maximize the objective function, and G𝑐 learns how to

minimize the constraint variations. Lines 1–5 shows the reward calculation of

G𝑜. The term Eff (𝑥) in line 2 shows the efficiency function and it defined as
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Algorithm 6 Reward calculation.

1: if 𝑔𝑘 ∈ G𝑜 then

2: 𝑟𝑡 ← Eff
(
𝑈𝐿
𝑡+1

)
+ Eff

(
𝑈𝑆
𝑡+1

)
3: if 𝒀 𝑡 ≠ 𝒀 𝑡+1 then

4: 𝑟𝑡 ← 𝑟𝑡 − 0.05
5: return max(−1,min(1, 𝑟𝑡))
6: if 𝑔𝑘 ∈ G𝑐 then
7: if 𝑈𝐿

𝑡+1 > 1 ∨𝑈𝑆
𝑡+1 > 1 then

8: return 𝑟𝑡 ← −1
9: else

10: return 𝑟𝑡 ← 0

follows:

Eff (𝑥) =


0.5 (𝑥 ≤ 0.2)
−𝑥 + 0.9 (0.2 < 𝑥 ≤ 0.9)
−2𝑥 + 1.8 (0.9 < 𝑥 ≤ 1)
−1.5 (1 < 𝑥).

(4.3)

This function returns a positive value depending on 𝑥 if 𝑥 < 0.9; otherwise it

returns a negative value. The values of 0.5 and −1.5 indicate the upper and

lower limit of this function. Note that this work uses a handcrafted efficiency

function in this formulation, but this function design is essentially independent

of the effectiveness of the proposed method. In lines 3–4, it adds −0.05 as a

penalty if the 𝒀 is changed. Finally, it returns a clipped reward within ±1. The
reason for clipping the reward is to increase the stability of agent learning [9].

Lines 6–10 shows the reward calculation of G𝑐. It returns −1 if either 𝑈𝐿
𝑡+1 > 1

or 𝑈𝑆
𝑡+1 > 1; otherwise it returns 0.

4.2 Evaluation

This work evaluated the effectiveness of the proposed method through simu-

lations in terms of performance and computation time. This work prepared

three comparison methods. This work adopted Double-DQN [31] as the DRL
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algorithm. This work used a three-layer fully connected DNN the input dimen-

sion of which is |𝑠𝑡 | and output dimension is |A𝑘 |. This work implemented the

DRL algorithm using ChainerRL [44] and route-optimization algorithm using

the GNU Linear Programming Kit (GLPK) [65].

4.2.1 Evaluation conditions

For all evaluations, this work sets the number of VNs to 𝑁 = 20, number of

agents to 𝑀 = 5, total time-steps to 𝑇 = 200, total episodes to 𝐸 = 20000,

and weighting parameter of G𝑐 to 𝑤𝑐 = 1. For the VN-demand conditions,

the 𝑷 is randomly generated, which was fixed for all evaluations. Each 𝑽𝑡 is

randomly given an integer value within the range of 3–5, which was reset at

the beginning of each episode.

The 𝑫𝑡 is generated using the autoregressive moving average (ARMA)

model within the range of 0–200 Mbps. This work generated 1000 sets of

200-step time-series traffic sequences for training and evaluation, respectively.

After generated by ARMA, all the traffic data were normalized within the

range of 0–200. Figure 4.1 shows the sample traffic sequences, which images

real-world traffic demands including demand fluctuation. At the beginning of

each episode, 𝑁 time-series sequences were randomly selected from traffic data

sets.

Figure 4.2 show the network topology, server capacity, and link capacity.

This work used the topology of Internet2 [64], which consists of 9 nodes. This

work assumed that all users and VMs are placed in all nodes. The number

of candidate VM allocations was 920 ≃ 1.2 × 1019, and that of the candidate

actions of 𝑔𝑘 was 920/5 = 6561.
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Figure 4.1: Sample traffic sequences. (©2020 IEEE.)
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4.2.2 Comparative methods

The following four comparison methods were prepared.

• Safe-MADRL (The proposed method with G𝑜 and G𝑐)

• MADRL (The proposed method with G𝑜 and without G𝑐)

• Static (Fixed VM allocation)

• Exhaustive search (Search of all candidate actions)

Note that, single-agent DRL was not evaluated because the number of actions

is extremely large, and it is clear that learning is not successful.

Safe-MADRL indicates the proposed method with Alg. 3 and MADRL

indicates the proposed method when only G𝑜 is applied, that is, 𝑤𝑐 = 0 by

Alg. 3. Static is the method when VM allocation is fixed to minimize the

average number of constraint violations. In this evaluation, VM allocation

was fixed in the state in which the same number of VMs are allocated to all

servers. Exhaustive search is the method when the action that maximizes the

reward 𝑟𝑡 is selected for all candidate actions A𝑘 that agent 𝑔𝑘 can perform

in the current VN allocation. Note that all methods calculate rewards on the

basis of the current demand and not on the basis of the next-step demand.

Therefore, constraint violations cannot be absolutely eliminated.

4.2.3 Evaluation results

Figure 4.3 shows the average performance of each method under the practical-

network conditions. This work carried out 100 calculations with random initial

conditions. The width of each bar indicates the standard deviation (±𝜎). The
performance of each method can roughly be compared to the average reward.

The factor of performance can be considered using the 2–5th metrics in Fig. 4.3.

That is, the performance metrics are average of maximum server utilization,

average of maximum link utilization, average constraint violation, and total

VM migration. When 𝑘 VNs migrate at a certain time, the total VN migration

adds 𝑘. Table 4.3 shows the average computation time per 𝑡 of each method.
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Table 4.3: Average computation time per time-step for 𝑁 = 20.

Methods Time

Safe-MADRL 102 ms

MADRL 101 ms

Static 100 ms

Exhaustive search 656 s

Performance

This work discusses the comparison between Static and the other two dynamic

allocation methods. Note that Exhaustive search could not evaluate within

the practical time because its computation time dramatically increased. The

results show the cases for MADRL and Safe-MADRL when 𝐸 = 5000 and

20000. Figure 4.3 shows that the two dynamic methods performed better

than Static. The reason is that the dynamic allocation methods can prevent

constraint violations by changing the VN allocation according to the demand

change. It also indicates that the reduction in the number of actions by using

the multi-agent technique is effective. The reason that MADRL can reduce

the constraint violations without information of the next demand is that the

RL agent indirectly predicts the next demand through learning of the optimal

allocation. Safe-MADRL prevented constraint violations more than MADRL

because the constraints of agent G𝑐 increases the probability of taking an

action that satisfies those constraints. At 𝐸 = 5000, the constraint violation

of Safe-MADRL already decreased to 1/100 that of Static. At 𝐸 = 20000,

there was no longer a violation constraint with Safe-MADRL and MADRL.

Safe-MADRL also reduced the average of maximum link utilization to half

that of Static while maintaining the average of maximum server utilization

compared to that of Static. Therefore, the proposed method is effective for

practical-network conditions.

Computation time

Table 4.3 shows the average computation time of each method, which includes

the time to decide action, update the next state, and evaluate performance.
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This work used Intel core i7 8700 for the evaluation. The computation time per

𝑡 of all methods other than Exhaustive search was less than one second. The

computation times of the three methods were almost equal because the time of

the route-optimization calculation became dominant, and that of Exhaustive

search drastically increased. Exhaustive search was not effective in a practical

condition due to the huge computation time. Finally, this work revealed that

the proposed method is also useful as a dynamic VM allocation method in

terms of computation time.

4.3 Chapter summary

This chapter proposed a dynamic virtual network allocation method based on

the proposed Safe-MADRL algorithm. This method can quickly optimize the

network resources even when traffic demand change drastically. It can also

reduce the agent’s constraint violations such as the control that leads to net-

work congestion and server overload. Simulations revealed that the proposed

method can reduce the maximum link utilization to half while maintaining the

maximum server utilization compared to the static allocation method under

practical-network conditions. Moreover, the computation time of the proposed

method was less than one second, which is a significant increase in speed com-

pared to exhaustive search. As a result, this work revealed that the proposed

method simultaneously enables efficient and immediate dynamic VN alloca-

tion. For future work, this work plans to evaluate the efficiency of the proposed

method for real-world traffic demands.
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Cooperative multi-agent deep

reinforcement learning for

dynamic virtual network

allocation

Network traffic and computing demand have been changing dramatically due to

the growth of various types of network services, e.g., high-quality video delivery

and operating system (OS) updates. To maximize the utilization efficiency of

limited network resources, network resource control technology is required for

smooth and quick operation when network demands change. Therefore, this

work proposes a dynamic virtual network (VN) allocation method based on

cooperative multi-agent deep reinforcement learning (Coop-MADRL). A part

of this work in this chapter was presented in [75,76]. This method can quickly

optimize network resources even while network demands are drastically chang-

ing by learning the relationship between network demand patterns and optimal

allocation by using deep reinforcement learning (DRL) in advance. The key

idea is to use a multi-agent technique for a reinforcement learning (RL) based

dynamic VN allocation method, which can reduce the number of candidate ac-

tions per agent and can improve the performance for VN allocation. Moreover,

a cooperation technique improves the efficiency of VN allocation. From results

of a simulation evaluation, Coop-MADRL can calculate effective allocation
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within one second, which reduces the maximum server and link utilization and

drastically reduces the constraint violations compared with that of the static

VN allocation method. Furthermore, this work revealed that the learning with

various mixed traffic models could achieve a high generalization performance

for all traffic patterns.

This chapter is structured as follows. Section 5.1 defines the dynamic VN

allocation problem. Section 5.2 describes the Coop-MADRL-based dynamic

VN allocation method and its modeling and formulation. Section 5.3 evaluates

its performance, and Section 5.4 concludes the chapter.

5.1 Dynamic virtual network allocation

5.1.1 Problem definition

This work addresses the dynamic VN allocation for time-varying demand.

Each VN consists of server demands as virtual nodes and traffic demands

as virtual links. In this work, dynamic VN is defined as the time-varying

resource requirement of virtual nodes and virtual links, and dynamic VN allo-

cation is defined as the resource allocation for time-varying VN demands. In

static allocation, each user estimates the maximum amount of demand during

their lifetime in advance and pays a fixed fee based on the estimated amount.

The service provider allocates the resources for the demands to maximize the

VNE acceptance rate. Once accepted, the allocation is fixed until the end of

the service. This provision may not be optimal when demand fluctuates. In

contrast, in dynamic allocation, each user pays a minimal fee corresponding to

the resources consumed at each time. The service provider dynamically reallo-

cates the resources in accordance with the demand at each time to maximize

resource utilization efficiency, which can decrease the service cost per user and

minimize the negative effect of network congestion and server overload. More-

over, the dynamic allocation is made robust to sudden changes in demands by

maintaining high utilization efficiency each time.

Figure 5.1 describes an overview of dynamic VN allocation. For an exam-

ple of a use case, this work considers providing a cloud computing service in

a physical network consisting of a wide-area network (WAN) and DCs. To
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Figure 5.1: Overview of dynamic VN allocation. (©2022 IEEE.)

provide such a service, each user requests a VN demand, which consists of

server demands as VMs and traffic demands between the user and VMs, and

each VN demand needs to be allocated to a physical network. For simplicity,

Fig. 5.1 describes a case where the number of VNs is 1, and a VN consists of

one user, one VM, and the links between them. A physical network consists of

4 nodes including 2 user nodes and 2 server nodes. Here, the nodes connected

to the user and server are called user nodes and server nodes, respectively.

Some nodes can perform as both user and server nodes. This work considers a

discrete time-step 𝑡 and assumes the VN demands change at each 𝑡. As shown

in the graph in Fig. 5.1, this work assumes that the two kinds of demands are

time-varying, and an unexpected heavy demand suddenly emerged at time 𝑡,

thereby causing the link congestion and the overload on server 𝐴. In dynamic

allocation, after observing the current demands and calculating the next allo-

cation, the VN is reallocated at 𝑡 + 1. In this example, the VM is migrated to

server 𝐵, and the route is switched from a blue one to a red one.

This work focuses on immediately calculating a close-to-optimal VN alloca-

tion every 𝑡. This work uses the offline VN allocation, where all VN demands

are given at the beginning of each 𝑡. This work considers 𝐾 VN demands and

assume that 𝐾 is constant during a series of steps. When the number of VNs

are changed during a series of steps, the maximum number of VNs is regarded
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as 𝐾. Here, a series of steps refers to the steps until the number of VNs ex-

ceeds 𝐾. When the actual number of VNs exceeds 𝐾, the RL agent needs

to be retrained. At the beginning of each 𝑡, the VN demands are observed.

On the basis of the observation, the proposed method calculates the next VN

allocation for the next 𝑡 +1. Note that this next allocation is calculated on the

basis of the current observation and does not directly predict the next 𝑡 + 1
observation. Since the proposed method responsively allocates the demands

after observation, it must immediately calculate a close-to-optimal allocation

to follow the change, e.g., within one second. This target computation time is

very challenging and different from those of existing methods. Next, if neces-

sary, controllers update the routing information and migrate each VM. After

the update is complete, the proposed method proceeds to the next 𝑡 + 1.
Note that this work assumes the migration process is ideal, which means

that the VM can be migrated in a short time without interrupting the running

service. The way to accomplish the ideal migration is out of the scope of

this work and may be considered in future research. In related work, the live

migration of VM has been widely studied [77]. Moreover, the development

of lightweight VMs has notably progressed. Firecracker [78], an open-source

virtualization technology, enables us to deploy workloads in lightweight VMs,

called microVMs. It can boot application code within 125 ms with a memory

overhead of less than 5 MB per container and has been commonly used in

cloud computing. This work assumes that, as VNFs evolve into cloud-native

network functions (CNFs) in the future, nearly ideal migration will be made

possible by utilizing these techniques.

5.1.2 Problem formulation

Table 5.1 summarizes the definitions of the physical network variables. This

work assumed that the physical network graph 𝐺 (𝑵, 𝑳) consists of a physical

node set 𝑵 and a physical link set 𝑳. Each node connected to the user and

server is called user nodes and server nodes, respectively. For example, the

nodes directly connected to the data center are called server nodes, and the

nodes directly connected to the access network are called user nodes. Some

nodes can perform as both user and server nodes. Each server node has a
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Table 5.1: Symbol descriptions for physical network.

Symbols Definitions

𝐺 (𝑵, 𝑳) Network graph

𝑛 ∈ 𝑵 Node

𝑠 ∈ 𝑺 Server

link (𝑖, 𝑗) ∈ 𝑳 Link from node 𝑖 to node 𝑗

𝑐𝑆
𝑖

Server capacity of server 𝑖

𝑐𝐿
𝑖 𝑗

Link capacity of link (𝑖, 𝑗)
𝒁 :=

{
𝑧𝑖 𝑗

}
User placement (user 𝑖, node 𝑗)

Table 5.2: Symbol descriptions for VN demands.

Symbols Definitions

𝑡 ∈ 𝑇 Time-step (𝑇 : Total time steps)

𝐾 Number of VNs

𝑩𝑡 :=
{
𝑏𝑖𝑡

}
Traffic demands of 𝑖th VN at step 𝑡

𝑫𝑡 :=
{
𝑑𝑖𝑡

}
VM demands of 𝑖th VN at step 𝑡

Table 5.3: Symbol descriptions for control variables.

Symbols Definitions

𝑿𝑡 :=
{
𝑥
𝑝𝑞

𝑖 𝑗 ,𝑡

}
Proportion of passed 𝜏

𝑝𝑞
𝑡 on link (𝑖, 𝑗)

𝒀 𝑡 :=
{
𝑦𝑖 𝑗 ,𝑡

}
VM allocation at step 𝑡 (VM 𝑖, server 𝑗)

server connected to it. This work denotes the server as 𝑠 ∈ 𝑺 ⊆ 𝑵. All servers

and links have the capacities 𝑐𝑆
𝑖
and 𝑐𝐿

𝑖 𝑗
, which indicate the limit of computing

resources and bandwidth resources. Each user connects to the nearest user

node through the access network, which is not included in 𝐺 (𝑵, 𝑳) in this

work. User placement is defined as 𝒁 :=
{
𝑧𝑖 𝑗

}
, in which 𝑧𝑖 𝑗 is 1 if the 𝑖th user

is connected to the 𝑗 th node; otherwise, 0. Here, 𝒁 is assumed to be constant

during the VN demand lifetime.

Table 5.2 summarizes the definitions of the VN demand variables. A VN

demand consists of one origin (i.e., user) and one destination (i.e., VM), user

placement 𝒁, traffic demand 𝑩𝑡 :=
{
𝑏𝑖𝑡

}
, and VM demand 𝑫𝑡 :=

{
𝑑𝑖𝑡

}
. The 𝑖th

traffic demand 𝑏𝑖𝑡 indicates the bandwidth between the user and VM at 𝑡, and

87



Chapter 5

Table 5.4: Symbol descriptions for dynamic VN allocation.

Symbols Definitions

𝑤 ∈ 𝑾 User

𝑣 ∈ 𝑽 VM

𝝉𝑡 :=
{
𝜏
𝑝𝑞
𝑡

}
Traffic matrix from node 𝑝 to node 𝑞

𝑃𝑡 Penalty Function of VM migration

𝑢𝐿
𝑖 𝑗 ,𝑡

(𝑖, 𝑗) link utilization at step 𝑡

𝑢𝑆
𝑖,𝑡

𝑖th server utilization at step 𝑡

𝑈𝐿
𝑡 = max𝑖 𝑗

(
𝑢𝐿
𝑖 𝑗 ,𝑡

)
Maximum link utilization at step 𝑡

𝑈𝑆
𝑡 = max𝑖

(
𝑢𝑆
𝑖,𝑡

)
Maximum server utilization at step 𝑡

𝑹𝐿𝑡 :=
{
𝑟𝐿
𝑖 𝑗 ,𝑡

}
(𝑖, 𝑗) residual link resources at step 𝑡

𝑹𝑆𝑡 :=
{
𝑟𝑆
𝑖,𝑡

}
𝑖th residual server resources at step 𝑡

the 𝑖th VM demand 𝑑𝑖𝑡 indicates the processing power of the VM request at 𝑡

such as the number of CPU cores. When each VN demand is accepted, the

amount of link and server resources consumed depend on the traffic and VM

demand. If an origin-destination (i.e., user-VM) pair is allocated in the same

server, the traffic demand between the user and VM on the physical network

is regarded as 0.

This work mainly adopted the VN demand model consisting of one origin

and one destination. The problem formulation can be extended to the VN

demand model with multiple origins and destinations. In this case, this work

newly defines 𝑩𝑡 := {𝑏𝑖 𝑗𝑡 } as the traffic demands between 𝑖th user and 𝑗 th VM

at step 𝑡, and defines �̃�𝑡 := {𝑑𝑖𝑡} as the VM sizes of 𝑖th VM at step 𝑡. The

problem formulation and proposed method can be used directly by replacing

𝑩𝑡 and 𝑫𝑡 with 𝑩𝑡 and �̃�𝑡 .

Note that, though the VN model in this work is assumed to consist of a

single VM, it can be extended to more complex VN models consisting of a

graph with multiple VMs and virtual link(s) by using an extendable resource-

integrated control architecture in Chapter 3 [56]. Though this formulation can

be extended to more complex VN models in principle, its performance has not

been evaluated yet, and its evaluation is one of the future works.
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For the above physical network graph and VN demand, this work formu-

lates the dynamic VN allocation problem. Table 5.3 summarizes the definitions

of the control variables. The goal of this problem is to find an optimal VN

allocation consisting of 𝑿𝑡 and 𝒀 𝑡 every 𝑡. Here, 𝑿𝑡 :=
{
𝑥
𝑝𝑞

𝑖 𝑗 ,𝑡

}
shows the pro-

portion of traffic 𝜏
𝑝𝑞
𝑡 from origin node 𝑝 to destination node 𝑞 passing through

link (𝑖, 𝑗), and 𝒀 𝑡 :=
{
𝑦𝑖 𝑗 ,𝑡

}
shows the VM allocation in which 𝑦𝑖 𝑗 ,𝑡 is 1 if the

𝑖th VM is assigned to the 𝑗 th server; otherwise, 0.

Table 5.4 summarizes the definitions of the variables of the dynamic VN

allocation problem. This work introduces an objective function:

min :
∑︁
𝑡∈𝑇

(
𝑈𝑆
𝑡 +𝑈𝐿

𝑡 + 𝛼𝑃𝑡
)
, (5.1)

where 𝑈𝑆
𝑡 and 𝑈𝐿

𝑡 show the maximum server utilization and maximum link

utilization at 𝑡, and 𝑃𝑡 shows the penalty of VM migration. Here, 𝛼 is a

positive value and determines the degree of VM migration. This work sets the

penalty to depend on the number of migrated VMs, which is formulated as

follows:

𝑃𝑡 =
1

2

∑︁
𝑖∈𝑉

∑︁
𝑗∈𝑆
∥𝑦𝑖 𝑗 ,𝑡 − 𝑦𝑖 𝑗 ,𝑡−1∥. (5.2)

Equation (5.2) calculates the sum of the absolute value of the difference be-

tween current 𝒀 𝑡 and previous 𝒀 𝑡−1. Since 𝑦𝑖 𝑗 ,𝑡 and 𝑦𝑖 𝑗 ,𝑡−1 are binary numbers,

the sum of the absolute values of these differences indicates the number of

migrated VMs at 𝑡. This work also imposes two constraints: link capacity and

server capacity, i.e., 𝑠.𝑡. : 𝑈𝑆
𝑡 < 1 and 𝑈𝐿

𝑡 < 1. To formulate this, a VM allo-

cation variable 𝑦𝑖 𝑗 ,𝑡 is formulated to minimize the server utilization 𝑈𝑆
𝑡 while

satisfying the constraints as follows:

s.t. :
∑︁
𝑗∈𝑺

𝑦𝑖 𝑗 ,𝑡 = 1 (∀𝑖 ∈ 𝑽) (5.3)∑︁
𝑖∈𝑽

𝑑𝑖𝑡𝑦𝑖 𝑗 ,𝑡 ≤ 𝑐𝑆𝑗𝑈𝑆
𝑡 (∀ 𝑗 ∈ 𝑺) (5.4)

𝑦𝑖 𝑗 ,𝑡 ∈ {0, 1} (5.5)

0 ≤ 𝑈𝑆
𝑡 ≤ 1. (5.6)

Equation (5.3) shows the VM conservation law. In other words, it shows that

each VM must be allocated to any server. Equation (5.4) shows the constraint
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of server capacity, and Eqs. (5.5)–(5.6) show the range of variables. In addition,

a routing variable 𝑥
𝑝𝑞

𝑖 𝑗 ,𝑡
is formulated to minimize the link utilization 𝑈𝐿

𝑡 while

satisfying the constraints as follows:

s.t. :
∑︁

𝑗 :(𝑖, 𝑗)∈𝑳
𝑥
𝑝𝑞

𝑖 𝑗 ,𝑡
−

∑︁
𝑗 :( 𝑗 ,𝑖)∈𝑳

𝑥
𝑝𝑞

𝑗𝑖,𝑡
= 0 (5.7)

(∀𝑝, 𝑞 ∈ 𝑵, 𝑖 ≠ 𝑝, 𝑖 ≠ 𝑞)∑︁
𝑗 :(𝑖, 𝑗)∈𝑳

𝑥
𝑝𝑞

𝑖 𝑗 ,𝑡
−

∑︁
𝑗 :( 𝑗 ,𝑖)∈𝑳

𝑥
𝑝𝑞

𝑗𝑖,𝑡
= 1 (5.8)

(∀𝑝, 𝑞 ∈ 𝑵, 𝑖 = 𝑝)∑︁
𝑝,𝑞∈𝑵

𝜏
𝑝𝑞
𝑡 𝑥

𝑝𝑞

𝑖 𝑗 ,𝑡
≤ 𝑐𝐿𝑖 𝑗𝑈𝐿

𝑡 (5.9)

(∀(𝑖, 𝑗) ∈ 𝑳,∀𝑝, 𝑞 ∈ 𝑵)
0 ≤ 𝑥𝑝𝑞

𝑖 𝑗 ,𝑡
≤ 1 (∀(𝑖, 𝑗) ∈ 𝑳,∀𝑝, 𝑞 ∈ 𝑵) (5.10)

0 ≤ 𝑈𝐿
𝑡 ≤ 1. (5.11)

Equations (5.7)–(5.8) show the traffic flow conservation law. Equation (5.7)

shows that the traffic flowing into a node equals the traffic flowing out of the

node except the source node 𝑝 and destination node 𝑞. Equation (5.8) shows

that the net flow out of the source node 𝑝 is 1. The traffic flow conservation

law at the destination node 𝑞 is guaranteed when Eqs. (5.7)–(5.8) are satisfied,

which is proved in [79]. Equation (5.9) shows the constraint of link capacity,

and Eqs. (5.10)–(5.11) show the range of variables. Since traffic demands

between nodes 𝜏
𝑝𝑞
𝑡 in Eq. (5.9) are determined by the traffic demands 𝑩𝑡 , user

placements 𝒁, and VM allocation 𝒀 𝑡 , the relational equations between both

constraints can be formulated as follows:

𝝉𝑡 = 𝒁⊤𝑩⊤𝑡 𝒀 𝑡

𝜏
𝑝𝑞
𝑡 =

∑︁
𝑖∈𝑾

∑︁
𝑗∈𝑽

𝑧𝑖𝑝𝑏
𝑖
𝑡𝑦 𝑗𝑞,𝑡 . (5.12)

Here, this work defines a traffic matrix as 𝝉𝑡 :=
{
𝜏
𝑝𝑞
𝑡

}
and each 𝜏

𝑝𝑞
𝑡 is a positive

real number. Equation (5.12) converts the VN traffic demands into the traffic

matrix of the physical network.

The dynamic VN allocation problem is formulated to minimize Eq. (5.1)

and the constraints Eqs. (5.3)–(5.12). This problem is NP-hard [66] and cate-

gorized mixed-integer nonlinear problems. Since the optimal solution takes a
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Figure 5.2: Three types of DRL architectures: (a) single-agent, (b) indepen-

dent multi-agent, and (c) cooperative multi-agent. (©2022 IEEE.)

long time to calculate, most previous studies have targeted small-scale or static

VN demands. Conversely, this work uses RL to solve the problem. Whereas

the methods not based on RL take a long time to find the optimal solution

each time, RL can instantly output the close-to-optimal solution by learning

the relationship between resource demand patterns and optimal VN allocation

in advance. However, RL needs to efficiently learn the optimal allocation for

a wide variety of demand patterns to improve performance. Therefore, this

work develops a cooperative multi-agent technique for an RL-based method to

prevent VN allocation decisions from exponentially increasing.

5.2 Proposed method

5.2.1 Overview

In the RL-based dynamic VN allocation method, an agent observes the current

VN demands and physical network states and learns how to change the VN

allocation to more efficiently use network resources. By applying DRL to agent

learning, the agent can handle continuous traffic demand and high-dimensional

network states. Furthermore, to reduce the action space, this work develops a

cooperative multi-agent technique to be used with the proposed method.

Figure 5.2 shows three types of DRL architectures: single-agent, indepen-

dent multi-agent, and cooperative multi-agent. To simplify the discussion, this

work assumes the number of agents is set to 2 in this figure. In the single-agent
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case, an agent outputs 𝑄(𝑠, 𝑎) with the global state 𝑠 as input, where state

𝑠 includes all information of a physical network and VNs. The dimension of

output is equal to the action space |A| and is determined by the combination

of all VN allocations. When assuming there are |𝑺 | servers, 𝐾 VN demands,

and the shortest path from the origin to destination is chosen, the number of

candidate actions |A| = |𝑺 |𝐾 . Moreover, as |𝑺 | and 𝐾 increase, |A| increases
exponentially. In the multi-agent case, each VN allocation control is assigned

to each agent. The 𝑘th agent outputs 𝑄𝑘 (𝑜𝑘 , 𝑎𝑘 ) with its own local observation

𝑜𝑘 as input, where observation 𝑜𝑘 is part of the global state 𝑠 and is related to

a physical network and 𝑘th VN information. The dimension of output is equal

to the action space
��A𝑘

��, which is determined only by 𝑘th VN allocation, i.e.,��A𝑘
�� drastically decreases to |𝑆 |.

This work describes the multi-agent behavior in a simple example. Fig-

ure 5.3 shows the VN allocation for a simple network topology consisting of

only two servers. Since the path is uniquely determined, each VN allocation

is determined from two choices; the VM is assigned to server A or server B.

In the single-agent case, if 𝐾 = 4, the agent should find the optimal allocation

from |A| = 24 actions. However, if 𝐾 = 10, the agent should find the optimal

allocation from 210 actions. The multi-agent technique reduces the number of

candidate actions per agent. This work prepared 𝐾 agents for 𝐾 VN demands,

92



Section 5.2

and each agent decides each VN allocation. In the multi-agent case, whether

𝐾 = 4 or 𝐾 = 10, 𝑘th agent only finds the optimal allocation of 𝑘th VN from

the
��A𝑘

�� = 2 actions. In other words, each agent only decides whether it is

better to assign each VM to server A or server B.

When each agent is independent, the non-stationary learning problem de-

scribed in Chapter 1 arises. In the cooperative multi-agent case, a mixed layer

that calculates a joint action-value function 𝑄𝑡𝑜𝑡 from each action-value func-

tion 𝑄𝑘 is added to cooperate with each agent. In the training phase, the

loss of DNN is calculated by the shared reward and the joint action value

𝑄𝑡𝑜𝑡 , thereby solving the non-stationary learning problem between agents and

improving performance. It corresponds to centralized training. In the actual

control phase, each agent can determine the best action on the basis of each

observation 𝑜𝑘 and each action value 𝑄𝑘 because the forward network of each

agent DNN learns to output 𝑄𝑘 to minimize 𝑄𝑡𝑜𝑡 during the training phase.

In other words, agents can output globally optimal action by only calculating

the forward network of their DNNs without a mixed network calculation. It

corresponds to decentralized execution without other agent information.

5.2.2 Modeling

Table 5.5 summarizes the definitions of the variables of Coop-MADRL. This

work introduces 𝐾 agents equal to the number of VNs. Each VN control is

assigned to each agent, and the 𝑘th agent learns how to optimize VN allocation

for the 𝑘th VN.

A state is defined as 𝑠𝑡 = [𝑩𝑡 , 𝑫𝑡 , 𝑹
𝐿
𝑡 , 𝑹

𝑆
𝑡 ], where 𝑩𝑡 and 𝑫𝑡 are the traffic

and VM demands at 𝑡, and 𝑹𝐿𝑡 and 𝑹𝑆𝑡 are the residual resources of each link

and server at 𝑡. Each 𝑟𝐿
𝑖 𝑗 ,𝑡

is calculated by 𝑟𝐿
𝑖 𝑗 ,𝑡

= 1 − 𝑐𝐿
𝑖 𝑗
𝑢𝐿
𝑖 𝑗 ,𝑡

, and each 𝑟𝑆
𝑖,𝑡

is

similar. An observation for agent 𝑔𝑘 is defined as 𝑜𝑘𝑡 = [𝑏𝑘𝑡 , 𝑑𝑘𝑡 , 𝑹𝐿𝑡 , 𝑹𝑆𝑡 ]. The

state represents fully observed global information, and the observation repre-

sents agent-dependent information. Here, each VN demand such as 𝑏𝑘𝑡 and

𝑑𝑘𝑡 shows local information, and a physical resource such as 𝑹𝐿𝑡 and 𝑹𝑆𝑡 shows

global information. By including the residual resources in agents’ observation,

each agent can take into account not only its demand information but also

network-wide information. The action set A𝑘 is defined as a set of allocation
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Table 5.5: Symbol descriptions for Coop-MADRL.

Symbols Definitions

𝑒 ∈ 𝐸 Episode (𝐸 : Total episodes)

G := {𝑔𝑘 } Agent set (1 ≤ 𝑘 ≤ 𝐾)
𝑠𝑡 ∈ S State at step 𝑡 (S: State space)

O := {O𝑘 } Observation sets for all agents

𝑜𝑘𝑡 ∈ O𝑘 Observation for agent 𝑔𝑘 at step 𝑡

𝒐𝑡 := {𝑜𝑘𝑡 } All observation at step 𝑡

A := {A𝑘 } Action sets for all agents (A𝑘 : Action space)

𝑎𝑘𝑡 ∈ A𝑘 Action for agent 𝑔𝑘 at step 𝑡

𝒂𝑡 := {𝑎𝑘𝑡 } All action at step 𝑡

𝑟𝑡 Reward for agent 𝑔𝑘 at step 𝑡

𝑄𝑘

(
𝑜𝑘𝑡 , 𝑎

𝑘
𝑡

)
Action-value function for agent 𝑘

𝑄𝑡𝑜𝑡 (𝒐𝑡 , 𝒂𝑡) Joint action-value function for all agent

M Replay memory

ℎ𝑖 ∈ 𝒉 observation-action history

𝒉 observation-action history of all agents

combinations included in agent 𝑔𝑘 (
��A𝑘

�� = |𝑺 |). To design rewards, this work

gives a large negative value if the constraints are not satisfied; otherwise, a

positive value depends on the objective function value. A certain negative

value is also given when VN allocation is changed to avoid unnecessary VN

reallocation.

5.2.3 Formulation

The Coop-MADRL-based dynamic VN allocation method consists of two phases:

centralized training and decentralized execution. The decentralized agents con-

tinually execute the dynamic VN allocation control after centralized training.

Algorithm 7 shows the centralized training of Coop-MADRL. Line 1 shows

the initialization of agent parameters. A series of procedures (lines 2–15) is

repeatedly executed until learning is complete. Lines 3–4 show the generation

of the training-traffic sequences and the initialization of environment parame-

ters and observation. A series of actions is called an episode, and each episode
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Algorithm 7 Centralized training of Coop-MADRL.

1: initialize: agent parameters

2: while 𝑡 < 𝑇 do

3: generate training-traffic sequences for all VNs

4: initialize: environment parameters

5: for 𝑒 = 0, 𝐸 do

6: for each 𝑔𝑘 ∈ G do

7: 𝑜𝑘𝑡 ← observation

8: 𝑎𝑘𝑡 ← select epsilon greedy action
(
𝑜𝑘𝑡

)
9: 𝒐𝑡+1 ← update environment (𝒐𝑡 , 𝒂𝑡) by Alg. 9

10: 𝑟𝑡 ← calculate reward (𝒐𝑡 , 𝒂𝑡 , 𝒐𝑡+1) by Alg. 10

11: if 𝑟𝑡 ≤ −1 then

12: terminate episode: 𝑒 ← 𝐸

13: 𝑡 ← 𝑡 + 1
14: store episodic transition

(
𝒐 𝑗 , 𝒂 𝑗 , 𝑟 𝑗

)
,∀ 𝑗 ∈ episode steps

15: train all agents G by random episodic transition

Algorithm 8 Dynamic VN allocation using Coop-MADRL.

1: 𝑄𝑘

(
𝑜𝑘 , 𝑎𝑘

)
← train all agents G by Alg. 7

2: while True do

3: for each 𝑔𝑘 ∈ G do

4: 𝑜𝑘𝑡 ← observation

5: 𝑎𝑘𝑡 ← arg max
𝑎′∈A𝑘

𝑄𝑘

(
𝑜𝑘𝑡 , 𝑎

′)
6: 𝒐𝑡+1 ← update environment (𝒐𝑡 , 𝒂𝑡) by Alg. 9

7: 𝑡 ← 𝑡 + 1

(lines 5–13) is repeatedly executed. In each episode, agents collect learning

samples that are combinations of ⟨𝒐𝑡 , 𝒂𝑡 , 𝑟𝑡 , 𝒐𝑡+1⟩. Each agent executes lines

6–8 in parallel. Line 7 shows the observation of 𝑜𝑘𝑡 from the VN environment.

Line 8 means the action selected on the basis of the strategy that a random

action is selected with probability Y; otherwise, an action 𝑎𝑘𝑡 that maximizes

𝑄𝑘

(
𝑜𝑘𝑡 , 𝑎

′) is selected (i.e., argmax𝑎′∈A𝑘 𝑄𝑘

(
𝑜𝑘𝑡 , 𝑎

′)) with probability 1−Y. This
is to avoid convergence to a local optimum solution. In line 9, VN allocation is
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Algorithm 9 Update environment.

1: 𝑫𝑡+1, 𝑩𝑡+1 ← update VN demand (𝑡)
2: 𝒀 𝑡+1 ← calculate next VM allocation (𝒂𝑡 ,𝒀 𝑡)
3: 𝝉𝑡 ← convert traffic demands (𝑫𝑡+1,𝒀 𝑡+1, 𝒁)
4: 𝑹𝐿

𝑡+1,𝑈
𝐿
𝑡+1 ← calculate next link utilization (𝝉t)

5: 𝑹𝑆
𝑡+1,𝑈

𝑆
𝑡+1 ← calculate next server utilization (𝑫t,𝒀t)

6: 𝑜𝑘
𝑡+1 = [𝑑

𝑘
𝑡+1, 𝑏

𝑘
𝑡+1, 𝑹

𝐿
𝑡+1, 𝑹

𝑆
𝑡+1],∀𝑘

7: return 𝒐𝑡+1 = [𝑜1𝑡+1, . . . , 𝑜
𝐾
𝑡+1]

updated in accordance with 𝒂𝑡 by Alg. 9 and returns the 𝒐𝑡+1. Line 10 shows

the reward calculation. Lines 11–12 mean the termination condition of agent

learning. In this algorithm, 𝑟𝑡 ≤ −1 is the termination condition, i.e., the state

that does not satisfy at least one constraint. Line 14 shows stores in replay

memory M. The reason for storing the samples once in replay memory is to

eliminate the time dependence of collecting training samples [9]. In line 15, all

agents G are trained by the history of episodic transition, which is randomly

taken from M.

This work describes the DNN architecture of Coop-MADRL. As shown in

Fig. 5.2, DNN architecture consists of each agent’s DNN layer and a mixed

layer. For each agent’s DNN layer, this work introduced DRQN [45] to han-

dle time-series data as input, which incorporates recurrent neural networks

(RNNs) into DQN. This work used a three-layer NN consisting of two fully

connected layers and the gated recurrent unit (GRU) layer [80]. This work

adopted Double-DQN [31] as the DRL algorithm. For the mixed layer, this

work uses a mixed layer of VDN and QMIX as it is.

Algorithm 8 shows dynamic VN allocation using the Coop-MADRL. Lines

1 show the pre-training of G by using Alg. 7 and calculation of 𝑄𝑘

(
𝑜𝑘 , 𝑎𝑘

)
.

Next, this algorithm continually repeats lines 2–7 at every fixed 𝑡. In line 5,

each agent selects an 𝑎𝑘𝑡 that maximizes 𝑄𝑘

(
𝑜𝑘 , 𝑎𝑘

)
.

5.2.4 Update environment

In this formulation, the action sets that are changed by candidate VN allo-

cation are determined only from the VM allocation, and the routes between
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Algorithm 10 Reward calculation.

1: 𝑟𝑡 ← Eff
(
𝑈𝐿
𝑡+1

)
+ Eff

(
𝑈𝑆
𝑡+1

)
2: if 𝒀 𝑡 ≠ 𝒀 𝑡+1 then

3: 𝑟𝑡 ← 𝑟𝑡 − 𝛼𝑃𝑡
4: return max(−5,min(1, 𝑟𝑡))

users and VMs are uniquely determined in the environment update. This work

updates the environment on the basis of the extendable resource-integrated

control architecture [56] that coordinates multiple control algorithms specified

for individual metrics. This work uses the route-optimization algorithm as

the specified optimization algorithm. By using this architecture, the routes

between users and VMs are uniquely determined when the destination server

is determined. The route-optimization calculates a routing variable 𝑥
𝑝𝑞

𝑖 𝑗 ,𝑡
to

minimize the link utilization 𝑈𝐿
𝑡 while satisfying the constraints in Eqs. (5.7)–

(5.11). Since the routing variable 𝑥
𝑝𝑞

𝑖 𝑗 ,𝑡
is a continuous value within 0–1 as

shown in Eq. (5.11), this problem class is classified as a LP problem. If the

routing variable 𝑥
𝑝𝑞

𝑖 𝑗 ,𝑡
is changed to a binary variable, it is classified as an MIP

problem.

Algorithm 9 shows the procedure of the update environment. Line 1 shows

the observation of the next demands. In line 2, the next VM allocation is

calculated from 𝒂𝑡 and current VM allocation. Line 3 means the calculation of

the traffic matrix 𝝉𝑡 from the origin node, destination server, and VN traffic

demands 𝑩𝑡 . The origin node is determined by the user placement 𝒁, and the

destination server is determined by the VM allocation 𝒀 𝑡 . Lines 4–5 show the

calculation of next link and server utilization. Finally, Algorithm 9 returns

𝒐𝑡+1.

5.2.5 Reward calculation

This work designs the reward function on the basis of the objective function

Eq. (5.1). Algorithm 10 shows the procedure of the reward calculation for G.
The G learns how to maximize the reward. The term Eff (𝑥) in Alg. 10 shows
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the efficiency function and is defined as follows:

Eff (𝑥) =


0.5 (𝑥 ≤ 0.4)
−𝑥 + 0.9 (0.4 < 𝑥 ≤ 0.9)
−2𝑥 + 1.8 (0.9 < 𝑥 ≤ 1)
−𝑥 − 0.5 (1 < 𝑥).

(5.13)

This function returns a positive value depending on 𝑥 if 𝑥 < 0.9; otherwise it

returns a negative value. This work designed a handcrafted efficiency function

so that the efficiency decreases as 𝑥 increases. The decrease of efficiency dou-

bles when 𝑥 is more than 0.9, and the values of 0.5 indicate the upper limit

of this function. This work also designed the function to drastically decrease

efficiency when 𝑥 > 1, i.e., when the constraints are not satisfied. Note that

this design is just one example that the proposed method performed suitably,

and there is still room for improvement in the design of the efficient func-

tion. Elucidating the relationship between reward function and VN allocation

performance remains one of the future challenges.

Line 1 show the Eff (𝑥) calculation. In lines 2–3, it adds −𝛼𝑃𝑡 as a penalty

shown in Eq. (5.2) if the 𝒀 𝑡 is changed. Finally, it returns a clipped reward

within −5 ≤ 𝑟𝑡 ≤ 1. The reason for clipping the reward is to increase the

stability of agent learning [9].

5.3 Evaluation

This work evaluated the effectiveness of the proposed method through sim-

ulations in terms of performance, computation time, and scalability for the

number of VNs and network topology size. This work also evaluated the gen-

eralization performance for unknown traffic patterns. This work prepared two

environments and five comparison methods. This work implemented the DRL

algorithm based PyTorch [81] and PyMARL [82] and route-optimization algo-

rithm using the GNU Linear Programming Kit (GLPK) [65].

5.3.1 Evaluation conditions

This work sets the number of VNs to 𝐾 = 20 as the default settings. In

evaluating scalability, this work increased the 𝐾 from 20 to 60 and increased
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link capacity and server capacity in proportion to 𝐾. This work also sets total

time steps to 𝑇 = 3.0 × 105 and total episodes to 𝐸 = 200, and the weight of

the penalty function of VM migration to 𝛼 = 0.01 for all evaluations.

For the VN-demand conditions, the 𝒁 is randomly generated and fixed for

all evaluations. The 𝑫𝑡 is randomly generated integer values within 1–5 and is

reset at the beginning of each episode. The 𝑩𝑡 is 200-step time-series sequences

randomly generated by various traffic models at the beginning of each episode.

After generating traffic sequences, all the traffic data were normalized so that

the average traffic volume was 1 Gbps and the minimum traffic volume was 0.

This work generated the 𝑩𝑡 for training and evaluation. The details of each

model are described in Section 5.3.2.

For the physical-network conditions, this work prepared simple and prac-

tical networks. Figures 5.4 and 5.5 show the network topology for the simple

and practical networks, respectively. This work assumed that all users and

VMs are placed in the user node and server node, respectively. The values in

these figures show the server capacity and link capacity when 𝐾 = 20. When

𝐾 increases, server capacity and link capacity increase in proportion to 𝐾. All

evaluations except for the scalability evaluation for the network topology size

are on the basis of these two topologies. This work prepared other topologies

to evaluate scalability for the topology size (see Section 5.3.4 in detail).

Simple-network conditions

This work used the 3-node topology, which consists of 1 user node and 2

server nodes. When 𝐾 = 20, the number of candidate VM allocations was

220 ≃ 1.0 × 106, and that of the candidate actions of 𝑔𝑘 was 2.
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Practical-network conditions

This work used the 9-node topology based on Internet2 [64], which consists

of 5 user nodes and 4 server nodes as shown in Fig. 5.5, and all users and all

VMs are allocated in user nodes and server nodes, respectively. When 𝐾 = 20,

the number of candidate VM allocations was 420 ≃ 1.1 × 1012, and that of the

candidate actions of 𝑔𝑘 was 4.

5.3.2 Traffic models

Figures 5.6 and 5.7 show the six types of generated traffic sequences used in

this evaluation. It shows the generated samples of traffic sequences normal-

ized within 0–2 Gbps after generating them. To evaluate the performance of

the proposed method under various traffic patterns, this work prepared five

different models to generate time-series traffic sequences and one option to

modify the generated traffic sequences. This option can apply to all traffic

models, which assumes the case when unexpected heavy traffic demand sud-

denly emerges. This work describes the models and option as follows.

ARMA model

Figure 5.6(a) shows the traffic sequences generated by the autoregressive mov-

ing average (ARMA) model. This model assumes general traffic patterns, such

as aggregated broadband traffic. The (𝑝, 𝑞)–order ARMA model is formulated
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(b) ARMA model with other parameters.

0 100 200

Steps

0.0

0.5

1.0

1.5

2.0

T
ra

ff
ic

 D
em

an
d
 [
G

b
p
s]

0 100 200

Steps

0.0

0.5

1.0

1.5

2.0

0 100 200

Steps

0.0

0.5

1.0

1.5

2.0

(c) SARIMA model.

Figure 5.6: Various traffic models (1). (©2022 IEEE.)

as follows:

𝑓 (𝑡) = Y𝑡 +
𝑝∑︁
𝑖=1

𝜙𝑖 𝑓 (𝑡 − 𝑖) +
𝑞∑︁
𝑖=1

\𝑖Y𝑡−𝑖, (5.14)

where 𝑓 (𝑡) is the time-series data at time-step 𝑡, 𝑝 is the order of AR(𝑝), 𝑞
is the order of MA(𝑞), 𝜙𝑖 are AR(𝑝) model parameters, \𝑖 are MA(𝑞) model

parameters, and Y𝑡 is the distributed error at time-step 𝑡. This work sets

𝑝 = 2, 𝑞 = 50, and Y𝑡 ∼ N(0, 1). Here, N(0, 1) is the normal distribution with

a mean of 0 and variance of 1. This work also sets hyper-parameters 𝜙1 = 0.9,

𝜙2 = −0.1, and \𝑖 = 0.95 (∀𝑖, 1 ≤ 𝑖 ≤ 50). These hyper-parameters were set to

101



Chapter 5

0 100 200

Steps

0.0

0.5

1.0

1.5

2.0

T
ra

ff
ic

 D
em

an
d
 [
G

b
p
s]

0 100 200

Steps

0.0

0.5

1.0

1.5

2.0

0 100 200

Steps

0.0

0.5

1.0

1.5

2.0

(a) Poisson model.

0 100 200

Steps

0.0

0.5

1.0

1.5

2.0

T
ra

ff
ic

 D
em

an
d
 [
G

b
p
s]

0 100 200

Steps

0.0

0.5

1.0

1.5

2.0

0 100 200

Steps

0.0

0.5

1.0

1.5

2.0

(b) Random model.
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(c) ARMA model with anomaly option.

Figure 5.7: Various traffic models (2). (©2022 IEEE.)

represent long-term fluctuations.

ARMA model with other parameters

Figure 5.6(b) shows the traffic sequences generated by the ARMA model when

changing the hyper-parameters from Fig. 5.6(a). This work sets 𝑝 = 2, 𝑞 = 5

for Eq. (5.14) in this model. This work also sets hyper-parameters 𝜙1 = 0.5,

𝜙2 = −0.1, and \𝑖 = 0.15 (∀𝑖, 1 ≤ 𝑖 ≤ 5). These hyper-parameters were set

to represent short-term fluctuations. This work changed 𝑞 and \𝑖 from (1)

ARMA model, which is equivalent to weakening the effect of MA factors.
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SARIMA model

Figure 5.6(c) shows the traffic sequences generated by the seasonal autore-

gressive integrated moving average (Seasonal ARIMA; SARIMA) model. This

model assumes periodical traffic patterns, such as daily traffic trends. The

(𝑝, 𝑑, 𝑞) × (𝑃, 𝐷,𝑄)𝑚–order SARIMA model is formulated as follows:

𝜙𝑝 (𝐵)Φ𝑃 (𝐵) (1 − 𝐵)𝑑 (1 − 𝐵𝑚)𝐷 𝑓 (𝑡) = \𝑞 (𝐵)Θ𝑄 (𝐵)Y𝑡 , (5.15)

where 𝑓 (𝑡) is the time-series data at time-step 𝑡, 𝐵 is the backward shift

operator and is defined as 𝐵𝑘 𝑓 (𝑡) := 𝑓 (𝑡 − 𝑘). The 𝜙𝑝 (𝐵) and Φ𝑃 (𝐵) are
called AR operators, and the \𝑞 (𝐵) and Θ𝑄 (𝐵) are called MA operators. Each

operator is defined as follows:

𝜙𝑝 (𝐵) := 1 − 𝜙1𝐵 − 𝜙2𝐵2 − · · · − 𝜙𝑝𝐵𝑝 (5.16)

\𝑞 (𝐵) := 1 − \1𝐵 − \2𝐵2 − · · · − \𝑞𝐵𝑞 (5.17)

Φ𝑃 (𝐵) := 1 −Φ1𝐵
𝑚 −Φ2𝐵

2𝑚 − · · · −Φ𝑃𝐵
𝑃𝑚 (5.18)

Θ𝑄 (𝐵) := 1 − Θ1𝐵
𝑚 − Θ2𝐵

2𝑚 − · · · − Θ𝑄𝐵𝑄𝑚 . (5.19)

Here, (𝑝, 𝑑, 𝑞) and (𝑃, 𝐷,𝑄) show the order of the ARIMA model, and 𝑚

shows the period of time-serial sequences. This work sets (𝑝, 𝑑, 𝑞) = (2, 0, 5),
(𝑃, 𝐷,𝑄) = (1, 0, 1), and 𝑚 = 50. This work also sets hyper-parameters 𝜙1 =

0.9, 𝜙2 = −0.1, \𝑖 = 1 − 0.1 × 𝑖 (∀𝑖, 1 ≤ 𝑖 ≤ 5) and Φ1 = Θ1 = 0.9. These

hyper-parameters were set to represent periodical fluctuations based on (2)

ARMA model with other parameters.

Poisson model

Figure 5.7(a) shows the traffic sequences generated by the Poisson process.

This model assumes traffic patterns for IoT applications. The traffic model

for IoT applications is often described by periodic patterns from asynchronous

sources. This superposition of IoT traffic streams can be approximated by the

Poisson process [83]. The Poisson model is formulated as follows:

𝑓 (𝑡) = 𝑣P𝑡 , P𝑡 ∼ Pr(𝑋=𝑘;_) = _
𝑘𝑒−_

𝑘!
,

where P𝑡 is the Poisson distribution, the parameter _ is the number of IoT

devices per unit time, and the 𝑣 is the average traffic volume per IoT device.
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Table 5.6: Summary of the proposed methods and comparison methods.

Methods Methodology Dynamic Cooperation

QMIX (Ours) Coop-MADRL ✓ ✓

VDN (Ours) Coop-MADRL ✓ ✓

IQL MADRL ✓ -

Static Allocation (SA) Heuristic - -

Exhaustive Search (ES) Meta-Heuristic ✓ -

Random model

Figure 5.7(b) shows the traffic sequences generated by white noise. This work

sets the traffic volume at each time-step to a random value in the range of 0–1.

With anomaly option

Figure 5.7(c) shows the traffic sequences with the anomaly option applied to

the ARMAmodel. This work randomly injected 5 steps between 0–200 steps as

anomaly steps. This work sets the traffic volume of an anomaly step to 2 Gbps

on the assumption that unexpected heavy traffic demand would emerge. After

the anomaly traffic was injected, this work normalized the average traffic to 1

Gbps. This normalization reduces the average traffic volume for the step that

does not inject an anomaly since this work sets the average traffic volume that

includes anomaly traffic to 1 Gbps. This work applies this option to ARMA,

SARIMA, Poisson, and Random models in this evaluation.

Mixed model

This work defines a mixed model consisting of five traffic models and four

traffic models with the anomaly option mentioned above. At the beginning of

each episode, each user randomly selects one of the nine traffic patterns.

5.3.3 Comparative methods

Table 5.6 summarizes the proposed methods and the comparison methods.

QMIX and VDN indicate the Coop-MADRL-based dynamic VN allocation
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method shown in Alg. 8, which each use QMIX and VDN in a mixed network

and use Eq. (2.7) for end-to-end training. IQL indicates the MADRL-based

method without cooperation, i.e., each agent learns on the basis of their re-

ward and Eq. (2.5) is used for end-to-end training. IQL does not impose any

restrictions on an agent’s action at each time. Note that the previous method

of this work [27] restricted one agent that could act at each time, and it is dif-

ferent from IQL. Also note that single-agent DRL was not evaluated because

learning is clearly unsuccessful due to requirements for huge training iterations

until the Q-values for all actions are sufficiently close to the optimal. When

a single agent trains in a practical network, it is estimated that at least 1012

training steps will be required even if the agent learned each action once.

Static Allocation (SA) is the heuristic method where VM allocation is fixed

to minimize the sum of 𝑈𝐿
0 and 𝑈𝑆

0 for an average amount of past demands,

and routes were dynamically changed as with other methods. Since finding

the initial VM allocation for SA is also NP-hard, in this evaluation, this work

sequentially decided on the best VM allocation that minimizes the sum of 𝑈𝐿
0

and 𝑈𝑆
0 for average VN demands consisting of 1 Gbps traffic demand and VM

size of 3. By comparing SA and other methods, this work expects to determine

the effectiveness of dynamic allocation.

Exhaustive Search (ES) is the meta-heuristic method where the action that

maximizes the reward 𝑟𝑡 is selected from all candidate actions A at 𝑡. ES finds

the best action by exhaustively calculating each reward one by one for all

candidate actions at 𝑡, which is equivalent to solving an optimization problem

every 𝑡. The objective of ES is to maximize the immediate reward, which is

the reward obtained in the present. Alternatively, the objective of RL is to

maximize the delayed reward, which is the expectation of the total rewards

to be obtained in the future. By comparing ES and other MADRL-based

methods, this work expects to evaluate the difference in performance between

the two types of rewards. Note that the solution of ES is different from the

global optimal solution because the global optimal allocation is defined as

the solution that maximizes the sum of the rewards at each time, as shown

in Eq. (5.1). To find the global optimal solution, it is necessary to perfectly

predict all future demands and calculate the optimal allocation that maximizes

the sum of the rewards at each time. Therefore, the global optimal solution
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Figure 5.8: Training curves tracking the agent’s total return (training by Mixed

model). (©2022 IEEE.)

is challenging to calculate within a realistic computation time, even for the

simple-network condition.

5.3.4 Evaluation results

Training curve

Figure 5.8 shows the training curves tracking the agent’s total return under

simple- and practical-network conditions. The total return is defined as the

sum of rewards at each time until the end of the episode. This work carried

out 5 evaluations for every 1 × 104 steps with random initial conditions. The

width of each bar indicates the standard deviation (±𝜎). This work adopted

a mixed model for traffic patterns in training and evaluation.

Figure 5.8(a) shows that the average total return of the three MADRL-

based methods increased as the training progressed. It also shows that the

curves of the total return of the three methods are almost the same. Fig-

ure 5.8(b) shows that the average total return of the Coop-MADRL (QMIX

and VDN) based methods increased as the training progresses, while that of

the non-Coop-MADRL (IQL) does not increase. This means that IQL cannot

learn the suitable allocation that maximizes the objective function while satis-

fying constraints. This work discusses the performance details in Section 5.3.4.
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Performance

Figure 5.9 shows the average performance of each method under simple- and

practical-network conditions. This work carried out 20 calculations with ran-

dom initial conditions and set the same random seeds for all evaluations. The

width of each bar indicates the standard deviation (±𝜎). This work used agents

trained with the mixed model as described in Fig. 5.8. This work also used

the mixed model for the traffic model in this evaluation. The mixed model

includes large demand fluctuations by the Random and Poisson models. The

performance of each method can roughly be compared with the average re-

ward. This work also investigates the details of performance as shown in the

2–5th metrics in Figs. 5.9(a) and 5.9(b). That is, the performance metrics are

the average maximum server utilization 𝑈𝑆
𝑡 , average maximum link utilization

𝑈𝐿
𝑡 , total constraint violation, and total VM migration. The server and link

utilization usually take a value in the range of 0–1 if all constraints are sat-

isfied. On the other hand, if constraint violations occur at 𝑡, the server and

link utilization at 𝑡 may take a value greater than 1 depending on the amount

of exceeded resources. When 𝑘 VMs migrate at a certain time, the total VM

migration adds 𝑘.

In summary, Coop-MADRL reduced the maximum server and link utiliza-

tion and drastically reduced the total constraint violations compared with SA.

Therefore, the proposed method is effective for simple- and practical-network

conditions.

Performance on simple network

This work first compares SA and the other four dynamic allocation methods.

Figure 5.9(a) shows that the four dynamic methods performed better than SA.

The reason is that the dynamic allocation methods can prevent constraint vio-

lations by changing the VN allocation in accordance with the demand change.

This also indicates that three MADRL methods performed better than SA and

that reducing the action space by using the multi-agent technique is effective.

In particular, even IQL performed better than SA. MADRL can reduce the

constraint violations without information of the next demand because the RL

agent indirectly predicts the next demand and learns the effective VN alloca-

108



Section 5.3

tion change through the relationship between the network state and network

efficiency. However, since MADRL calculates rewards on the basis of the cur-

rent demand and not the next-step demand, constraint violations cannot be

absolutely eliminated.

This work next compares ES and the other three MADRL-based methods.

ES performed slightly lower than three MADRL-based methods. In addi-

tion, the number of total VM migrations is notable in ES, even though ES

also considers a VM migration penalty described in Eq. (5.2) as well as other

MADRL-based methods. The reason is that, since ES calculates the solution

that maximizes the reward for the current demand, not for the next demand

as described in Section 5.3.3, the optimal action for ES is frequently changed

when the VN demand fluctuates. As a result, VM migration is increased, and

its performance worsens. On the other hand, the MADRL-based methods learn

a policy that maximizes the expected value of the cumulative reward obtained

in the future. Thus, the MADRL-based methods can reduce VM migrations

and improve the average reward. The result shows that the optimization for

immediate rewards does not necessarily maximize the average reward, and the

optimization of delayed reward by RL is effective when demand is fluctuating.

Finally, this work compares three MADRL-based methods. Figure 5.9(a)

shows that the performance of the three MADRL-based methods was almost

the same. It assumes that the performance of the three methods is saturated

because this condition is too simple. This can be seen from the training curves

in Fig. 5.8. Although QMIX and VDN perform roughly the same, they differ

in terms of total VM migration. This work considers that QMIX can simulta-

neously reduce the constraint violations and unnecessary VM migrations since

agents of QMIX acquired a higher level of cooperation knowledge than those

of VDN.

Performance on practical network

Figure 5.9(b) shows the average performance of four of the methods under

practical-network conditions. Note that SA changed routes calculated with

the route-optimization algorithm at each 𝑡, and ES could not evaluate within

a practical time because its computation time dramatically increased. Also,
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Table 5.7: Average computation time per step for 𝐾 = 20.

Methods Simple Network Practical Network

QMIX (Ours) 2.3 ms 75 ms

VDN (Ours) 2.3 ms 75 ms

IQL 2.3 ms 75 ms

Static Allocation (SA) 1.8 ms 74 ms

Exhaustive Search (ES) 69 s (estimate) 7.2 × 107 s

note that the average reward was higher for the practical network than for the

simple network, which is due to the difference in evaluation conditions, and

both reward values are not directly comparable.

Similar to the simple-network condition, three dynamic methods performed

better than SA. Comparing its performance under simple- and practical-network

conditions, both Coop-MADRL-based methods (QMIX and VDN) performed

better than non-Coop-MADRL (IQL) based methods because the degree of

freedom of allocation and cooperation improved as the numbers of nodes and

links increased. In particular, both cooperative methods were able to reduce

the number of total constraint violations drastically. Since each agent in IQL

only considers its action without other agents’ actions, the agents concentrate

on lightly loaded resources in some cases, and this causes violations. On the

other hand, QMIX and VDN have higher maximum server utilization than

SA. The reason is that agents chose the action that maximized the average

reward and minimized the constraint violations even if the maximum server

utilization was increased.

Computation time

Table 5.7 shows the average computation time per 𝑡 of each method, which

includes the time to decide the action, update the next state, and evaluate

the performance. This work used Intel core i9-9980HK for the evaluation.

In the evaluation phase, the computational complexity is the same for the

three MADRL methods because the three methods only calculate the forward

network of their DNNs without a mixed network calculation in a decentralized

manner as described in Section 5.2.1. Under the simple-network conditions,
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Table 5.8: Scalability evaluation results for the number of VNs in practical

network (QMIX, training by ARMA model).

Number of VNs Ave. Reward

20 0.57 ± 0.10
40 0.47 ± 0.07
50 0.34 ± 0.08
55 0.20 ± 0.24
60 −5.0 ± 0.02

the computation time per 𝑡 of four methods except ES was less than a few

milliseconds, and that of ES drastically increased. MADRL took less than 1 ms

for an agent to decide the next action. Though ES was the best method from

the viewpoint of performance, it was not effective due to the huge computation

time. Under the practical-network conditions, the computation time per 𝑡 of

all methods other than ES was less than one second. The computation times of

the four methods except ES were almost equal because the time of the route-

optimization calculation became dominant. The computation time of ES is

estimated from the computational quantities of iteration since it was difficult

to find in conventional time. The optimal solution may be found faster by

improving the search algorithm, but it would be difficult to achieve the same

speed as MADRL. Finally, this work revealed that the proposed method is also

useful as a dynamic VM allocation method in terms of computation time.

This work also mentions the computation time of training agents. For the

simple network, QMIX took about 100 minutes and VDN and IQL took about

70 minutes to finish the training of the total time steps 𝑇 = 3.0 × 105. For

the practical network, QMIX and VDN took about 7.1 hours and IQL took

about 6.5 hours to finish the training of the total time steps 𝑇 = 3.0 × 105.

This indicates that the proposed method can learn the optimal VN allocation

in less than half a day for networks of the scale used in the evaluation.

Scalability for number of VNs

Table 5.8 shows the scalability of QMIX for the number of VNs 𝐾 under

practical-network conditions. This work carried out 20 calculations with ran-
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dom initial conditions and calculated the mean value and the standard de-

viation of rewards. This work used the ARMA model for the traffic model

in training and evaluation. This work increased the number of VNs 𝐾 until

the performance decreased. This work also increased link capacity and server

capacity in proportion to 𝐾, keeping the average traffic demands and average

VM size constant.

As a result, the average reward rapidly decreased when the number of VNs

exceeded 60 VNs, and the proposed method was effective up to about 50 VNs.

RL should heuristically discover actions that improve the reward and satisfy all

constraints in the early learning steps when the agent acts randomly. It seems

that scalability could be improved by supporting the initial learning process

by providing correct training data by a person. The proposed method is as

scalable as the previous methods [25–27] because they simultaneously handled

less than 50 VNs at each time step. In this work, a VN is assumed to be a

resource-isolated network slice provided by each service provider and shared

by many users or IoT devices. This work believes that the proposed method

is sufficiently scalable considering the number of services handled by today’s

networks.
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Network topology dependency

To verify the effectiveness of the proposed method for larger physical network

topologies, this work evaluates the computation time and performance of the

proposed method for various network topologies. The network topology used

in the evaluation refers to SNDLib [84], which is a library of test instances

of survivable fixed telecommunication network design. In all evaluations, this

work used QMIX as the learning algorithm and the ARMA model as the

traffic model, and this work sets the number of VNs to 𝐾 = 20. This work also

randomly sets user nodes and server nodes for all topologies. Other conditions

are the same as in the above evaluation.

Table 5.9 shows the computation time for various physical network topolo-

gies. The execution time shows the computation time required to select the

agent’s action, update the VN allocation, and calculate the reward in each

execution step, which corresponds to lines 3–7 in Alg. 8. The LP time shows

the computation time required to calculate the route-optimization algorithm

in each execution step, which is a part of execution time and corresponds to

line 4 in Alg. 9. The training time shows the computation time required for

the agents to complete the training of the total time steps 𝑇 = 3 × 105. The

result shows that all computation times drastically increase as the number of

topology nodes increases. The result also shows that most of the execution

and training time is spent solving the route-optimization problem. Due to the

drastic increase in computation time, this work estimated the training time

for large topologies based on the execution time and the total training steps.

Here, this work assumes that the total training steps 𝑇 = 3× 105 are sufficient

for all topologies, but larger ones may require more training steps.

This work considers the practical limits of topology size in terms of compu-

tation time. The execution time determines the VN allocation control interval.

For example, when the execution time takes 5 minutes, the control interval can-

not be shorter than 5 minutes. If we aim to keep the control interval under

one minute, the limit of the number of nodes can be estimated to be about 30

nodes. Similarly, if we aim for a control interval of 5 minutes or less, the limit

can be estimated to be about 50 nodes. As for the training time, assuming that

the reasonable training time is less than one week, the limit of the number of
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nodes can be estimated to be about 20 nodes. In conclusion, unless speeding

up the computation time, this work can estimate that the upper limit of the

number of nodes to which the proposed method can be applied is about 20.

Parallelization is one of the promising candidates for speedup the proposed

method. Existing studies have reported that a distributed DRL can dramat-

ically speed up the agent training process. For example, Espeholt et al. [85]

developed a distributed DRL architecture that scales up to thousands of ma-

chines without sacrificing data efficiency or resource utilization. The proposed

method may be applied to up to 30 nodes by parallelizing the agent training

process.

To verify the effectiveness of the proposed method for network topologies

within 20 nodes, this work evaluated the performance of the proposed method

on Atlanta network with 15 nodes and 22 links. Figure 5.10 shows the train-

ing curves tracking the agent’s total return for Atlanta network. As in the

practical-network condition, this work sets each server capacity to 30 and each

link capacity to 3.6 Gbps. The result shows that the average total return of

QMIX increased as the training progressed. Table 5.11 shows the average per-

formance of QMIX and SA. Note that, as described in Section 5.3.3, SA also

dynamically selects an optimal routes calculated with the route-optimization

algorithm at each 𝑡. The result shows that QMIX performed better than SA

because QMIX can prevent constraint violations by changing the VN allocation

by the demand change. Although this work can confirm the effectiveness of

QMIX, this work found that the relative performance improvement decreases

compared to the result of Fig. 5.9(b). This work considers two reasons for the

decrease in the performance difference between the two methods. First, this

work supposes that the larger network topology makes dynamic routing more

effective, and the dynamic routing improved the performance of VN allocation

regardless of VM placement. In other words, the dynamic routing could com-

pensate for the performance degradation of SA caused by the inefficient VM

placement. Next, this work also supposes that the larger network topology

has increased the required training steps. If so, this work can improve the

performance of QMIX by increasing the training steps.

Next, based on the above results, this work discusses applying the proposed

method for larger network topologies by drastically reducing computation time.
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Figure 5.10: Training curves tracking the agent’s total return in Atlanta net-

work. (©2022 IEEE.)
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Figure 5.11: Training curves tracking the agent’s total return with the pro-

posed method using the shortest path. (©2022 IEEE.)

Since most of the computation time is spent solving the route-optimization

problem as shown in Table 5.9, relaxing the route-optimization problem and

replacing dynamic path allocation with static path allocation is an effective way

of speeding up the method. Specifically, this work replaces the optimal path by

LP with the shortest path by Dijkstra’s algorithm, which corresponds to line

4 in Alg. 9. This work then evaluates the computation time and performance

for various network topologies. Finally, this work shows that the proposed

method using the shortest path is adequate for practical topology size.

Table 5.10 shows the computation time in the proposed method using the
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shortest path for various physical network topologies. To ensure sufficient

training, this work increased the total time steps to 𝑇 = 2 × 106. The results

show that all computation times are drastically faster than those estimated

in Table 5.9. For all conditions, the execution time is less than one second,

and the training time is less than one day. Moreover, since Ta2 network is the

largest topology that mimics the core network in SNDLib, this work concludes

that the proposed method using the shortest path has no limitation on the

number of nodes in the range of practical network topologies. The result

also shows that the training time does not depend on the number of nodes.

The reason is that other parameters, e.g., physical network and VN request

parameters, are more dominant factors in determining the training time than

the number of nodes.

Figure 5.11 shows the training curves tracking the agent’s total return for

India35 network and German50 network. This work sets each server capacity

to 30 and each link capacity to 5.0 Gbps. This work increased link capacities

because the shortest path concentrates the traffic load on some links. The

result shows that the average total return of QMIX increased as the training

progressed. Tables 5.12–5.14 show the average performance of QMIX and SA.

Both QMIX and SA used the shortest path for route calculation, since solving

LP at each step is difficult for both methods due to the computation time.

The results show that QMIX performed significantly better than SA. This

performance difference is since QMIX dynamically changes the placement of

VMs or not. In particular, the performance of SA dramatically decreased due

to static routing. The reason is that, as mentioned before, the performance

of SA was strongly dependent on dynamic routing. In conclusion, this work

revealed that the proposed method using the shortest path performs sufficiently

in large network topologies.

In summary, this work revealed that the proposed method could be applied

to network topologies with less than 65 nodes. More precisely, the proposed

method with route-optimization could be applied to network topologies with

less than 20 nodes. The proposed method that uses the shortest path for

route calculation could be applied regardless of the topology size. In addition,

this work revealed that the proposed method outperforms SA in terms of

performance regardless of the topology size.
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Generalization performance

The generalization performance is a measure of how accurately an algorithm

is able to perform outcomes for previously unseen data. To evaluate the gen-

eralization performance for traffic demands, this work evaluated the average

reward using various traffic models that were different from those during train-

ing. Tables 5.15 and 5.16 show the average rewards of each method when

evaluated with various traffic models under simple- and practical-network con-

ditions. This work carried out 20 calculations with random initial conditions

and set the same random seeds for all evaluations. This work used agents

trained with the mixed model as described in Fig. 5.8. This work also used 10

types of various traffic models for evaluation as described in the first columns

of Tables 5.15 and 5.16. The row “Mix all Traffic” corresponds to the results

in Fig. 5.9. The row “Ave. all traffic models” means the average results of 10

types of traffic models.

For simple-network conditions, QMIX and VDN performed better than

IQL for the average of all traffic models. SA also performed lower than other

dynamic allocation methods. In QMIX and VDN, since the mixed model’s

performance and the average of all model’s performance are approximately

equal, training with the mixed model was effective for many traffic patterns.

Moreover, the performance of QMIX and VDN does not decrease even for

traffic models with the anomaly. Therefore, QMIX and VDN training with

the mixed model obtains a generalization performance for traffic demands. In

contrast, QMIX and VDN underperformed in the Poisson and Random models

because these models include the traffic patterns which were not experienced.

IQL sufficiently performed on the mixed traffic model but unsuccessfully per-

formed on other traffic models. This shows that QMIX and VDN learn more

superior policies through cooperative learning.

For practical-network conditions, the results are mostly the same as those

under simple-network conditions. As mentioned in Section 5.3.4, though the

average reward for the practical network was higher than that for the simple

network, both reward values are not directly comparable. Comparing their

performances under simple- and practical-network conditions, QMIX and VDN

for the Poisson and Random models improved. This work considers that, since
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freedom of allocation improved as the numbers of nodes and links increased in

the practical network, more flexible allocation has become possible even when

traffic fluctuates.

Next, this work comprehensively analyzed the relationship between the

generalization performance for traffic demands and the traffic models used

during training. This evaluation can determine the best traffic models used

during training for obtaining a generalization performance for traffic demands.

Table 5.17 shows the average rewards of QMIX when this work used various

traffic models for training and evaluation under practical-network conditions.

This work adopted five types of traffic models for training: ARMA, ARMA

with the anomaly, Poisson, Random, and Mixed model. As in the evaluation in

Table 5.16, this work carried out 20 calculations with random initial conditions

and set the same random seeds for all evaluations.

When the ARMA model was used for training, the performance of QMIX

did not decrease with the ARMAmodel with other parameters and the SARIMA

model. The performance for some models with the anomaly option was not

decreased because of the normalization in the traffic generation process as

described in Section 5.3.2. However, the performance decreased with un-

known traffic, such as the Poisson model, the Random model, and models

with anomaly options.

When the ARMA model with an anomaly was used for training, all traffic

models performed better than when the ARMA model was used for training.

This is because agents experience more traffic changes and learn how to act to

avoid congestion when anomaly traffic occurs in advance.

When the Poisson, Random, and mixed models were used for training,

QMIX performed outstandingly in all evaluation conditions. Moreover, when

the ARMA model was used for evaluation in the first row of Table 5.17, the

average reward for training with the mixed model was higher than that for

training with the ARMA model. Therefore, this work concludes that training

with the mixed model is suitable for obtaining high generalization performance

for traffic demands. This work considers that the reason is that the mixed

model contains various traffic fluctuation patterns. While the mixed model

performs well, each traffic model needs to be prepared so that it is composed

of a part of a mixed model and assumes user traffic patterns when a mixed
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model for training is generated. On the other hand, interestingly, the Poisson

model for training performed equal to or better than the mixed model. This

work assumes the reason to be that this model also contains various traffic

changes. Since the Poisson model is easy to generate, training with this model

will always be beneficial if it leads to a high generalization performance for

various traffic demands. To analyze the results in more detail, it is necessary

to solve the interpretability problem of DRL, which is an unsolved challenge

in machine learning theory and is a future work of this work.

5.3.5 Discussion

This work discusses the future work of the proposed method. This work re-

vealed the effectiveness of the proposed method, but there are still important

challenges that should be researched for applying the proposed method in a

commercial environment.

A major challenge is the generalization of agent training, i.e., an agent

trained in one environment might not perform in other environments not ex-

perienced during training. For example, when changing user placement, the

number of VNs, and the physical network topology, or when observing new

traffic patterns, the agent should retrain from the beginning. This is a general

challenge in machine learning, not unique to DRL-based dynamic allocation.

As mentioned in Section 5.3.4, since the proposed method takes a long time

to train agents, such as a few hours or a day, the re-training could be a signifi-

cant problem when the network conditions are frequently changed. While this

work shows that training by the mixed or Poisson model achieves generaliza-

tion performance for traffic demands, whole new traffic patterns will possibly

emerge with the development of 5G and other technologies in the future. One

potential solution is grouping VNs, which can keep the number of VN groups

constant (e.g., using [27]). This grouping will also lead to improving scala-

bility. Another solution is aggregating all traffic to a small number of flows

and handling only predictable flow patterns (e.g., using [86]). Although these

grouping and aggregation are effective to limit the demand patterns, the per-

formance of allocation will be decreased due to coarse-grained allocation. The

other solution is transfer learning, which focuses on storing knowledge gained
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while solving one domain and applying it to a different domain so that it can

be learned efficiently.

This work also discusses the challenge of interpretability of machine learn-

ing related to the challenge of generalization of machine learning. Since the

DNN model included in the DRL is a black box, it is difficult to explain why

the DNN outputs the results. For example, in this work, it is impossible to

understand why the Poisson model achieved the best performance. When ap-

plying these DRL-based techniques in actual network operations, the challenge

also arises that the operator cannot trust the agents’ outputs.

The other challenge is the ideal migration. As mentioned in Section 5.1.1,

the proposed method assumes ideal VM migration, i.e., the system can im-

mediately reallocate VM without interrupting the running service. Note that

the proposed method can be applied even if the migration takes a long time.

However, when migration becomes a bottleneck, the dynamic allocation has

difficulty following the demand fluctuations. One possible solution that a con-

trol algorithm can contribute is developing a more realistic penalty function

of VM migration taking into account the availability and sustainability of the

service (e.g., using [87]).

5.4 Chapter summary

This chapter proposed a dynamic virtual network (VN) allocation method

based on cooperative multi-agent deep reinforcement learning (Coop-MADRL).

This method can quickly optimize the network resources even when traffic de-

mands change drastically by applying MADRL for dynamic VN allocation. It

can also reduce the agents’ constraint violations such as network congestion

and server overload and reduce the reallocation such as virtual machine (VM)

migration by introducing a cooperative element for MADRL. Simulations re-

vealed that the proposed dynamic VN allocation method can reduce the maxi-

mum server and link utilization and drastically reduce the constraint violations

compared with that of a static VN allocation method under practical-network

conditions. In contrast, the evaluation also revealed that the Exhaustive Search

(ES) that maximizes the reward at each time does not necessarily maximize

the average rewards when the traffic demands fluctuate. Moreover, the com-
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putation time of the proposed method was less than one second, which is

significantly shorter than that of ES. As a result, this work revealed that the

proposed method simultaneously enables efficient and immediate dynamic VN

allocation. Finally, this work evaluated the generalization performance for var-

ious traffic demands. The results revealed that the agent training with mixed

various traffic models could achieve a high generalization performance for all

traffic models.

For future work, this work plans to evaluate the performance of the pro-

posed method in more complicated use-cases, e.g., service function chaining

(SFC), in real-world demands and applications, and a test-bed environment.

This work also plans to improve the interpretability of deep reinforcement

learning (DRL) by analyzing the relationship between the network state, the

agent’s actions, and the allocation results in detail. Moreover, this work plans

to evaluate the methods involving the approach described in Section 5.3.5.
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Cooperative multi-agent deep

reinforcement learning for task

offloading

Edge computing is a new paradigm to provide computing capability at the edge

servers close to end devices. A significant research challenge in edge computing

is finding efficient task offloading to edge and cloud servers considering various

task characteristics and limited network and server resources. Several rein-

forcement learning (RL)-based task-offloading methods have been developed,

because RL can immediately output efficient offloading by pre-learning. How-

ever, these methods do not take into account clouds or focus only on a single

cloud. They also do not take into account the bandwidth and topology of the

backbone network. Such shortcomings strongly limit the range of applicable

networks and degrade task-offloading performance. Therefore, this work for-

mulates a task-offloading problem for multi-cloud and multi-edge networks con-

sidering network topology and bandwidth constraints. This work also proposes

a task-offloading method that is based on cooperative multi-agent deep RL

(Coop-MADRL). A part of this work in this chapter was presented in [88,89].

This method introduces a cooperative multi-agent technique through central-

ized training and decentralized execution, improving task-offloading efficiency.

Simulations revealed that the proposed method can minimize network utiliza-

tion and task latency while minimizing constraint violations in less than one
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millisecond in various network topologies. It also shows that cooperative learn-

ing improves the efficiency of task offloading. This work demonstrated that

the proposed method has generalization performance for various task types by

pre-training with many resource-consuming tasks.

This chapter is structured as follows. Section 6.1 describes the formula-

tion of the task-offloading problem. Section 6.2 describes the proposed Coop-

MADRL-based task-offloading method. Section 6.3 describes the evaluation

of its performance, and Section 6.4 concludes the chapter.

6.1 Problem formulation

6.1.1 Overview

This work describes an overview of the task-offloading problem. This work

assumes a network consisting of EDs, edges, and clouds. EDs generate various

tasks with diverse applications. Each task consists of the required computing

demand, traffic demand, and maximum permissible latency to accomplish the

task. Each ED can compute its tasks locally or offload tasks to the neighboring

edge or cloud. This work collectively refers to edges and clouds as nodes. All

nodes have computing resources to execute the tasks instead of EDs, called

edge or cloud servers. All nodes also have a function of traffic forwarding to

another node as a router. Only each edge has a function that determines the

optimal node to offload each task. Each cloud cannot offload tasks to other

nodes, only execute the tasks. This work assumes that the ED determines

whether to offload its tasks; optimizing the ED’s decision is outside the scope

of this work. This work aims to optimize the offloaded server and the route

between ED and server for the accepted task.

This work describes the procedure of the proposed task-offloading method.

This work considers a discrete time-step 𝑡 and assumes that each ED has one

or more tasks and consider K tasks during 𝑡 ∈ [0, 𝑇]. At the beginning of

each 𝑡, each task arrives at the nearest edge of each ED. Each edge observes

the information about tasks accepted at each edge and the overall network

usage of all nodes and links. On the basis of the observation, the proposed

method deployed in each edge calculates the optimal node to offload the task
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Table 6.1: Notation definitions for physical-network model.

Notation Definition

𝐺 (𝑵, 𝑳) Network graph

𝑛 ∈ 𝑵 Node

link (𝑖, 𝑗) ∈ 𝑳 Link from node 𝑖 to node 𝑗

𝑒 ∈ 𝑬 ⊂ 𝑵 Edge

𝑐 ∈ 𝑪 ⊂ 𝑵 Cloud

𝑣𝑁
𝑖

𝑖th node-processing capability

𝑤𝑁
𝑖

𝑖th node capacity

𝑤𝐿
𝑖 𝑗

(𝑖, 𝑗) link capacity

𝛼𝐿
𝑖 𝑗

Propagation latency of link (𝑖, 𝑗)

(see Section 6.2 for details). The offloading node is calculated only once, and

the neighboring edges that receive the tasks cannot offload it again to the other

edge or cloud. When multiple tasks arrive simultaneously on each edge at 𝑡, the

proposed method repeats determining the offloading node in a first-in-first-out

(FIFO) manner. The method then aggregates the traffic-demand information

between nodes and calculates and updates the optimal route between nodes.

Next, each edge forwards tasks to the optimal nodes through the optimal route,

and the node executes the task and returns the result to the ED. The upload

and download routes of each task may differ since the proposed method handles

the upload and download traffic as individual traffic demands. After a certain

amount of time, it proceeds to the next 𝑡 + 1. The executing tasks continue to

consume the resources of the offloaded node and the link(s) it traverses until it

returns a result to the ED. The tasks accepted at 𝑡 do not need to be completed

before 𝑡 + 1. Note that it is also adequate to calculate and update the route

once every several steps. In this case, the proposed method calculates the

optimal route on the basis of the average traffic volumes between nodes for

several steps.

6.1.2 Network model

Table 6.1 summarizes the notation definitions of the physical-network model.

This work considers the physical-network graph 𝐺 (𝑵, 𝑳) consisting of a phys-
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Table 6.2: Notation definitions for task model.
Notation Definition

𝑡 ∈ 𝑇 Time-step (𝑇 : Total time steps)

D := {𝑫𝑘 } Task set (𝑘 ∈ K, K: Total tasks)
𝑡𝑘 Acceptance time of 𝑘th task

𝛽𝑘 Task type of 𝑘th task

𝐶𝑘 Computing demand of 𝑘th task

𝐵
up
𝑘
, 𝐵down

𝑘
Upload/Download traffic demand of 𝑘th task

𝜏max
𝑘

Maximum permissible latency of 𝑘th task

ical node set 𝑵 and physical link set 𝑳. This work assumes that each physical

node has a role as an edge or cloud. This work also assumes that EDs con-

nect to the nearest edge through the access network, which is not included in

𝐺 (𝑵, 𝑳). This work also assumes that the routes in the access network take

the shortest path, and route optimization in the access network is outside the

scope of this work.

This work denotes the edge as 𝑒 ∈ 𝑬 ⊂ 𝑵 and the cloud as 𝑐 ∈ 𝑪 ⊂ 𝑵.

This work also denotes the numbers of nodes, edges, and clouds as |𝑵 |, |𝑬 |,
and |𝑪 |, respectively. This work denotes the node-processing capability of the

𝑖th node as 𝑣𝑁
𝑖
∈ R+, which indicates the limit of computing resources, e.g., the

CPU capability per second in the 𝑖th node ([G cycles/s]). Here, R+ indicates

the set of positive real numbers. This work also denotes the node capacity

of the 𝑖th node as 𝑤𝑁
𝑖
∈ N, which indicates the upper limit of the number of

allocated tasks. This work assigns one CPU core to each task, i.e., 𝑤𝑁
𝑖
equals

the number of CPU cores in the 𝑖th node. This work denotes the bandwidth

capacity of link (𝑖, 𝑗) as 𝑤𝐿
𝑖 𝑗
∈ R+, which indicates the limit of bandwidth

resources ([Mbps]). All links also have propagation latency depending on the

distance between each node. This work defines the propagation latency of link

(𝑖, 𝑗) as 𝛼𝐿
𝑖 𝑗
∈ R+ ([ms]). A concrete example is shown in Fig. 6.1.

6.1.3 Task model

Table 6.2 summarizes the notation definitions of the task model. This work

describes a task model for uniformly representing various types of tasks of
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EDs. This work defines the task set as D = {𝑫𝑘 } and the 𝑘th task as 𝑫𝑘 :=

[𝑡𝑘 , 𝛽𝑘 , 𝐶𝑘 , 𝐵up𝑘 , 𝐵
down
𝑘

, 𝜏max
𝑘
]. Here, 𝑡𝑘 ∈ 𝑇 is the accepted time of the 𝑘th

task, 𝛽𝑘 ∈ N is the task type uniquely given for each application, 𝐶𝑘 is the

required computing demand ([G cycles]), 𝐵up
𝑘
∈ R+ and 𝐵down

𝑘
∈ R+ are the

required upload and download traffic demands ([Mbits]), and 𝜏max
𝑘
∈ R+ is the

maximum permissible latency to accomplish the 𝑘th task ([ms]). Regarding

the relationship between 𝑡𝑘 and 𝜏
max
𝑘

, if this work can complete the processing

of the task 𝑘 by the time 𝑡𝑘 + 𝜏max
𝑘

, this work satisfies the requirements of

the task 𝑘. The computing demand refers to the total amount of CPU cycles

needed to accomplish the task. The traffic demand refers to the amount of

traffic generated by the task. The reason for distinguishing between upload and

download traffic is to accommodate tasks, the traffic volume of which changes

before and after the computation process on the assigned server. When 𝑫𝑘

is accepted, it consumes the computing and bandwidth resources on 𝐺 (𝑵, 𝑳)
depending on the amount of computing and traffic demand of 𝑫𝑘 . If the task

is assigned to the nearest edge of the ED, the bandwidth resources consumed

on 𝐺 (𝑵, 𝑳) are regarded as 0. Note that if the task parameters are unknown,

other systems need to be used to estimate the parameters, which is out of the

scope of this work.

6.1.4 Optimization problem

This work formulates the optimal task-offloading problem, which aims to min-

imize Eq. (6.1) while satisfying the constraints in Eqs. (6.2)–(6.14). Table 6.3

summarizes the notation definitions of the task-offloading problem. This work

aims to find optimal task-allocation variables 𝒀 and routing variables 𝑿𝑡 . Here,

𝒀 := {𝑦𝑘𝑛} shows the task allocation in which 𝑦𝑘𝑛 is 1 if the computing demand

of the 𝑘th task is assigned to the 𝑛th node; otherwise, 0. The 𝑿𝑡 :=
{
𝑥
𝑝𝑞

𝑖 𝑗 ,𝑡

}
shows the proportion of traffic demand 𝑚

𝑝𝑞
𝑡 from the origin node 𝑝 to desti-

nation node 𝑞 passing through link (𝑖, 𝑗) at 𝑡. Here, 𝑴 𝑡 := {𝑚𝑝𝑞
𝑡 } shows the

traffic demand matrix between nodes 𝑝 and 𝑞 at 𝑡. The 𝑚
𝑝𝑞
𝑡 represents the

total traffic demand between nodes 𝑝 and 𝑞 at 𝑡. The nodes 𝑝 and 𝑞 in 𝑚
𝑝𝑞
𝑡 are

determined by device placements and task-allocated servers. A detailed for-

mulation is shown in Eqs. (6.12)–(6.13). Since this work assumes multi-path
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Table 6.3: Notation definitions for task-offloading problem.

Notation Definition

𝑿𝑡 :=
{
𝑥
𝑝𝑞

𝑖 𝑗 ,𝑡

}
Proportion of passed 𝑚

𝑝𝑞
𝑡 on link (𝑖, 𝑗)

𝒀 := {𝑦𝑘𝑛} Task allocation (task 𝑘, node 𝑛)

𝑴 𝑡 :=
{
𝑚
𝑝𝑞
𝑡

}
Traffic matrix from node 𝑝 to node 𝑞

𝒁 := {𝑧𝑘𝑒} Device placement (task 𝑘, edge 𝑒)

𝑼𝑁
𝑡 :=

{
𝑢𝑁
𝑖,𝑡

}
𝑖th node utilization at step 𝑡

𝑼𝐿
𝑡 :=

{
𝑢𝐿
𝑖 𝑗 ,𝑡

}
(𝑖, 𝑗) link utilization at step 𝑡

𝑈𝑁
𝑡 = max𝑖

(
𝑼𝑁
𝑡

)
Maximum node utilization at step 𝑡

𝑈𝐿
𝑡 = max𝑖 𝑗

(
𝑼𝐿
𝑡

)
Maximum link utilization at step 𝑡

𝜏𝑁
𝑘
, 𝜏RTT

𝑘
Node latency and RTT latency of 𝑘th task

_ Weighting parameter of objective function

I𝑘,𝑡 Binary variable indicating executing tasks

Pup
𝑘
, Pdown

𝑘
Upload and download path set of 𝑘th task

𝜏𝑝 Latency coefficient of path 𝑝

L𝑝 Link set along with path 𝑝

𝑟𝑝 Traffic-splitting ratio of path 𝑝

routing, 𝑥
𝑝𝑞

𝑖 𝑗 ,𝑡
can take a continuous value between 0 and 1. This work also

defines the ED placement as 𝒁 := {𝑧𝑘𝑒}, in which 𝑧𝑘𝑒 is 1 if the nearest edge

of the ED requested 𝑘th task is the 𝑒th edge; otherwise, 0. This work assumes

that 𝒁 is constant during 𝑡 ∈ [0, 𝑇] to ignore the effects of ED movement,

e.g., handover. In other words, this work assumes that the ED requesting to

process the task at edge 𝑒 stays near edge 𝑒 for the processing time, e.g., at

least a few seconds.

This work introduces the objective function:

min :
∑︁
𝑡∈𝑇

(
𝑈𝑁
𝑡 +𝑈𝐿

𝑡

)
+ _

∑︁
𝑘∈K

(
𝜏𝑁
𝑘
+ 𝜏RTT

𝑘

𝜏max
𝑘

)
/|K|, (6.1)

where 𝑈𝑁
𝑡 and 𝑈𝐿

𝑡 show the maximum node and link utilization at 𝑡, which

are respectively defined as 𝑈𝑁
𝑡 := max𝑖 (𝑼𝑁

𝑡 ) and 𝑈𝐿
𝑡 := max𝑖 𝑗 (𝑼𝐿

𝑡 ). This work
denotes the 𝑖th node utilization as 𝑢𝑁

𝑖,𝑡
∈ 𝑼𝑁

𝑡 and the link (𝑖, 𝑗) utilization as

𝑢𝐿
𝑖 𝑗 ,𝑡
∈ 𝑼𝐿

𝑡 . The terms 𝜏𝑁
𝑘
and 𝜏RTT

𝑘
show the node and round-trip time (RTT)
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latency of the 𝑘th task. RTT is the time it takes to get from the source to the

destination and back from the destination to the source. Their definitions and

formulations are described in the subsection on the latency constraints. The

term _ indicates the weighting parameter determining the importance ratio of

resource efficiency and task latency.

This work imposes three types of constraints: node capacity, link capacity,

and task latency. This work first defines the binary variable I𝑘,𝑡 as follows:

I𝑘,𝑡 :=

{
1 (𝑡𝑘 ≤ 𝑡 ≤ 𝑡𝑘 + 𝜏𝑁𝑘 + 𝜏

RTT
𝑘
)

0 (otherwise),
(6.2)

where I𝑘,𝑡 is 1 if the 𝑘th task is executing at 𝑡; otherwise, 0. Here, 𝑡𝑘 is the

acceptance time of the 𝑘th task and 𝑡𝑘 + 𝜏𝑁𝑘 + 𝜏
RTT
𝑘

shows the completion time

of the 𝑘th task. The total latency 𝜏𝑁
𝑘
+ 𝜏RTT

𝑘
of the 𝑘th task can be modeled by

Eqs. (6.15)–(6.16) (details below). Latency in a real-world environment does

not necessarily occur as modeled. However, in a real-world environment, this

work can measure latency and can use measured values instead of the modeled

equations.

Node-capacity constraints

A task-allocation variable 𝑦𝑘𝑛 is formulated to minimize the maximum node

utilization 𝑈𝑁
𝑡 while satisfying the node-capacity constraints as follows:

s.t. :
∑︁
𝑛∈𝑵

𝑦𝑘𝑛 = 1 (∀𝑘 ∈ K) (6.3)∑︁
𝑘∈K
I𝑘,𝑡 𝑦𝑘𝑛 ≤ 𝑤𝑁𝑛 𝑈𝑁

𝑡 (∀𝑛 ∈ 𝑵) (6.4)

𝑦𝑘𝑛 ∈ {0, 1} (∀𝑘 ∈ K,∀𝑛 ∈ 𝑵) (6.5)

0 ≤ 𝑈𝑁
𝑡 ≤ 1. (6.6)

Equation (6.3) shows that the computing demand of each task must be allo-

cated to any node. Equation (6.4) shows the constraint of node capacity. The

term I𝑘,𝑡 𝑦𝑘𝑛 in Eq. (6.4), the product of two binary variables, is 1 if the 𝑘th

task is allocated to node 𝑛 and is executing at 𝑡, because I𝑘,𝑡 𝑦𝑘𝑛 = 1 if I𝑘,𝑡 = 1

and 𝑦𝑘𝑛 = 1. By calculating the sum over 𝑘, the left side of Eq. (6.4) shows

the number of tasks executing at node 𝑛 at 𝑡. The left side of Eq. (6.4) shows
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the 𝑛th node capacity at 𝑡 when the maximum node utilization is 𝑈𝑁
𝑡 . In other

words, it shows the maximum number of tasks that the 𝑛th node can perform

at 𝑡. This work imposes the upper bound 𝑤𝑁𝑛 𝑈
𝑁
𝑡 , which is stronger than 𝑤𝑁𝑛 .

Equations (6.5)–(6.6) show the range of variables.

Link-capacity constraints

This work formulates the link-capacity constraints as a multi-commodity flow

problem, which is a network flow problem with multiple commodities (i.e.,

traffic flow demands) between source and destination nodes. These equations

give the capacity and flow conservation constraints that the routing variables

must satisfy. If we find routing variables that pass through the shortest path,

we can use the shortest path algorithm, such as Dijkstra or Bellman-Ford.

However, these algorithms do not take capacity constraints into account. If all

traffic demands pass through the shortest path, traffic may concentrate on a

single link, causing congestion.

A routing variable 𝑥
𝑝𝑞

𝑖 𝑗 ,𝑡
is formulated to minimize the maximum link uti-

lization 𝑈𝐿
𝑡 while satisfying the link-capacity constraints as follows:

s.t. :
∑︁

𝑗 :(𝑖, 𝑗)∈𝐿
𝑥
𝑝𝑞

𝑖 𝑗 ,𝑡
−

∑︁
𝑗 :( 𝑗 ,𝑖)∈𝐿

𝑥
𝑝𝑞

𝑗𝑖,𝑡
= 0 (6.7)

(∀𝑝, 𝑞 ∈ 𝑵, 𝑖 ≠ 𝑝, 𝑖 ≠ 𝑞)∑︁
𝑗 :(𝑖, 𝑗)∈𝐿

𝑥
𝑝𝑞

𝑖 𝑗 ,𝑡
−

∑︁
𝑗 :( 𝑗 ,𝑖)∈𝐿

𝑥
𝑝𝑞

𝑗𝑖,𝑡
= 1 (6.8)

(∀𝑝, 𝑞 ∈ 𝑵, 𝑖 = 𝑝)∑︁
𝑝,𝑞∈𝑵

𝑚
𝑝𝑞
𝑡 𝑥

𝑝𝑞

𝑖 𝑗 ,𝑡
≤ 𝑤𝐿𝑖 𝑗𝑈𝐿

𝑡 (6.9)

(∀(𝑖, 𝑗) ∈ 𝐿,∀𝑝, 𝑞 ∈ 𝑵)
0 ≤ 𝑥𝑝𝑞

𝑖 𝑗 ,𝑡
≤ 1 (∀(𝑖, 𝑗) ∈ 𝐿,∀𝑝, 𝑞 ∈ 𝑵) (6.10)

0 ≤ 𝑈𝐿
𝑡 ≤ 1. (6.11)

Equations (6.7)–(6.8) show the traffic-flow conservation law. Equation (6.7)

shows that the traffic flowing into a node equals the traffic flowing out of the

node except the source node 𝑝 and destination node 𝑞. Equation (6.8) shows

that the flow out of the source node 𝑝 is 1. The traffic-flow conservation law at

the destination node 𝑞 is guaranteed when Eqs. (6.7)–(6.8) are satisfied, which
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is proved in [79]. Equation (6.9) shows the link-capacity constraints. This work

imposes the upper bound 𝑤𝐿
𝑖 𝑗
𝑈𝐿
𝑡 , which is stronger than 𝑤𝐿

𝑖 𝑗
. Equations (6.10)–

(6.11) show the range of variables. The term 𝑚
𝑝𝑞
𝑡 in Eq. (6.9) can be formulated

as follows:

𝑚
𝑝𝑞
𝑡 =

∑︁
𝑘∈K

𝐵
up
𝑘
I𝑘,𝑡 𝑧𝑘 𝑝 𝑦𝑘𝑞 (6.12)

𝑚
𝑞𝑝
𝑡 =

∑︁
𝑘∈K

𝐵down𝑘 I𝑘,𝑡 𝑧𝑘 𝑝 𝑦𝑘𝑞 (6.13)

(∀𝑝 ∈ 𝑬,∀𝑞 ∈ 𝑵, 𝑝 ≠ 𝑞).

Equation (6.12) shows the upload traffic demands from origin node 𝑝 to des-

tination node 𝑞. Here, 𝑧𝑘 𝑝 and 𝑦𝑘𝑞 determine the node 𝑝 and node 𝑞, and

I𝑘,𝑡 extracts the executing tasks. Equation (6.13) shows the download traffic

demands from node 𝑞 to node 𝑝, which is the opposite of the upload.

Latency constraints

Task latency is the sum of all possible delays a task experiences during of-

floading, including processing, transmission, propagation, and queuing latency.

Processing latency is the delay it takes to process the task at the edge or cloud

server. This work refers to this latency as node latency 𝜏𝑁
𝑘
. Transmission

latency is the time it takes to push all the traffic onto the link, calculated

by dividing the number of bits by the transfer rate. Propagation latency is

the time it takes for traffic to travel from the origin to the destination, de-

termined by the distance between nodes and the speed of signal propagation.

For a wired network, propagation latency can be assumed to depend only on

distance because the speed of light is constant in fiber. Queuing latency is

the time that traffic waits in the queue before it can be processed. This work

considers the sufficient buffer and assumes that the queuing latency is zero.

This work refers to the sum of the transmission latency and the propagation

latency as RTT latency 𝜏RTT
𝑘

.

Latency constraints of 𝑘th task are formulated as follows:

s.t. : 𝜏𝑁𝑘 + 𝜏
RTT
𝑘 ≤ 𝜏max

𝑘 (∀𝑘 ∈ K). (6.14)
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The definitions of the node latency 𝜏𝑁
𝑘

and RTT latency 𝜏RTT
𝑘

of the 𝑘th task

are as follows:

𝜏𝑁𝑘 :=
∑︁
𝑛∈𝑵

𝑦𝑘𝑛
𝐶𝑘

𝑣𝑁𝑛
(6.15)

𝜏RTT𝑘 := max
𝑝∈Pup

𝑘

(
𝜏𝑝 (𝐵up𝑘 )

)
+ max
𝑝∈Pdown

𝑘

(
𝜏𝑝 (𝐵up𝑘 )

)
. (6.16)

Equation (6.15) shows that 𝜏𝑁
𝑘
is determined by the computing-demand size of

the task 𝐶𝑘 and the node-processing capability per second 𝑣𝑁𝑛 . The term 𝐶𝑘/𝑣𝑁𝑛
is the time it takes to process 𝐶𝑘 at node 𝑛. The term 𝑦𝑘𝑛 determines the node

𝑛 to which the task 𝑘 is allocated, as explained in Eq. (6.15). Equation (6.16)

shows that 𝜏RTT
𝑘

is determined by the bottleneck path with the maximum

latency when the task goes through multiple paths. Here Pup
𝑘

and Pdown
𝑘

are

the set of upload and download paths of the 𝑘th task, which is calculated on the

basis of 𝑿𝑡 , 𝒀, and 𝒁. The term 𝜏𝑝 (𝑏) is the function that shows the latency

when the traffic demand 𝑏 goes through the path 𝑝. The 𝜏𝑝 (𝑏) is formulated

as follows:

𝜏𝑝 (𝑏) := 𝑟𝑝 ·
𝑏

min(𝑖, 𝑗)∈L𝑝
(𝑤𝐿

𝑖 𝑗
)
+

∑︁
(𝑖, 𝑗)∈L𝑝

𝛼𝐿𝑖 𝑗 . (6.17)

The first term in Eq. (6.17) shows the transmission latency when the traffic

demand 𝑏 goes through the path 𝑝. The term 𝑟𝑝 is the traffic-splitting ratio

of path 𝑝 calculated by 𝑿𝑡 that satisfies the following constraints:
∑
𝑝 (𝑟𝑝) = 1.

The term L𝑝 is the link set along with path 𝑝. The term min(𝑖, 𝑗)∈L𝑝
(𝑤𝐿

𝑖 𝑗
)

indicates the bottleneck bandwidth on path 𝑝. The second term in Eq. (6.17)

shows the propagation latency of path 𝑝, which is the sum of the propagation

latency 𝛼𝐿
𝑖 𝑗
of the link (𝑖, 𝑗) ∈ L𝑝.

6.2 Proposed method

6.2.1 Overview

This work gives an overview of the proposed task-offloading method, which is

based on Coop-MADRL. This work aims to find the optimal task offloading

that minimizes Eq. (6.1) while satisfying the constraints in Eqs. (6.2)–(6.14).
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The decision variables are the task-allocation variables 𝒀 and routing variables

𝑿𝑡 . The proposed method consists of two parts: Coop-MADRL and mathe-

matical optimization. Coop-MADRL is responsible for finding the optimal

𝒀, and mathematical optimization is responsible for finding the optimal 𝑿𝑡 .

Another possible way to find the solution of two variables is to solve them

in sequence, such as finding the 𝒀 and then finding the 𝑿𝑡 . However, in this

case, the 𝒀 is determined on the basis of a non-optimal 𝑿𝑡 , which may degrade

the performance of the solution compared with that of the proposed method.

Therefore, the proposed method jointly optimizes 𝒀 and 𝑿𝑡 . Concretely, this

work calculates the reward of Coop-MADRL to find the optimal 𝒀 on the basis

of the 𝑿𝑡 calculated by mathematical optimization. The concept is based on

current methods [56,75,76]. The proposed method also consists of centralized

training and decentralized execution. The decentralized agents continually

execute the task offloading after centralized training.

Table 6.4 summarizes the notation definitions of the proposed method. This

work introduces |𝑬 | agents equal to the number of edges and assigns each agent

for each edge offloading control. The 𝑒th agent 𝑔𝑒 ∈ G learns how to optimize

task offloading for the 𝑒th edge. In centralized training, each task arrives at the

nearest edge at the beginning of each 𝑡. Each agent 𝑔𝑒 observes the information

𝑜𝑒𝑡 . On the basis of the observation, the 𝑔𝑒 determines the node to offload the

task as an action 𝑎𝑒𝑡 . Each agent randomly determines offloading nodes in the

early stages of training but can select the best node as training progresses. The

proposed method then aggregates the traffic demands between nodes, then the

mathematical-optimization solver calculates the optimal route between nodes.

The solver calculates a routing variable 𝑿𝑡 to minimize the link utilization 𝑈𝐿
𝑡

while satisfying the constraints in Eqs. (6.7)–(6.11). Since the routing variable

𝑿𝑡 is a continuous value within 0–1, as shown in Eq. (6.11), this problem is

classified as a linear programming problem. Next, each edge forwards tasks

to the offloading nodes through the optimal route, and the proposed method

calculates the reward 𝑟𝑡 . By repeating these steps, agents collect learning

samples that are combinations of ⟨𝒐𝑡 , 𝒂𝑡 , 𝑟𝑡⟩. On the basis of these samples,

the agents are trained using Coop-MADRL. In decentralized execution, the

trained agents repeat the above steps except for the learning steps. Since each

agent has already learned the cooperative action for all agents in centralized
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Table 6.4: Notation definitions for proposed method.

Notation Definition

𝑡sim ∈ 𝑇 sim Time-step for simulator (𝑇 sim: Total time steps)

G := {𝑔𝑒} Agent set (1 ≤ 𝑒 ≤ |𝑬 |)
𝑠𝑡 ∈ S State at step 𝑡 (S: State space)

O := {O𝑒} Observation sets for all agents

𝑜𝑒𝑡 ∈ O𝑒 Observation for agent 𝑔𝑒 at step 𝑡

𝒐𝑡 := {𝑜𝑒𝑡 } All observations at step 𝑡

A := {A𝑒} Action sets for all agents (A𝑒: Action space)

𝑎𝑒𝑡 ∈ A𝑒 Action for agent 𝑔𝑒 at step 𝑡

𝒂𝑡 := {𝑎𝑒𝑡 } All actions at step 𝑡

𝑟𝑡 Reward for agent 𝑔𝑒 at step 𝑡

𝑄𝑒

(
𝑜𝑒𝑡 , 𝑎

𝑛
𝑡

)
Action-value function for agent 𝑔𝑒

𝑄𝑡𝑜𝑡 (𝒐𝑡 , 𝒂𝑡) Joint action-value function for all agent

M Replay memory

ℎ𝑖 ∈ 𝒉 Observation-action history

𝒉 Observation-action history of all agents

training, each agent can act independently in decentralized execution.

6.2.2 Modeling

This work first defines the variables that represent a subset of tasks as follows:

K𝑡 := {𝑘 ∈ K | I𝑘,𝑡 = 1} (6.18)

K𝑒 := {𝑘 ∈ K | 𝑧𝑘𝑒 = 1} (6.19)

D𝑡 := {𝑫𝑘 ∈ D | 𝑡𝑘 = 𝑡} (6.20)

D𝑒,𝑡 := {𝑫𝑘 ∈ D | 𝑡𝑘 = 𝑡, 𝑘 ∈ K𝑒}. (6.21)

The K𝑡 indicates the index subset of tasks executed at time step 𝑡. The K𝑒
indicates the index subset of tasks accepted at edge 𝑒. The D𝑡 indicates the

subset of tasks accepted at 𝑡. The D𝑒,𝑡 indicates the subset of tasks accepted

on edge 𝑒 at 𝑡, i.e., D𝑒,𝑡 ⊂ D𝑡 ⊂ D.

A state is defined as 𝑠𝑡 = [D𝑡 ,𝑼𝐿
𝑡 ,𝑼

𝑆
𝑡 ]. An observation for agent 𝑔𝑒 is de-

fined as 𝑜𝑒𝑡 = [D𝑒,𝑡 ,𝑼
𝐿
𝑡 ,𝑼

𝑁
𝑡 ]. The candidate action set A𝑒 is defined as the set
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of nodes that offload tasks. The node set consists of the nearest edge, neigh-

boring edges, and neighboring clouds. The neighboring edges and clouds are

one or more nodes determined by the physical-network graph 𝐺 (𝑵, 𝑳). This

work excludes nodes from A𝑒 that have no remaining resources and edges that

are more than two hops away from edge 𝑒. When edge 𝑒 does not receive

any tasks at 𝑡, agent 𝑔𝑒 chooses the action “do nothing.” This work designs

the reward function to return a negative value if the constraints are not sat-

isfied; otherwise, a positive value depends on the objective-function value (see

Section 6.2.5 for details).

6.2.3 Formulation

Algorithm 11 shows the centralized training using Coop-MADRL. Line 1 shows

the initialization of agent parameters. A series of procedures (lines 2–18) is

repeatedly executed until learning is complete. Lines 3–4 show the generation

of tasks and initialization of environment parameters. A series of actions is

called an episode, and each episode (lines 5–16) is repeatedly executed. In each

episode, agents collect learning samples that are combinations of ⟨𝒐𝑡 , 𝒂𝑡 , 𝑟𝑡⟩.
This work denotes a time step for the network simulator as 𝑡sim ∈ 𝑇 sim, which

is reset at the beginning of each episode. In line 7, when edge 𝑒 accepts mul-

tiple tasks at 𝑡sim, agent 𝑔𝑒 selects one task in an FIFO manner. The two task

subsets can be written as the following relationship: D𝑒,𝑡 ⊆ D𝑒,𝑡sim (⊂ D). In

line 9, a random action is selected with probability Y; otherwise, an action that

maximizes 𝑄𝑒

(
𝑜𝑒𝑡 , 𝑎

′) is selected with probability 1−Y. This is to avoid conver-

gence to a local optimum solution. Each agent executes lines 7–9 in parallel.

In line 10, task offloading is updated in accordance with 𝒂𝑡 by Alg. 13. Line 11

shows the reward calculation. Lines 12–13 mean the termination condition

of agent learning. In this algorithm, 𝑟𝑡 ≤ −1 is the terminate condition, i.e.,

the state that does not satisfy at least one constraint. In lines 14–15, if all

tasks accepted at 𝑡sim are allocated, it proceeds to the next 𝑡sim + 1. Line 17

shows stores in replay memory M. The reason for storing the samples once

in replay memory is to eliminate the time dependence of collecting training

samples [9]. Lines 3–17 can be paralleled because the samples of the episodic

transitions stored in replay memory are independent of the storing order. In
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Algorithm 11 Centralized training of Coop-MADRL.

1: initialize: agent parameters, 𝑡 ← 0

2: while 𝑡 ≤ 𝑇 do

3: generate tasks D for training

4: initialize: environment parameters

5: for 𝑡sim = 0, 𝑇 sim do

6: for each 𝑔𝑒 ∈ G do

7: D𝑒,𝑡 ← select one task (D𝑒,𝑡sim)
8: 𝑜𝑒𝑡 ← observation (D𝑒,𝑡 ,𝑼

𝐿
𝑡 ,𝑼

𝑁
𝑡 )

9: 𝑎𝑒𝑡 ← select epsilon greedy action
(
𝑜𝑒𝑡

)
10: update environment (𝒐𝑡 , 𝒂𝑡) by Alg. 13

11: 𝑟𝑡 ← calculate reward by Alg. 14

12: if 𝑟𝑡 ≤ −1 then

13: terminate episode: 𝑡sim ← 𝑇 sim

14: if all D𝑡sim are allocated then

15: 𝑡sim ← 𝑡sim + 1
16: 𝑡 ← 𝑡 + 1
17: store episodic transition

(
𝒐 𝑗 , 𝒂 𝑗 , 𝑟 𝑗

)
,∀ 𝑗 ∈ episode steps

18: train all agents G by random episodic transition

line 18, all agents G are trained by the history of episodic transition, which is

randomly taken fromM. This work used VDN [54] as the learning algorithm

for all agents (see Section 2.1.2 for details). To achieve global optimization, all

agents learn to maximize a shared objective function, namely the joint action-

value function 𝑄𝑡𝑜𝑡 (𝒐𝑡 , 𝒂𝑡), which helps prevent competition among the agents.

In the proposed architecture, each edge has a replay memory M. Since the

observation 𝑜𝑒𝑡 of the edge 𝑒 is composed of local task information and shared

network information, episodic transitions can be stored at each edge without

aggregating data from other agents.

Algorithm 12 shows the Coop-MADRL algorithm of the proposed task-

offloading method. Line 1 shows the pre-training of G by using Alg. 11. Next,

this algorithm continually repeats lines 2–9 as long as the proposed method

accepts new tasks. In line 6, each agent selects an 𝑎𝑒𝑡 that maximizes𝑄𝑒

(
𝑜𝑒𝑡 , 𝑎

′).
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Algorithm 12 Decentralized execution of Coop-MADRL.

1: 𝑡sim ← 0, 𝑄𝑒 (𝑜𝑒, 𝑎𝑒) ← train all agents G by Alg. 11

2: while all tasks are allocated do

3: for each 𝑔𝑒 ∈ G do

4: D𝑒,𝑡 ← select one task (D𝑒,𝑡sim)
5: 𝑜𝑒𝑡 ← observation (D𝑒,𝑡 ,𝑼

𝐿
𝑡 ,𝑼

𝑁
𝑡 )

6: 𝑎𝑒𝑡 ← arg max
𝑎′∈A𝑒

𝑄𝑒

(
𝑜𝑒𝑡 , 𝑎

′)
7: update environment (𝒐𝑡 , 𝒂𝑡) by Alg. 13

8: if all D𝑡sim are allocated then

9: 𝑡sim ← 𝑡sim + 1

Algorithm 13 Update environment.

1: 𝒀 ← allocate tasks (𝒂𝑡 ,D𝑡)
2: 𝑼𝑁

𝑡 ← calculate node utilization (Dt,𝒀)
3: 𝑴 𝑡 ← calculate traffic matrix (D𝑡 ,𝒀 , 𝒁)
4: 𝑼𝐿

𝑡 , 𝑿𝑡 ← calculate link utilization (𝑴t)
5: 𝜏𝑁

𝑘
, 𝜏RTT
𝑘
← calculate latency (𝑿t,𝒀 , 𝒁)

6: return 𝑼𝑁
𝑡 ,𝑼

𝐿
𝑡 , 𝜏

𝑁
𝑘
, 𝜏RTT
𝑘

Algorithm 14 Reward calculation.

1: 𝑟𝑡 ← Eff
(
𝑈𝐿
𝑡+1

)
+ Eff

(
𝑈𝑁
𝑡+1

)
+ Eff

(
𝜏ave𝑡

)
2: if 𝑈𝐿

𝑡+1 > 1 or 𝑈𝐿
𝑡+1 > 1 then

3: return -3

4: return max(−3,min(3, 𝑟𝑡))

6.2.4 Update environment

Algorithm 13 shows the procedure of the update environment. The task-

allocation variables 𝒀 and routing variables 𝑿𝑡 are updated in Alg. 13. Line 1

shows the calculation of 𝒀, line 2 the calculation of 𝑼𝑁
𝑡 , line 3 the calculation

of 𝑴 𝑡 using Eqs. (6.12)–(6.13), and line 4 the calculation of 𝑼𝑁
𝑡 . In line 4,

this work solves the route-optimization problem, which calculates 𝑿𝑡 using

Eqs. (6.7)–(6.11). Line 5 shows the calculation of latency. Finally, Alg. 13

returns variables for the reward calculation.
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6.2.5 Reward calculation

This work designs the reward function on the basis of the objective function

in Eq. (6.1). Algorithm 14 shows the procedure of the reward calculation for

G. The term Eff (𝑥) shows the efficiency function and is defined as follows:

Eff (𝑥) =

{
−𝑥 + 1 (𝑥 ≤ 1)
−2𝑥 (1 < 𝑥).

(6.22)

This work designs this function so that the efficiency decreases as 𝑥 increases.

It returns a positive value depending on 𝑥 if 𝑥 < 1; otherwise, it returns a

negative value. The decrease in efficiency doubles when 𝑥 > 1. Note that this

design is essentially independent of the effectiveness of the proposed method.

The term 𝜏ave𝑡 indicates the average task latency efficiency at 𝑡, which shows

the average satisfaction of latency and is defined as follows:

𝜏ave𝑡 =
∑︁
𝑘∈K𝑡

(
𝜏𝑁
𝑘
+ 𝜏RTT

𝑘

𝜏max
𝑘

)
/|K𝑡 |. (6.23)

The terms 𝜏𝑁
𝑘
and 𝜏RTT

𝑘
are calculated using Eqs. (6.15)–(6.16). If it does not

satisfy 𝑈𝐿
𝑡+1 > 1 or 𝑈𝐿

𝑡+1 > 1, it returns −3. Finally, it returns a clipped reward

within −3 ≤ 𝑟𝑡 ≤ 3. The reason for clipping the reward is to increase the

stability of agent learning [9].

6.3 Evaluation

This work evaluated the effectiveness of the proposed method through simu-

lations in terms of performance, network topology dependency, computation

time, and scalability regarding the number of tasks. This work also evalu-

ated its generalization performance for unknown task patterns. This work

prepared five comparison methods and four network topologies for the eval-

uation. For each agent’s DNN layer, this work introduced DRQN [45]. This

work used a three-layer DNN consisting of two fully connected layers and the

GRU layer [80]. This work used Adam [90] to optimize all DNNs and set

the number of neurons in the hidden layers to 64 for all DNNs. This work

used Double-DQN [31] as the DRL algorithm. This work implemented the
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Figure 6.1: Network topology (Internet2). (©2023 IEEE.)

DRL-algorithm-based PyTorch [81], PyMARL [82], and PyMARL2 [91]. This

work solved the route optimization using the GNU Linear Programming Kit

(GLPK) [65]. For the hyperparameters of DRL, the learning rate was set to

𝛼 = 0.001, and the discount factor was set to 𝛾 = 0.99. The parameter Y, which

determines the probability of random actions, was linearly decreased from 1.0

to 0.05 over the first 105 steps and then fixed at 0.05. This work accelerated

the centralized training with parallel counts of 8.
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6.3.1 Evaluation conditions

This work sets the number of tasks to K = 1000, total time steps to 𝑇 = 5.0 ×
105, total time steps of each episode to 𝑇 sim = 50, and weighting parameter to

_ = 1. This work assumes that each ED has one task during 𝑡sim ∈ [1, 𝑇 sim], the
acceptance time 𝑡𝑘 is randomly generated within 1–50, and the ED placement

𝒁 is randomly generated. This work sets the time-step interval from 𝑡 to 𝑡 + 1
on the network simulator to 100 ms. Since this interval is merely a parameter

of the network simulator, the actual training time per step need not be less

than 100 ms. However, the execution time of real-world task offloading should

be less than 100 ms. The proposed method satisfies these time constraints (see

Section 6.3.4 for details).

For task generation, this work prepares four types of tasks assuming various

use cases. This work uses a generalized task model to reveal that the proposed

method can effectively allocate tasks even when many types of tasks are mixed.

Table 6.5 summarizes the parameters for task generation. The task model

is parameterized by upload and download traffic demand, 𝐵up
𝑘

and 𝐵down
𝑘

,

computation demand 𝐶𝑘 , and maximum permissible latency to accomplish

the task 𝜏max
𝑘

. This work determines the maximum permissible latency on

the basis of the upload and download traffic and computation demand. This

work models Type 1 tasks as basic tasks and models other types of tasks by

modifying the parameters of basic tasks. Each task parameter randomly takes

a continuous value within a specified range. The task parameters are reset at

the beginning of each episode.

For the physical network, this work prepares four network topologies. This

work first prepares the 12-node topology on the basis of Internet2 [64], which

consists of nine edges and three clouds, as shown in Fig. 6.1. This work con-

nects each cloud to one randomly selected edge and fixes the cloud placements

for all evaluations. The values in this figure show the pair of node-processing

capability and node capacity (𝑤𝑁
𝑖
, 𝑣𝑁
𝑖
) and the pair of link capacity and prop-

agation latency (𝑤𝐿
𝑖 𝑗
, 𝛼𝐿

𝑖 𝑗
). All evaluations except for the network-topology

dependency evaluation were based on this topology. This work then prepares

the other topologies that refer to SNDLib [84], a library of test instances of

survivable fixed telecommunication network design. Table 6.6 summarizes the
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Table 6.7: Summary of the proposed method and comparison methods.

Method Methodology RL-based Cooperation

VDN (Ours) Coop-MADRL ✓ ✓

IQL MADRL ✓ -

RA Random Algorithm - -

GA Greedy Algorithm - -

HA Heuristic Algorithm - -

ES Exhaustive Search - -

network-topology parameters. For each network topology, this work defines

neighboring edges and clouds for each edge. This work defines the edges with

a hop count of one as the neighboring edges for each edge. This work also de-

fines the cloud(s) other than the farthest cloud from each edge as neighboring

clouds for each edge.

This work performs training and evaluation steps on the prepared tasks and

physical networks. This work runs Algorithm 11 for training and Algorithm 12

for evaluation. Tasks in training and evaluation are generated under the same

conditions. Note that the tasks generated during training and evaluation are

different because some parameters are randomly generated. In the evaluation,

the MADRL-based methods select the best action (i.e., the offloading server)

on the basis of the trained agents in line 6 of Algorithm 12. The non-DRL-

based methods select the offloading server on the basis of their respective

algorithms, rather than selecting actions by agents.

6.3.2 Comparison methods

Table 6.7 summarizes the proposed method and the comparison methods.

VDN indicates the proposed Coop-MADRL-based method. IQL indicates the

MADRL-based method without cooperation, i.e., each agent learns on the

basis of their reward. As mentioned in Section 2.4, there is no method for

considering multi-cloud networks and network topology, but IQL corresponds

to such a method [35] when it considers them. Note that this work did not

evaluate single-agent DRL because learning will clearly be unsuccessful due to

requirements for huge training iterations until the Q-values for all actions are
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sufficiently close to the optimal.

This work also compared the proposed method with three algorithms that

may be able to offload tasks in a computation time close to RL-based meth-

ods. The random algorithm (RA) has a policy that allocates each task to a

node randomly chosen from all candidate nodes at each 𝑡. The greedy algo-

rithm (GA) has a policy that allocates tasks to the nearest edge until the node

utilization of the nearest edge exceeds a threshold and allocates tasks to the

neighboring cloud after exceeding that threshold. This work selected the best

threshold with the best performance after evaluating all patterns in increments

of 0.1 through a preliminary experiment. The GA threshold was set to 0.2,

0.2, 0.2, and 0.1 for Internet2, Abilene, Atlanta, and Geant, respectively. The

heuristic algorithm (HA) has a policy that allocates tasks to suitable nodes

depending on the characteristics of the task type. For this evaluation, HA allo-

cated tasks to random nodes when the task type was 1 or 2, to the neighboring

clouds when the task type was 3, and to the nearest edge when the task type

was 4. This is based on the empirical rule that allocating computing-heavy

tasks to the clouds and latency-sensitive tasks to the nearest edge are suit-

able. Note that these three algorithms also optimize routes calculated with

the route-optimization algorithm at each 𝑡.

This work also evaluated exhaustive search (ES), which has a policy that

finds the best offloading node by exhaustively calculating each reward for all

candidate nodes at 𝑡, equivalent to solving an online optimization problem ev-

ery 𝑡. Note that the solution of ES is different from the exact optimal solution.

Whereas the optimal solution is defined as the solution that maximizes the

sum of the rewards at each time, as shown in Eq. (6.1), ES aims to maximize

the immediate reward obtained in the present. ES also independently calcu-

lates the optimal offload node for each edge at 𝑡 on the basis of the information

obtained at 𝑡 − 1, which may concentrate the tasks on certain nodes.

6.3.3 Evaluation results

6.3.4 Training curve

Figure 6.2 shows the training curves tracking the agent’s total return of VDN

and IQL under the Internet2 topology. The total return is defined as the sum
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Figure 6.2: Training curves tracking agent’s total return in Internet2 topology.

(©2023 IEEE.)

of rewards at each time until the end of the episode. For this evaluation, the

total time step was set to 𝑇 = 1.0× 106 to ensure that the agent’s learning has

converged sufficiently. This work conducted five trials for every 1.0× 104 steps

with random initial conditions. The width of each bar indicates the standard

deviation (±𝜎).
The results indicate that the average total return of the two MADRL meth-

ods increased as the training progress and converged around 𝑇 = 3.0×105. The
results also indicate that the final return of VDN was higher than IQL, which

means that IQL cannot learn the suitable task offloading that maximizes the

objective function while satisfying constraints. This work discusses the perfor-

mance details in Section 6.3.4.
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Performance

Figure 6.3 shows the average performance of each method. This work carried

out 20 calculations with random initial conditions and set the same random

seeds for all trials. The width of each bar indicates the standard deviation

(±𝜎). This work can roughly compare the performance of each method with

the average reward. This work also investigated the performance details in

terms of the second to fifth metrics in Fig. 6.3. These metrics are the average

maximum node utilization 𝑈𝑁
𝑡 , average maximum link utilization 𝑈𝐿

𝑡 , average
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task-latency efficiency 𝜏ave𝑡 , and average constraint violation. The higher re-

ward means better performance, whereas the lower values for other indicators

mean better performance. When all constraints are satisfied, the node utiliza-

tion, link utilization, and task latency take a value within 0–1. The constraint

violation denotes the total number of times each method violates either node

utilization, link utilization, or task-latency constraints.

Figure 6.3 shows that the proposed method (VDN) performed comparably

to ES and outperformed the other methods. These results indicate that VDN

and ES can maximize network-utilization efficiency and minimize task latency

while reducing constraint violations. Note that constraint violations occurred

for all methods because this work evaluated performance under severe condi-

tions that put heavy loads on the network. Although ES performed the best,

it is problematic in terms of computation time (see Section 6.3.4 for details).

Next, this work discusses the performance comparison between VDN and

other methods. This work first compared VDN and IQL. Figure 6.3 shows

that VDN performed better than IQL for all metrics. This indicates that

the coordination among agents with VDN improves the performance of task

offloading and can prevent constraint violations. Since each agent of IQL acts

independently, task offloading is concentrated on lightly loaded resources in

some cases, causing constraint violations as described in Chapter 1.

This work next compared VDN and the three non-RL-based computation-

ally lightweight methods: RA, GA, and HA. The GA threshold was set to

0.2 because the best performance was obtained in the preliminary experiment.

Figure 6.3 shows that VDN outperformed the three methods in terms of av-

erage reward. However, VDN had a higher maximum node utilization than

GA and HA and higher maximum link utilization than RA. The reason is that

agents choose the action that maximizes the average reward even if the node

and link utilization are increased. As a characteristic of each method, GA

performed comparably to or better than VDN in terms of maximum node uti-

lization, maximum link utilization, and task latency efficiency by setting the

best threshold in the preliminary experiment. However, GA had more con-

straint violations because it could not dynamically select allocations on the

basis of the situation, resulting in a lower average reward than VDN. In ad-

dition, the maximum node utilization and task latency efficiency of HA were
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Table 6.8: Average reward of each method for various network topologies.

Method Internet2 Abilene Atlanta Geant

VDN 1.13 ± 0.21 0.64 ± 0.39 1.23 ± 0.15 1.32 ± 0.18
RA −1.00 ± 0.18 −0.79 ± 0.30 −0.53 ± 0.22 −0.34 ± 0.15
GA 0.71 ± 0.61 −0.83 ± 0.51 0.61 ± 0.49 0.89 ± 0.34
HA 0.13 ± 0.76 −1.83 ± 0.21 −0.15 ± 0.63 −0.06 ± 0.55
ES 1.35 ± 0.15 0.92 ± 0.28 1.35 ± 0.23 1.53 ± 0.18

competitive with those of the other methods because HA designs the appro-

priate offloading node depending on the characteristics of each task. However,

the other indicators of HA showed the worst performance because HA does

not take into account the link constraints.

This work discusses the reasons for the performance shown in Fig. 6.3 by

analyzing the latency and allocation ratio of each task type. Figures 6.4 and 6.5

show the latency and allocation ratio of each task type in the evaluation in

Fig. 6.3. Here, the allocation ratio indicates the proportion of where tasks

allocated to the nearest edge, neighboring edges, or neighboring clouds. The

allocation ratios for VDN, IQL, and ES are determined by the task and net-

work conditions. In contrast, the allocation ratios for RA and HA are fixed,

regardless of the task and network conditions, and are determined by the algo-

rithm design. The allocation ratio for GA is determined by the GA threshold

value, which was set to 0.2 in this evaluation.

Figure 6.4 shows that VDN, IQL, GA, and ES primarily allocated tasks

to the neighboring cloud. The result shows that the neighboring cloud is the

preferred node for allocating tasks. This is because of the sufficient cloud-

processing capacity and the short transmission delay between the edge and

cloud, making assigning tasks to the cloud preferable in this evaluation con-

dition. However, this result is only an example of an evaluation and does not

deny the effectiveness of EC. The allocation to the edge may become dominant

depending on the evaluation conditions.

Figure 6.4 shows that VDN changed the allocation ratio in accordance

with the task type. VDN mainly allocated all types of tasks to the neigh-

boring cloud. Looking at the ratio using the edges, VDN allocated most
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download-heavy tasks with high transmission costs (Task 2) to the edges. How-

ever, it allocated more computing-heavy tasks (Task 3) to neighboring clouds,

even though the average traffic volumes of Tasks 2 and 3 were equal. This

work concludes that VDN learns a superior policy through cooperative learn-

ing. However, the latency-sensitive tasks (Task 4) were primarily allocated to

neighboring clouds, even though they should be allocated to the nearest edge

to minimize latency. This work assumes the reason is that VDN attempts to

maximize the overall network efficiency by allocating lightweight tasks to the

cloud because of limited resources at the nearest edge.

Figure 6.4 shows that IQL changed the allocation ratio in accordance with

the task type, although it is not associated with satisfactory performance,

as shown in Figure 6.3. RA and GA did not change the allocation ratio in

accordance with the task type, which is assumed to be one reason for the low

performance of these methods. Figures 6.4 and 6.5 show that HA was suitable

for latency for Tasks 3 and 4 because it changes the allocation node depending

on the task type. However, as mentioned above, HA performed poorly because

it does not take into account the link constraints.

Figure 6.4 shows that ES can use the nearest edges compared with VDN,

which is assumed to be one reason that ES performed better than VDN. Even

though ES selects the node that maximizes the reward for all candidate nodes,

the performance difference between VDN and ES is slight. This is because

ES aims to maximize the immediate reward obtained in the present. That is,

selecting the node that maximizes the immediate reward in the present may

not maximize the expectation of the sum of rewards obtained in the future.

Network-topology dependency

Table 6.8 shows the average reward of each method for various network topolo-

gies. This work carried out 20 calculations with random initial conditions and

calculated the mean value and standard deviation of rewards. This work did

not evaluate IQL because it is evident that learning agents is more difficult

in larger topologies. The results indicate that VDN outperformed the other

methods except for ES in all network topologies. Thus, the proposed method

can be applied to larger network topologies.
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This work first discusses the average performance with each topology. Ta-

ble 6.8 shows that the average performance of all methods in Abilene decreased

compared with that of other topologies. Comparing the conditions between

Internet2 and other topologies, as shown in Table 6.6, only the network size is

larger, and the other parameters are the same. This work considers that the

graph structure of the topology determines the performance.

This work next discusses the performance of each method. Table 6.8 shows

that VDN performed comparably to ES in all topologies, whereas the perfor-

mance difference between VDN and ES increased in Abilene. Since all methods

performed worse in Abilene, the performance difference between VDN and ES

could be significant in environments where agent learning is complex. Table 6.8

also shows that the performance trends of GA and HA remain unchanged. On

the other hand, the performance of RA improved as the topology size increased.

This is because a larger topology provides more control options, enables load

balancing, and improves performance regardless of the control method.

Figures 6.6–6.8 show the allocation ratio of each task type for larger topolo-

gies. This work omits the results of RA, GA, and HA because these methods

do not change the allocation ratio depending on evaluation conditions. These

figures show that VDN mainly allocated all types of tasks to the neighboring

cloud, similar to that of Internet2. On the other hand, the allocation ratio of

ES depended on network topology.

Figure 6.6 shows that the allocation ratio of VDN in Abilene was about the

same as that in Internet2, while it increased the task allocation to the nearest

edge. This means that VDN changed the allocation ratio in accordance with

Abilene and learned the superior policy in accordance with the environment.

Figures 6.7–6.8 show that the allocation ratio in larger topologies was similar

to that of Internet2. However, the difference in the allocation ratio for each

task type became smaller as the topology size increased. This means that

learning in accordance with task type becomes more difficult as the topology

size increases.

In summary, VDN outperformed the other methods except for ES in all

network topologies. In addition, VDN can allocate tasks in accordance with

the task type when the topology is small, but this becomes more difficult

as the topology size increases. Although VDN cannot learn by task type in
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Table 6.9: Execution times for various network topologies.

Method Internet2 Abilene Atlanta Geant

VDN (Ours) 0.19 ms 0.26 ms 0.26 ms 0.25 ms

RA 0.07 ms 0.08 ms 0.09 ms 0.10 ms

GA 0.08 ms 0.12 ms 0.12 ms 0.11 ms

HA 0.11 ms 0.23 ms 0.28 ms 0.45 ms

ES 0.89 s 2.5 s 6.0 s 32.4 s

Table 6.10: Training times for various network topologies.

Method Internet2 Abilene Atlanta Geant

VDN (Ours) 0.3 days 0.6 days 1.7 days 5.8 days

larger topologies, it achieves superior performance competitive with that of ES

by learning the appropriate allocation to edges and clouds depending on the

situation.

Computation time

Table 6.9 shows the average execution time of each method for various net-

work topologies. The execution time denotes the computation time required

to determine the allocated node for a single task, which corresponds to line 4

in Alg. 12 for VDN. This work used Apple M1 Ultra for the evaluation. The

execution time of all methods except for ES was less than 1 ms for all topolo-

gies. The execution time tended to increase as topology size increases, but

the increase is almost negligible for task latency. This means that VDN per-

forms sufficiently in terms of computation time. However, the execution time

of ES was about one second in the fastest case. The execution time of these

task-offloading methods was added to the task latency in real-world scenarios.

When the execution time takes one second, the task latency cannot be shorter

than one second. Therefore, it is a critical for many tasks to keep latency to less

than a few tens of milliseconds. The execution time drastically increased as the

topology size increased because the computational complexity of the optimiza-

tion calculation also drastically increased. This work concludes that VDN is

the best task-offloading method, considering the allocation performance shown
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in Table 6.8 and execution times shown in Table 6.9.

Table 6.10 shows the training time of VDN for various network topologies.

The training time denotes the computation time required for the agents to

complete the training of all time-steps 𝑇 = 5×105. The training time increases

as topology size increases. Most of the increase in the training time was due

to the increased computational complexity of the network simulation, which

corresponds to Alg. 13. Although larger topologies require longer training

times, this is not problematic since the training only needs to be done once.
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Table 6.12: Network parameters for scalability evaluation.

Case 𝑤𝐸
𝑖

𝑤𝐶
𝑖

𝑤𝐿
𝑖 𝑗

𝑤𝐿
𝑖 𝑗

K = 1000 20 100 1 3

K = 2000 38 190 1.9 5.7

K = 5000 95 475 4.75 14.25

K = 10000 180 900 9 27

Table 6.13: Scalability evaluation regarding number of tasks.

Case Ave. Reward

K = 1000 1.13 ± 0.21
K = 2000 1.36 ± 0.25
K = 5000 1.25 ± 0.60
K = 10000 1.19 ± 0.61

Latency-weighting-parameter dependency

Table 6.11 shows the weighting-parameter dependency of the objective func-

tion shown in Eq. (6.1). The weighting parameter _ determines the importance

ratio of resource efficiency and task latency. This work carried out 20 calcu-

lations with random initial conditions and set the same random seeds for all

calculations. The results indicate that, as _ increased, VDN improved in task-

latency efficiency and worsened the sum of node and link utilization. This

work revealed that the proposed method can adjust the importance of the ob-

jective function by _. However, these indicators show no drastic change for

the increase in _. This is because reducing task latency leads to better node

and link utilization. For example, to reduce task latency, the task-offloading

method must balance server loads between clouds and edges in accordance

with the task characteristics, which improves node utilization. To reduce task

latency, it must minimize the route length of the task, which decreases link

loads and improves link utilization.
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Scalability regarding number of tasks

This work evaluated the scalability of VDN regarding the number of tasks K.
This work simultaneously evaluated the generalization performance of VDN

regarding the number of tasks. The generalization performance measures how

accurately a method can perform for previously unseen data. In other words,

this work evaluated the performance of VDN with a different number of tasks

than during training. This work increased link capacity and node capacity

depending on K, as shown in Table 6.12. Therefore, the relative load on the

system is kept constant and this work can only evaluate the scalability of VDN.

Other parameters were those in Table 6.6. This work evaluated performance

under strict conditions where the capacity increase is 95% of the constant

multiple.

Table 6.13 shows the scalability of VDN regarding the number of tasks K in

Internet2. This work carried out 20 calculations with random initial conditions

and calculated the average and the standard deviation of rewards. This work

uses agents trained when K = 1000 for all conditions. VDN kept the average

rewards even as the number of tasks increased. The agents of VDN learn

the policy from accepted task information and each node and link utilization

information. Since this information of the physical network is normalized and

independent of the number of tasks, VDN can determine the preferred task

allocation without depending on the number of tasks. This work concludes that

the proposed method has scalability and generalization performance regarding

the number of tasks. However, the variance of rewards tends to increase as the

number of tasks increases. Therefore, retraining the agents is advisable when

the number of tasks significantly differs from the training condition.
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Table 6.14: Various cases for generalization-performance evaluation.

Case Task 1 Task 2 Task 3 Task 4

Default 40% 20% 20% 20%

Task2–30% 30% 30%

20% 20%Task2–40% 20% 40%

Task2–50% 10% 50%

Task3–22% 38%

20%

22%

20%Task3–23% 37% 23%

Task3–25% 35% 25%

Task4–30% 30%

20% 20%

30%

Task4–40% 20% 40%

Task4–50% 10% 50%

All–15% 55% 15% 15% 15%

All–25% 25% 25% 25% 25%

All–30% 10% 30% 30% 30%
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Generalization performance for task types

This work evaluates the generalization performance of VDN for various task

types. This work evaluates the average reward when each task type ratio dif-

fered from the training condition. Table 6.14 shows various cases with different

ratios of task types. This work sets the conditions in Table 6.5 as default. This

work prepared cases that increase the ratio of each task type and decrease the

ratio of basic tasks. This work also prepared cases that change the ratio of

three task types per 5% and the ratio of basic tasks per 15%.

Table 6.15 shows the average reward and other indicators for various cases

changing the ratio of task types. This work carried out 20 calculations with

random initial conditions and set the same random seeds for all calculations.

The average reward decreased as the ratio of Tasks 2–4 increased from the

training condition. For Task 3, VDN had generalization performance until

the task ratio increased by 2%. The average reward notably decreased for

increases of 5%. This is because tasks with high average computing demand

occupy the computing resources over a long period and reduce node utiliza-

tion. For Tasks 2 and 4, VDN had generalization performance even when the

task ratio increased by 20%. This is because Tasks 2 and 4 occupy comput-

ing resources for only a short time. Similarly, when this work simultaneously

increased the ratio of the three task types by 5%, VDN showed no general-

ization performance. In other words, the proposed method has generalization

performance when the prediction error in the proportion of computing-heavy

tasks is within 2%. Conversely, for the case in which this work simultaneously

decreased the ratio of the three task types, the performance of VDN improved.

Therefore, this work concludes that the proposed method can have general-

ization performance for various task types by pre-training with the predicted

maximum percentage of resource-consuming tasks.

6.3.5 Discussion

This work discusses the future work of the proposed method. This work has

demonstrated the effectiveness of the proposed method. However, there are

still challenges that this work should explore for applying the proposed method

in a commercial environment or a future network.
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This work discusses the challenge of the applicability of the proposed

method. This work assumes that the routes in the access network take the

shortest path. Current wired access networks with optical fiber automatically

select the shortest path from a few routing options. Current wireless access

networks for cellular automatically select the best BS for each ED on the basis

of the received signal power. Therefore, the proposed method is applicable

in real-world scenarios of the current network. However, there are some chal-

lenges in applying the proposed method in a commercial environment or a

future network.

The first challenge is scalability for edges. The proposed method may

only be applicable to networks with EC servers with dozens of edges. This

work targets commercial networks that cover a large area, such as networks in

multiple regions or parts of a country. Such an access network includes more

than 10 000 edges. Similar to other methods [32–39] that can only handle

a few dozen BSs at most, as described in Section 2.4, the proposed method

also cannot control more than 10 000 edges. This work deploys each agent

at each edge (i.e., at each BS), and each agent learns cooperative control.

Therefore, the agents should learn cooperative control among many agents in

the mentioned environment. However, this is difficult to achieve with current

technology and is one of the future works. As a possible solution, the combined

method of Mean-field Game (MFG) theory and DRL may handle a large-scale

task-offloading system with many BSs. MFG theory [92] studies strategic

decision-making by small interacting agents in large populations, inspired by

mean-field theory in physics. Each agent minimizes or maximizes the problem

objective, taking into account the decisions of the other agents. Several studies

have addressed network control methods that combine MFG theory and DRL,

such as unmanned aerial vehicle control [93,94] and computation offloading in

EC [95–97].

The next challenge is scalability for tasks. The processing time of the

proposed method for determining the offload server is about 0.2 ms per task.

Also, because the proposed method processes tasks sequentially, one at a time,

it cannot handle thousands or millions of tasks per second required in real-

world environments. Therefore, sufficient scalability for tasks is one of the

future works. One possible solution is parallelization. Assigning many trained
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agents at each edge makes it possible to process many tasks simultaneously.

Many trained agents working independently may cause new problems.

The other challenge is to optimize task offloading for an entire end-to-end

network. Since task latency can be expressed as the sum of backbone and

access networks, this work can find near-optimal task offloading and routes

between EDs and servers by optimizing the backbone and access networks in-

dependently. However, future networks will require more efficient optimal task

offloading by considering the entire end-to-end multi-domain between EDs and

servers, such as backbone network, access network, edge servers, and cloud

servers. For this purpose, the proposed method should consider the latency

and link quality of the wireless network between EDs and BSs. The diffi-

culty in the wireless network is that the observed information is incomplete

or uncertain. Several studies have addressed task offloading in the wireless

network under imperfect channel state information (CSI) [98–103]. In partic-

ular, security is one of the major concerns for mobile EC with incomplete CSI.

Several studies have been conducted on security-aware task allocation under

incomplete CSI [104–106]. In addition, several studies have been conducted

on end-to-end network slicing or multi-domain network slicing to integrate the

multiple controls [107–109]. Although much research has been done, optimiz-

ing task offloading in an end-to-end network remains an unsolved problem and

one of the major challenges. By combining the proposed method with above

studies, the problem should be addressed in the future.

6.4 Chapter summary

This chapter formulated an optimal task-offloading problem and proposed a co-

operative task-offloading method for multi-cloud and multi-edge networks con-

sidering network topology and bandwidth constraints. This method is based

on cooperative multi-agent deep reinforcement learning (Coop-MADRL). This

method can quickly achieve efficient task offloading by learning the relation-

ship between network-demand patterns and optimal task offloading by using

deep reinforcement learning in advance. This method also introduces a co-

operative multi-agent technique, improving the efficiency of task offloading.

Evaluations revealed that the proposed method can minimize network utiliza-
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tion and task latency while minimizing constraint violations in less than 1 ms

in various network topologies. They also revealed that cooperative learning

improves the efficiency of task offloading. This work demonstrated that the

proposed method can have generalization performance for various task types by

pre-training with many resource-consuming tasks. This work plans to evaluate

the performance of the proposed method and conduct further detailed analysis

in more complicated use cases or real-world applications. This work also plans

to improve the scalability and interpretability of the proposed method.
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Conclusions

Network functions virtualization (NFV) and edge computing (EC) are the key

technologies of future networks. In NFV, a significant research challenge is to

determine the optimal allocation of virtual networks (VNs) while taking into

account the constraints of limited network and server resources. Similarly, in

EC, a critical research challenge is to identify efficient strategies for offloading

tasks to edge servers or cloud servers, taking into account the diverse character-

istics of tasks and the constraints of network and server resources. Network re-

source management of future networks must be optimized to maximize resource

utilization efficiency in a network with limited physical resources. The perfor-

mance of allocation algorithms is critical for future network management, as it

determines the overall network’s resource utilization efficiency. This thesis fo-

cused on reinforcement learning (RL) as a solution to the resource management

problem because it can quickly calculate a near-optimal resource allocation by

learning the relationship between input network resource patterns and output

resource allocation in advance. This thesis studied four specific problems about

network resource management using multi-agent deep reinforcement learning

(MADRL). Each problem corresponds to resource-integrated control in NFV,

dynamic VN allocation, and task offloading for multi-cloud-edge networks, re-

spectively.

Firstly, this thesis presented an extendable resource-integrated control method

in NFV by coordinating multiple control algorithms. This work developed an

efficient coordination algorithm on the basis of RL, which makes it possible to
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find better solutions with fewer explorations by learning a strategy that can

improve resource-utilization efficiency with each exploration step. Simulations

revealed that the proposed algorithm can improve solution exploration for 12

representative types of the virtual network allocation use cases modeled from

previous studies. This qualitatively revealed that the proposed method has

extendability. This work also found that it can improve resource-utilization

efficiency by 22% and total reliability by 8% in less than 5000 steps in the case

of several hundred virtual machines (VMs) and a hundred intrusion detection

systems (IDSs).

Secondly, this thesis proposed a dynamic virtual network allocation method

based on the proposed Safe-MADRL. This method can quickly optimize the

network resources even when traffic demand change drastically. It can also

reduce the agent’s constraint violations such as the control that leads to net-

work congestion and server overload. Simulations revealed that the proposed

method can reduce the maximum link utilization to half while maintaining the

maximum server utilization compared to the static allocation method under

practical-network conditions. Moreover, the computation time of the proposed

method was less than one second, which is a significant increase in speed com-

pared to exhaustive search. As a result, this work revealed that the proposed

method simultaneously enables efficient and immediate dynamic VN alloca-

tion.

Thirdly, this thesis proposed a dynamic VN allocation method based on

cooperative multi-agent deep reinforcement learning (Coop-MADRL). This

method can quickly optimize the network resources even when traffic demands

change drastically by applying MADRL for dynamic VN allocation. It can

also reduce the agents’ constraint violations such as network congestion and

server overload and reduce the reallocation such as VM migration by introduc-

ing a cooperative element for MADRL. Simulations revealed that the proposed

dynamic VN allocation method can reduce the maximum server and link uti-

lization and drastically reduce the constraint violations compared with that of

a static VN allocation method under practical-network conditions. In contrast,

the evaluation also revealed that the Exhaustive Search (ES) that maximizes

the reward at each time does not necessarily maximize the average rewards

when the traffic demands fluctuate. Moreover, the computation time of the
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proposed method was less than one second, which is significantly shorter than

that of ES. As a result, this work revealed that the proposed method simulta-

neously enables efficient and immediate dynamic VN allocation. Finally, this

work evaluated the generalization performance for various traffic demands.

The results revealed that the agent training with mixed various traffic models

could achieve a high generalization performance for all traffic models.

Fourthly, this thesis proposed a cooperative task-offloading method for

multi-cloud and multi-edge networks considering network topology and band-

width constraints. This method is based on Coop-MADRL. This method can

quickly achieve efficient task offloading by learning the relationship between

network-demand patterns and optimal task offloading by using deep reinforce-

ment learning (DRL) in advance. This method also introduces a cooperative

multi-agent technique, improving the efficiency of task offloading. Evaluations

revealed that the proposed method can minimize network utilization and task

latency while minimizing constraint violations in less than 1 ms in various

network topologies. They also revealed that cooperative learning improves

the efficiency of task offloading. This work demonstrated that the proposed

method can have generalization performance for various task types by pre-

training with many resource-consuming tasks.

The four proposed methods of network resource management based on RL

enable rapid calculations of near-optimal resource allocation by learning ef-

ficient resource allocation strategies in advance. The near-optimal resource

allocation achieved through these methods can accommodate more VNs and

tasks using existing network resources. This efficient network management

minimizes capital expenditure (CAPEX) and maximizes the profit of telecom-

munication service providers (TSPs). Moreover, the quick calculations per-

formed by RL enable the maintenance of a near-optimal allocation, even in

dynamic fluctuations of network resource demands. This capability allows

for timely responses to unexpected changes in demand and network failures,

maximizing service quality.

For future works, there are three directions of study for network resource

management using MADRL. One direction is expanding the control domain

of the proposed methods to new control domains. While this thesis focused

on network-resource-integrated control in NFV, other domains are beyond the
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scope of this research, e.g., 5th/6th Generation Mobile Communication Sys-

tems (5G/6G). In particular, end-to-end network slicing has been focused on

recently, which extends the concept of VN to wireless networks, wired net-

works, and edge/cloud computing. In addition, it is crucial to consider task

allocation incorporating emerging technology, e.g., Multi-Access Edge Com-

puting (MEC). The proposed network-resource-integrated control could be

further strengthened by incorporating these new control domains. The sec-

ond direction is developing models and simulations that accurately replicate

real-world networks. RL typically learns through trial and error, but real-world

networks often do not allow for trial and error. To overcome this challenge,

future works should develop techniques to bridge the gap between network sim-

ulations and real-world networks. Advanced simulation platforms, such as the

Digital Twin platform, can be leveraged to accurately replicate network behav-

ior and provide more effective training and evaluation of RL. The third direc-

tion is improving the interpretability of DRL. While this thesis demonstrated

the effectiveness of MADRL-based network resource management methods in

achieving effective allocation, DRL often needs more interpretability, making

it difficult for network operators to understand the decision-making process

behind their actions. To address this challenge, future works should focus on

enhancing the interpretability of MADRL. This involves developing techniques

to explain the reasoning behind agent decision-making, enabling network oper-

ators to gain insights into the reasons for agent control and devise appropriate

recovery plans in case of agent errors. By improving interpretability, trust in

network resource management using MADRL can be increased.
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