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Abstract. Surveillance videos of operating rooms have potential to benefit post-
operative analysis and study. However, there is currently no effective method to 
extract useful information from the long and massive videos. As a step towards 
tackling this issue, we propose a novel method to recognize and evaluate individual 
activities using an anomaly estimation model based on time-sequential prediction. 
We verified the effectiveness of our method by comparing two time-sequential 
features: individual bounding boxes and body key points. Experiment results using 
actual surgery videos show that the bounding boxes are suitable for predicting and 
detecting regional movements, while the anomaly scores using key points can hardly 
be used to detect activities. As future work, we will be proceeding with extending 
our activity prediction for detecting unexpected and urgent events. 
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1. Introduction 

Recently, surveillance cameras are being installed into operating rooms. Such 

surveillance videos of operating rooms have potentials to benefit specific post-operative 

analysis and study, e.g. teamwork evaluation and emergency management analysis. 

However, there is currently no effective method of extracting useful information about 

surgical activity from the records without human intervention. In addition, as a surgery 

with the preparation phase usually continues for multiple hours, it is inefficient to analyze 

the intraoperative videos manually [4]. 

As a first attempt to this issue, we study about the effective methods to automatically 

extract individual activities from operating room surveillance videos. We propose a 

semi-supervised individual activity anomaly estimation model based on time-sequential 

prediction using Generative Adversarial Network (GAN) [3]. As it is difficult to label 

intraoperative activities, we take unsupervised model. In this paper, we compare two 

specific features that can be used as inputs to our method to acquire anomaly scores. 
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2. Methods 

This section introduces the details of our method. Figure 1 shows system flow of 

proposed method which is composed of two major components: 1) pose estimation and 

tracking, and 2) activity anomaly estimation using time-sequential prediction. 

2.1.  Pose Estimation and Tracking 

Firstly, we extract bounding boxes and key points of each individual from surgery videos 

as shown in Figure 1. We used YOLOX [2] for extracting bounding box, High-

Resolution Net (HRNet) [6] for pose estimation, and COCO [5] for the key points which 

includes 5 face points and 12 body points. We also used UniTrack [9] to track individuals' 

key points, the results are shown by yellow color numbers. 

2.2. Activity Anomaly Estimation using Time-Sequential Prediction 

We define individual activity anomaly as difference between real data and fake data 

generated by GAN. Figure 2 shows the architecture of our individual activity anomaly 

estimation model which is similar to skip-GANomaly [1]. We customized the 

architecture to use the transformer layer [7] instead of a convolutional neural network. 

The model is fed with time-sequential input features �  into the model. The 

dimension of � is (�,�, 2), where � is the number of frame and � is the number of points. 

 
Figure 1 System flow comprising two components: 1) pose estimation and tracking, and 2) GAN-based 
individual activity recognition. 
 

 
Figure 2 The architecture of GAN-based individual activity recognition model which consists of (a) 
generator and (b) discriminator. 
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All points are calculated in two-dimensional coordinates. The generator consisted of a 

transformer encoder ��  and a transformer decoder �� , which is able to predict fake 

activity data ��. The discriminator � consisted of a transformer encoder, which catches 

the input �  or ��  and predicts if the input is real or fake. ��  and �  have internal 

parameters that are noise parameters (Noise) and class token (CLS), respectively. All of 

them have same embedding layers and positional embedding layers. The embedding 

layer consists of two pointwise convolution layers. The first one convolutes the 

coordinates of �  to one-channel value, while the second one extracts distributed 

representation of � in each frame �. Positional embedding layer uses learnable absolute 

positional encoding [8]. Finally, we estimate individual activity anomaly scores using 

the mean squared error of � and ��. 

3. Results 

3.1.  Dataset 

Out of surveillance videos (30 FPS) from 6 operating rooms, we selected and cropped 

40 pieces of short videos of which each long for 3 minutes. Half were used as training 

datasets where the surgeries proceed smoothly, and the other half were test datasets 

including pre- and post-operative phases, and temporary suspending. 

We fed two types of 10 seconds (� = 300 frames) of � into our model. The first one 

was bounding box that was scaled by dividing by the frame size of the surveillance video. 

The second one was key points substituted by the top-left corner of the bounding box 

and scaled by dividing by the size of bounding box. We trained our model on each dataset. 

3.2. Implementation 

We trained the models while 100 epochs with batch size of 4096. The contextual-loss 

was changed to Mean squared Error from skip-GANomaly [1]. The optimizer for the 

learning model was Adam. The learning rate was �	 = 0.001 , and betas were (
�,
�) =

(0.5, 0.999). 

3.3. Results 

The anomaly scores are shown in Figure 3: (a) one of training datasets which shows 

proceeding smoothly, and (b) one of test datasets which shows temporary suspending. 

For the top of Figure 3 (a), there were two peaks on the orange line (tracking ID: 

272), in which several activities occurred such as walking, throwing away trash, 

crouching, and stepping up. Figure 4 (a) shows the results of � and �� indicated by the 

red arrow of Figure 3 (a). In this situation, the circulator did two activities: (1) changing 

the position of the stage while crouching, and (2) stepping up on the stage. Then, the 

bounding box results indicates there were large errors between real bounding boxes and 

fake bounding boxes. However, for the bottom of Figure 3 (a), all of the lines are under 

0.65. The bottom of Figure 4 (a) indicates there were little errors between real key points 

and fake key points. 

For the top of Figure 3 (b), anomaly scores of the blue line (tracking ID: 34), the 

orange line (tracking ID: 39), and the green line (tracking ID: 56), exceeded 0.05. In 
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addition, for the bottom of Figure 3 (b), anomaly scores of the green line (tracking ID: 

56), the yellow line (tracking ID: 82), and the gray line (tracking ID: 81) exceeded 0.1. 

Several activities also occurred at the point of high anomaly score such as walking, 

crouching and medical instrument passing. Figure 4 (b) shows the red arrow of Figure 3 

(b) in which the circulator counted gauze while crouching. For Figure 3 (b), as she 

remained same position for 300 frames, little errors the bounding box results were 

occurred. However, large errors of the key points results were occurred. 

4. Discussion 

When the anomaly scores from bounding boxes were observed high, large movement 

activities occurred such as walking around. When surgery was proceeding smoothly, the 

surgical members did hardly move except for the circulator. Figure 3 (a) indicates that 

the surgery proceeded smoothly because the anomaly score of the circulator (tracking 

ID: 272) was high. As shown in Figure 3 (b), there were several high anomaly scores 

because surgical members temporarily went away from the operating table. It is indicated 

that the prediction using bounding boxes is suitable for detecting and estimating regional 

movements of the individuals. 

 
Figure 3 The result samples of anomaly score: (a) training dataset and (b) test dataset. The top of each 
result was estimated by bounding boxes. The bottom of each result was estimated by key points. The labels 
are tracking IDs. The red arrows show the situation of Figure 4 (a) and (b). 
 

 
Figure 4 The real data and fake data indicated by the red arrows in Figure 3: (a) training datasets and (b) 
test datasets. Green and red lines show the real data and the fake data, respectively. The top of each shows 
the top-left corner of bounding box and the bottom of each shows key points at 30 frames (1 sec) intervals. 
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Based on the bottom of Figure 3 (b), we looked into the videos and found some error 

peaks in the anomaly scores extracted from key points. It is caused by occlusion in the 

videos, except for some cases where the members were clear to the camera or avoiding 

the occlusion occasionally, e.g. the member crouching and counting gauze in Figure 4. 

Therefore, the prediction using key points could hardly be used to detect unique activities 

in the surgery. We will look into masking low confidence key points to solve this issue. 

In this paper, we utilized cropped videos which do not include any irregular events. 

In future, we will extend and improve our activity prediction to fit for detecting 

unexpected and urgent events by applying our model to videos including irregular issues 

and analyzing the anomaly scores with other latent features. 

5. Conclusions 

We investigated automatic analysis of intraoperative activities from surveillance videos 

of operating rooms. We proposed a novel method to automatically estimate individual 

activities using anomaly estimation based on time-sequential prediction. 

We evaluated the performance of the model with two types of time-sequential 

features: bounding boxes and key points. Experiment results show that the bounding 

boxes are suitable for predicting and detecting regional movements, while the anomaly 

scores using key points can hardly be used to detect activities. In future, we will consider 

key event detection by applying our method to the beginning to the end of surgery videos. 
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