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Due to the rapid progress of genome sequencing technology, whole genome sequences of organisms ranging from 
bacteria to human have become available. In order to understand the meaning behind the genetic code, we have been 
developing algorithms and software tools for analyzing biological data based on advanced information technologies such 
as theory of algorithms, artificial intelligence, and machine learning. We are currently studying the following topics: sys-
tems biology, scale-free networks, protein structure prediction, the inference of biological networks, chemo-informatics, 
and discrete and stochastic methods for bioinformatics.
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On the Compressive Power of Autoencoders 
Using Linear Threshold Activation Functions

Artificial neural networks have recently been extensively 
applied to bioinformatics. Among various models of artifi-
cial neural networks, autoencoders attract much attention 
because of their power to generate new objects such as 
protein sequences and chemical structures. An autoencoder 
is a layered neural network (Figure 1) consisting of an en-
coder which compresses an input vector to a lower dimen-
sional vector, and a decoder which transforms the low- 
dimensional vector back to the original input vector (or one 
that is very similar). Although it is often mentioned that 
autoencoders perform dimensionality reduction, a kind of 
data compression, how data are compressed is not yet very 
clear. Therefore, we study the numbers of nodes and layers 
that are required to ensure that each vector in a given set 
of distinct input binary vectors is transformed back to its 
original using a autoencoder model with linear threshold 
activation functions. We show that for any set of distinct 
vectors there exists a seven-layer autoencoder with the 
optimal compression ratio, but that there is a set of vectors 
for which there is no three-layer autoencoder with a middle 
layer of the same size. We also study the numbers of nodes 
and layers required only for encoding, and the results 
suggest that decoding is more difficult than encoding.

Trimming Gene Deletion Strategies for 
Growth-Coupled Production in Constraint- 
Based Metabolic Networks: TrimGdel

When simulating genome-scale metabolite production 
using constraint-based metabolic networks, it is often nec-
essary to find gene deletion strategies which lead to 
growth-coupled production, which means that target me-
tabolites are produced when cell growth is maximized. One 
of the best current methods for this problem is the minimal 
cut set-based method, which utilizes the fact that minimal 
cut sets in the primal network are the elementary modes in 
the corresponding dual network. This method is effective 
when the number of gene deletions is relatively small, but 
when the number of required gene deletions exceeds 20, 
the time required for the calculation is often unfeasible. 
Therefore, a complementing algorithm that is effective 
even when the required number of gene deletions is ap-
proximately 20 to 40 would be helpful because the number 
of genes that can be deleted in a strain is increasing with 
advances in genetic engineering technology. In this study, 
the present author developed an algorithm, TrimGdel, 
which first computes a strategy with many gene deletions 
that results in growth-coupled production and then gradu-
ally reduces the number of gene deletions while maintain-
ing the production rate and growth rate. The results of the 
computer experiments showed that, for 34.2% of the target 
metabolites in iML1515, the genome-scale constraint-based 
model of Escherichia coli, TrimGel could calculate gene 
deletion strategies of size 40 or less (23.6% for between 21 
and 40) leading to growth-coupled production. TrimGdel 
can calculate stoichiometrically feasible gene deletion 
strategies, especially of sizes 21 to 40, which lead to 
growth-coupled production of target metabolites, which 
include useful vitamins such as biotin and pantothenate, for 
which existing methods could not.

The developed software is available on https://github.
com/MetNetComp/TrimGdel

Figure 2. Each gene deletion strategy is evaluated by the least value of the 
target metabolite production rate when maximizing the cell growth rate.

Figure 1. Architecture of an autoencoder.


