
JOURNAL OF LATEX CLASS FILES, VOL. 18, NO. 9, SEPTEMBER 2020 1

Waveform-domain Speech Enhancement
Using Spectrogram Encoding

for Robust Speech Recognition
Hao Shi, Student Member, IEEE, Masato Mimura, Member, IEEE, Tatsuya Kawahara, Fellow, IEEE

Abstract—While waveform-domain speech enhancement (SE)
has been extensively investigated in recent years and achieves
state-of-the-art performance in many datasets, spectrogram-
based SE tends to show robust and stable enhancement behav-
ior. In this paper, we propose a waveform-spectrogram hybrid
method (WaveSpecEnc) to improve the robustness of waveform-
domain SE. WaveSpecEnc refines the corresponding temporal
feature map by spectrogram encoding in each encoder layer.
Incorporating spectral information provides robust human hear-
ing experience performance. However, it has a minor automatic
speech recognition (ASR) improvement. Thus, we improve it for
robust ASR by further utilizing spectrogram encoding informa-
tion (WaveSpecEnc+) to both the SE front-end and ASR back-
end. Experimental results using the CHiME-4 dataset show that
ASR performance in real evaluation sets is consistently improved
with the proposed method, which outperformed others, including
DEMUCS and Conv-Tasnet. Refining in the shallow encoder
layers is very effective, and the effect is confirmed even with
a strong ASR baseline using WavLM.

Index Terms—speech enhancement, robust ASR, time-
frequency hybrid model, spectral information refining

I. INTRODUCTION

SPEECH enhancement (SE) [1], [2] aims to recover speech
components from noisy speech signals. Noise has a very

adversary effect on human hearing and signal processing [3].
Thus, SE has been one of the important research topics
of speech signal processing. Big data-driven, deep learning-
based supervised SE methods [4], [5] show more powerful
performance than traditional SE methods [6], [7], [8]. While
traditional SE methods make some mathematical assumptions
[6], [7], [9], which limit the enhancement performance, the
deep learning-based SE utilizes the nonlinear mapping capa-
bilities of deep neural networks to mitigate the above issue
[4], [5].

Deep learning-based SE [4], [5] can be classified into
frequency-domain [4], [5] and waveform-domain models [10],
[11]. Frequency-domain SE extracts frequency features from
the waveform-domain speech signals using the short-time
Fourier transform (STFT). The magnitude of spectrogram
[5] is a common frequency-domain feature, but it ignores
the phase information and limits the model performance. To
address the problem, real and imaginary parts of STFT, also
called the complex-domain spectrogram [12], which contains
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both magnitude and phase information, have been adopted by
many SE systems in recent years [13], [14].

Different from frequency-domain SE, waveform-domain SE
[10], [11], [15] adopts speech waveform as input and output
features. The magnitude and phase information is included in
the waveform. With intensive studies, waveform-domain SE
methods achieve state-of-the-art performance in many datasets
[10], [11], [16]. However, it is often pointed out that the
frequency-domain SE systems have more stable enhancement
performance than waveform-domain SE systems [17] because
of the stability of the magnitude of the spectrogram compared
with the phase information [18].

In order to improve the robustness of the waveform-domain
SE method, we have proposed a waveform-spectrogram hybrid
system (WaveSpecEnc) [19]. The proposed method comple-
ments waveform-domain DEMUCS [10] with the magnitude
of spectrogram information. The waveform-spectrogram in-
formation fusion is done in the encoder. In each encoder
layer, temporal and spectral information is first extracted
by convolution processing at the utterance level. Then, the
temporal feature maps are segmented and aligned with the
spectral feature maps. The aligned spectral information is
used to refine the segmental temporal information. The Hybrid
DEMUCS [20] also integrates information on the temporal
and spectrogram domains. The significant difference between
the Hybrid DEMUCS [20] and our proposed WaveSpecEnc
is that the Hybrid DEMUCS [20] employs shared encoder
and decoder layers to process the information from different
domains, while the WaveSpecEnc integrates the spectrogram
information into the waveform encoding layer by layer.

In addition to human hearing experience, improving au-
tomatic speech recognition (ASR) [3], [21], [22] in noisy
conditions is crucial for the SE front-end. Previous works
[23], [24] have found that information loss caused by the
SE front-end affects the performance of ASR. To alleviate
the problem, in this study, we improve the WaveSpecEnc
by augmenting the encoding information of the ASR back-
end with spectral information extracted in the SE module
(WaveSpecEnc+). The enhanced spectral feature maps in the
last layer in the WaveSpecEnc encoder are used to supplement
the filter-bank (FBank) encoding in the ASR back-end. Differ-
ent from previous works [23], [24], the enhanced waveform-
domain and spectrogram-domain encodings are fused in this
work instead of fusing the original noisy and enhanced spec-
trograms. Furthermore, previous work [25] has found that
some speech information is highlighted after joint training,
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which means that spectral information useful for ASR is
emphasized. In this manner, we aim to extract discriminative
information from the enhanced spectral feature maps, which
helps improve filterbank encoding performance in the ASR
encoder. Compared to WaveSpecEnc [19], which only inte-
grates spectrogram encoding information into the front-end’s
temporal information, WaveSpecEnc+ integrates spectrogram
encoding information into both the front-end and the ASR
back-end to enhance the performance of ASR.

In the following sections, we will introduce related work
in Section II. We will explain the proposed method in Sec-
tion III. The experimental settings and results are presented in
Section V. The conclusion will be given in Section VII.

II. RELATED WORK

A. Supervised Waveform-domain SE

A noisy speech signal y can be expressed as:
y = x ∗ r + n (1)

where x represents a clean speech signal in the waveform
domain, ∗ represents the convolution operator, r represents a
room impulse response, and n represents an additive noise.
SE aims to recover x from y. In this work, we focus on the
effect of the SE for additive noise n, and the dereverberation
is not the focus of this work. According to the input and
output features, SE can be classified into frequency-domain
and waveform-domain methods.

The spectrogram is a common feature of frequency-domain
SE. It is extracted via STFT:

X = |STFT (x)| (2)
STFT (•) denotes the Short-time Fourier Transform. | • |
denotes the modulus. X represents the magnitude spectrogram
of the clean speech. For the loss function, mean absolute error
(MAE) is commonly used:

Lmaef =
1

TF

T∑
t=1

F∑
f=1

|X̂t,f −Xt,f |, (3)

where X̂ represents the enhanced magnitude of spectrogram.
T, F are the number of time and frequency points in the
magnitude.

For waveform-domain SE, waveform is the input and out-
put of the neural network. For the loss function, it adopts
waveform-domain MAE,

Lmaet =
1

T

T∑
t=1

|x̂t − xt|, (4)

where x̂ is the enhanced speech waveform. T is the number
of time points in the waveform.

DEMUCS [10] is a powerful waveform-domain SE system
based on the U-Net structure. It contains an encoder, a decoder,
and two long short-term memory (LSTM) [26] layers between
them. Each “Time Block” (DEMUCS encoder layer) con-
tains two “Conv 1d” layers:

GLU(Conv1d((ReLU(Conv1d(·))))). (5)
The first “Conv 1d” layer is followed by the “ReLU” activa-
tion function, while the second “Conv 1d” layer is followed
by the “GLU” activation function. Each “DEMUCS Decoder

Layer” contains one “Conv 1d” layer and one “DeConv 1d”
layer:

ReLU(ConvTranspose1d(GLU(Conv1d(·)))). (6)
The “Conv 1d” layer is followed by the “GLU” activation
function, while the “DeConv 1d” layer is followed by the
“ReLU” activation function. The kernel size of the encoder
and decoder layers is 8.

DEMUCS [10] also adopts upsampling [27] and downsam-
pling [27] processing to the original input and enhanced output
waveform. For the loss function, it adopts waveform-domain
MAE with multi-resolution frequency loss.

Lsc(r) =
||STFTr(x̂)| − |STFTr(x)||

|STFTr(x)|
,

Lmag(r) =
1

T
|log|STFTr(x̂)| − log|STFTr(x)||,

Lstft(r) = Lsc(r) + Lmag(r),

Ldemucs = αLmaet + (1− α)

R∑
r=1

(Lstft(r))

(7)

R represents the multi-resolution number, and r represents
the specific resolution among {32ms, 64ms, 128ms} used in
STFT.

Data mismatch is a big issue of supervised SE [28]. Con-
ventionally, supervised SE systems are trained with simulated
training data. Using real noisy data for training is difficult
because a clean speech waveform is needed for ground truth.
However, the data distribution between real and simulated
noisy speech often differs significantly. Moreover, the noise
conditions are also crucial. SE systems tend to degrade in
the presence of unseen noise. It is necessary to evaluate the
robustness of SE systems under real data and unseen noise
conditions.

B. Conformer-based ASR System

Conformer-based ASR systems [29] have achieved state-of-
the-art performance on many benchmark datasets. It typically
consists of two main components: an encoder and a decoder.
The encoder is responsible for processing the input speech
signal and producing a sequence of feature vectors that capture
relevant information about the speech signal. Several Con-
former layers hierarchically process the input sequence, with
each layer processing the input at a different level of abstrac-
tion. The decoder is responsible for converting the sequence
of feature vectors produced by the encoder into a sequence
of characters or phones that represent the transcription of the
input speech signal.

During training, the network is trained to minimize
attention-based Transformer decoder loss function [30] aug-
mented with CTC (Connectionist Temporal Classification)
[31]:

LASR = β ∗ Latt + (1− β) ∗ LCTC (8)

where Latt and LCTC are loss functions of the Transformer
decoder and CTC, respectively. β is a hyperparameter to
control the two losses.
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(a) DEMUCS-based ASR system (b) WaveSpecEnc-based ASR system
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Fig. 1. Flowchart of different robust ASR systems.

C. Robust ASR

Robust ASR systems [3], [32], [33] are designed to work
well in challenging acoustic environments. We focus on back-
ground noise in this paper. Currently, there are two major
approaches to improving the robustness of ASR. One straight-
forward approach called multi-condition ASR is to train the
ASR system with a variety of noisy data [3]. Although this
approach can boost the robustness of ASR, its performance
is limited in very noisy or low SNR conditions. The other
approach is to incorporate an SE front-end [23], [34]. Usually,
the SE front-end and ASR back-end are pretrained separately
before joint training [35]. The loss function of joint training
is defined as a sum of the ASR loss (LASR) and the SE loss
(Ldemucs). However, the SE loss (Ldemucs) can be computed
only when the original clean speech x is available, and thus
real noisy data cannot be used. Therefore, we simply use
the loss function of ASR (LASR) for finetuning SE. The
DEMUCS-based robust ASR is shown in Fig. 1(a).

III. PROPOSED METHOD

A. WaveSpecEnc SE Front-end

Although the performance of waveform-domain SE models
has been improved, the instability of the phase informa-
tion makes the waveform-domain representation less stable
than the frequency representations. We propose a waveform-
spectrogram hybrid system (WaveSpecEnc) to address this
problem. Specifically, we incorporate auxiliary frequency-
domain information into waveform-domain features to im-
prove the robustness. The magnitude of the spectrogram is
adopted as frequency information.

The waveform-spectrogram information fusion is done in
the encoder. Fig. 2(a) shows the encoder layer of the pro-
posed WaveSpecEnc. The waveform-domain feature maps are
extracted by the same structure of “Time Block” in Eq. (5).
The waveform-domain input from the previous WaveSpecEnc
encoder layer or original waveform is denoted as yt. To get

stable waveform-domain representations, the spectral features
are used to refine the extracted feature maps by the “Time
Block”. Here yf represents the spectral information from the
previous “Frequency Block” or the magnitude of the spec-
trogram. Each “Frequency Block” stacks “Conv 2d” layers:

BatchNorm2d(ELU(Conv2d(·))). (9)
With different kernel sizes, strides, and convolutional channels,
the three “Conv 2d” layers have different purposes. The first
“Conv 2d” layer enhances the spectral feature maps and keeps
the feature frame the same as the original spectrogram. We
denote the output of the first “Conv 2d” layer as ỹf , which
serves as the input of the next “Frequency Block” in the next
encoder layer and the second “Conv 2d” layer simultaneously.

However, it has different convolutional channels and frames
from those of the temporal feature maps. Therefore, another
two “Conv 2d” layers are introduced to extract deep encoded
features with the same convolutional channels and frames as
those of the temporal feature maps:

BatchNorm2d(ELU(Conv2d(BatchNorm2d(ELU(Conv2d(·)))))).
(10)

For the number of layers to extract deep encoded features,
we have tried to use 1∼3 “Conv 2d” layers: the performance
of one “Conv 2d” layer was degraded. The three “Conv 2d”
layers perform the same as the two “Conv 2d” layers. Thus,
we chose to use two “Conv 2d” layers.

After temporal and spectral information extraction, “Re-
fining Block” is adopted to refine the temporal feature.
The temporal feature is first segmented into 32ms frames.
The spectral feature is extracted with the same frames. The
“Refining Block” consists of one fully connected layer:

ReLU(linear(·)). (11)
Its input feature is a concatenation of 32ms segmental
waveform-domain and frequency-domain features. The block
converts the waveform-spectrogram hybrid feature maps into
the refined temporal feature maps with the same dimensions
as the waveform-domain features.
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Fig. 2. Encoder layer structure of the proposed waveform-spectrogram hybrid system (WaveSpecEnc). yt represents the waveform-domain input from the
previous WaveSpecEnc encoder layer or original waveform; yf represents the spectral inputs from the previous frequency block or the magnitude of the
spectrogram; ỹf represent the spectral output (to the frequency block in the next encoder layer); ỹt represents the final output (to the next encoder or LSTM
layer).

Finally, “Fusion Block” adopts one “Conv 1d” layer to
fuse the original and refined feature maps. The output of
each proposed encoder layer is represented as ỹt. Fig. 2(b)
shows a detailed illustration of these processes with the feature
dimensions.

Other parts of the WaveSpecEnc are the same with DE-
MUCS [10]: two LSTM layers and a decoder with Eq. (6).
Both the encoder and decoder contain five layers. The upsam-
pling and downsampling processing are also included. The loss
function is the same as Eq. (7).

B. WaveSpecEnc for Robust ASR

It is also important to improve the performance of ASR with
the SE front-end. We first try directly using WaveSpecEnc as
the SE front-end for robust ASR, as shown in Fig. 1(b). Since
the output of WaveSpecEnc is the waveform-domain speech
waveform, the log Mel-filterbank (LMFB) is extracted from
the enhanced waveform to input to the ASR back-end.

We first pretrain the ASR back-end with a large amount of
data. Then, the front-end parameters are finetuned with the
ASR (LASR) loss function. This training scheme is the same
as the DEMUCS-based system.

C. WaveSpecEnc+ for Robust ASR

SE front-end often suppresses not only noise but also speech
[23], [24]. This is good for human hearing but not for ASR.
Some previous works [23], [24] fuse the original noisy spectral
feature with the enhanced spectral feature to alleviate this
drawback. However, using unprocessed noisy features will
make it difficult for network learning. In this study, we exploit

or re-use the “Frequency Block” of WaveSpecEnc to augment
the features for ASR. Fig. 1(c) shows the flowchart of the
WaveSpecEnc+-based robust ASR system.

The subsampling layer is adopted to subsample the output
of the final “Frequency Block” in the front-end encoder, which
ensures that the spectral information has the same frames
as the feature in the ASR back-end. It has the same neural
network structure as the subsampling layer in the ASR back-
end: two Conv2d layers use a four-time subsampling rate. An
additional Conformer layer encodes the spectral information
with the attention mechanism. Finally, the LMFB encoding
and spectral encoding are fused with a fully connected layer:

ef1 = W(e1, s) = ReLU(linear(e1, s)). (12)
s is the extracted spectral encoding information, and e1 is the
output of the first encoder layer of the ASR back-end. ef1 is
the fused feature, which is input to the second encoder layer
of the ASR back-end.

IV. EXPERIMENTAL EVALUATIONS OF PRETRAINED
SPEECH ENHANCEMENT FRONT-END

A. Experimental Settings

The experiments were conducted using the CHiME–4
dataset1, which includes four noise conditions: bus (BUS), cafe
(CAF), pedestrian area (PED), and street junction (STR). All
data were digitized with 16 kHz sample rate. For SE front-
end pretraining, the Channel 1 – Channel 6 simulated data
from the training set were used; no development set was used
during training. We have adopted the single-channel setting:

1https://spandh.dcs.shef.ac.uk/chime challenge/CHiME4/index.html
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TABLE I
(UNPROCESSED NOISY DATA) EVALUATION METRICS ON REAL

DEVELOPMENT AND EVALUATION SETS.

Condition Real Development Set Real Evaluation Set
SIG OVRL BAK dMOS SIG OVRL BAK dMOS

BUS 1.4 1.2 1.3 2.7 1.6 1.3 1.3 2.4
STR 2.4 1.7 1.6 2.7 2.4 1.7 1.7 2.6
PED 3.0 2.1 2.1 2.9 2.2 1.5 1.5 2.4
CAF 2.5 1.6 1.6 2.7 2.1 1.4 1.4 2.5

the channel 5 data in the development and evaluation sets were
used as the test sets. We tested in the following two scenarios.

Seen model: All noise conditions (BUS, CAF, PED, STR)
were used in training as seen model.

Unseen model: We held out one noise condition to simulate
the case of unseen scenario, that is we trained the model using
three different noise scenarios and evaluated it in the remaining
unseen noise scenario.

B. Baselines

For the baseline “Bi-LSTM” SE model, the input and output
features were the magnitude of the spectrogram. The “Bi-
LSTM” contained two Bi-directional LSTM (Bi-LSTM) layers
and a fully connected layer. Each Bi-LSTM layer had 896
hidden nodes. For baseline “DEMUCS” and the proposed
“WaveSpecEnc”, the channels in different depths were {1, 48,
96, 192, 384, 768}. Each LSTM layer contained 768 nodes.
In each “Time Block”, the kernel size and stride for the two
“Conv 1d” layers were {8, 1}, and {4, 1}, respectively. Each
decoder layer’s kernel size and stride of the “Conv 1d” and
“DeConv 1d” layers were {1, 8}, and {1, 4}, respectively.
For the first “Conv 2d” layer in each “Alignment Block”,
the kernel size and stride were 3 and 2, respectively. For the
second “Conv 2d” layer in each “Alignment Block”, the kernel
size and stride were 3 and 1, respectively. The input and output
dimensions of “Refining Block” were {640, 191, 63, 23, 9}
and {512, 128, 32, 8, 2}. The input and output channels of
“Fusion Block” were {96, 192, 384, 768, 1536} and {48, 96,
192, 384, 768}. The kernel size of Conv1d in “Fusion Block”
is 1. For extracting the spectrogram, the STFT points were
32ms; the Hanning window was used; the STFT hop length
was 16ms. The hyperparameter α in Eq. (7) was set to 0.5. We
also compared with “Hybrid DEMUCS (H-DEMUCS)” [20]
by following the official source code2.

All neural networks were implemented with PyTorch. All
SE front-ends were trained with 200 epochs.

C. Evaluation Metrics

We used multiple linear regression analysis to form the
following composite measures: signal distortion (SIG) [36],
background intrusiveness (BAK) [36], overall quality (OVL)
[36], and the subjective Mean Opinion Score (dMOS). All
of them are evaluated by the open-source toolkit DNSMOS
[37], [38], which is widely used in Deep Noise Suppression

2https://github.com/facebookresearch/demucs/blob/main/demucs/hdemucs.py

(DNS) challenge3. Table I shows values of these metrics of
the unprocessed noisy development and evaluation sets.

D. Comparison of SE Systems in Different Domains

Fig. 3 and Fig. 4 show the SIG, OVRL, and BAK values
of different SE systems in real development and evaluation
sets in seen and unseen scenarios, respectively. “DEMUCS”
outperforms “Bi-LSTM” on almost all noise conditions. It
achieved better speech signal recovery, overall quality recov-
ery, and noise suppression. SIG and OVRL were affected
by noise conditions, especially on the evaluation set. The
performance of most evaluation metrics is degraded under
unseen conditions: the BUS noise condition was the most
challenging.

Although “DEMUCS” achieves better speech signal re-
covery (SIG), overall quality recovery (OVRL), and noise
suppression (BAK) than “Bi-LSTM”, it is not as good at the
dMOS values. Fig. 5 and Fig. 6 show the dMOS values in
development and evaluation sets in seen and unseen scenarios,
respectively. The waveform-domain SE system is sensitive to
noise conditions. This trend is not obvious in the simulated
data sets, but is evident in the real data sets. For the simulated
noisy sets, “DEMUCS” outperforms “Bi-LSTM” in almost all
noise conditions. Its superiority is, however, diminished for the
real noisy sets. “DEMUCS” shows a significant degradation
for all PED and CAF noise conditions. This may be due to
the large difference in data distribution between the training
set and the evaluation sets in these two noise conditions. The
frequency-domain model showed robustness against unseen
noise conditions.

The dMOS degradation of “DEMUCS” may be due to the
introduction of artifacts. Fig. 7 shows the magnitude of the
spectrogram enhanced by different SE systems. The spec-
trogram enhanced by “Bi-LSTM” still contains much noise.
Although the low-frequency speech signal recovery quality
of the “DEMUCS” is higher than the “Bi-LSTM”, the high-
frequency part introduces noticeable artificial noise.

E. Effect of Spectrogram Encoding

The proposed WaveSpecEnc system combines the advan-
tages of waveform-domain and frequency-domain SE systems.
In Fig. 3 and Fig. 4, “WaveSpecEnc” outperforms “Bi-LSTM”
on all SIG, OVRL, and BAK evaluation metrics. Compared
to “DEMUCS”, the proposed system further improves SIG
and OVRL by introducing spectral information. The pro-
posed system had a slight improvement on BAK compared
to “DEMUCS”. For the dMOS value in Fig. 5 and Fig. 6,
the proposed “WaveSpecEnc” performed best in all simulated
noise conditions compared to “Bi-LSTM” and “DEMUCS”.
For real noisy conditions in development and evaluation sets,
although the method proposed had slightly worse than “Bi-
LSTM” in the PED noise condition, there were still large
improvements from the waveform-domain “DEMUCS”. This
result shows that incorporating spectral information into the

3https://www.microsoft.com/en-us/research/academic-program/deep-noise-
suppression-challenge-icassp-2023/
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Fig. 3. (Seen) Relatively improvement of SIG / OVRL / BAK values (↑) compared with non-enhanced signals (Table I) in real development and evaluation
sets. All noise conditions are SEEN to the model.
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sets. The test noise conditions are UNSEEN to the model.
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Fig. 6. (Unseen) dMOS values (↑) in simulated and real sets. The test noise conditions are UNSEEN to the model.
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(a) Noisy

(b) Bi-LSTM

(c) DEMUCS

(d) WaveSpecEnc

Fig. 7. Enhanced magnitude spectrograms of the pretrained SE front-end. The
clip is a real noisy speech under PED noise condition: (a) Noisy, (b) Bi-LSTM
enhanced, (c) DEMUCS enhanced, and (d) WaveSpecEnc enhanced.

waveform-domain SE system can improve the stability of
the waveform-domain SE system. Furthermore, the proposed
method had a similar low-frequency restoration ability with
“DEMUCS”, which is shown in Fig. 7. The difference be-
tween the middle and high frequencies was more noticeable,
especially the high-frequency artificial noise introduced by
“DEMUCS” was significantly suppressed. This indicates that
spectrogram encoding helps to reduce the introduction of
artificial noise.

Different ways of combining spectral and temporal infor-
mation show varying performances on different evaluation
metrics. Compared to “H-DEMUCS”, “WaveSpecEnc” ex-
hibited better speech signal restoration and overall quality
restoration (SIG, OVRL), while “H-DEMUCS” showed bet-
ter noise reduction ability (BAK). These two methods have
their respective strengths and weaknesses in terms of dMOS
improvement.

V. EXPERIMENTAL EVALUATIONS OF SE-BASED
ADAPTATION FOR NOISE-MISMATCHED ASR BACK-END

Compared with the SE front-end, the ASR back-end has
much more parameters, and thus the necessary amount of
the training data for the ASR back-end is usually far more
than that of the SE front-end. Moreover, in many practical

applications, it is often not allowed to finetune the ASR back-
end but only possible to tune the SE front-end. In this Section,
we first investigate an effective adaptation way to finetune
the SE front-end only by freezing the ASR back-end when
encountering a new noise scene. ASR performance can be
improved by finetuning the SE front-end by propagating the
ASR loss [39].

A. Experimental Settings

For the Conformer-based ASR back-end, the number of
encoder layers was 6. In each encoder layer, the positional
encoding layer type was the relative positional encoding
module; the subsampling rate was 4 with 2 Conv2d layers;
the dimension of multi-head attention was 512; the number of
attention heads was 4; the number of units of position-wise
feedforward was 2048; the activation function was swish; the
dimension of the input LMFB was 80. The decoder was based
on Transformer [40]. The number of decoder layers was 6.
In each decoder layer, the dimension of multi-head attention
was 512; the number of attention heads was 4; the hidden
units number of position-wise feedforward was 2048. We used
all transcripts of CHiME-4, WSJ0 4 and WSJ1 5 to define a
dictionary. The size of BPE vocabulary was 1014 including
the < blank >, < unk >, and < sos/eos >.

Pretraining ASR back-end: WSJ0, WSJ1, and Librispeech
(960 hours) [41] were used for ASR back-end pretraining.
When pretraining, noises from the MUSAN dataset [42] were
mixed with clean speech. The signal-to-noise ratio (SNR) was
randomly selected between 0 and 20 dB. The ASR back-
end was trained with 100 epochs. SpecAug [43] was applied
during training. Ten checkpoints that performed well on the
development set were averaged as the final pretrained model.
The hyperparameter β in Eq. (8) was set to 0.7 according to
the default setting of the ESPnet toolkit.

Finetuning SE front-end by freezing ASR back-end: Then,
SE front-end was fintuned using the ASR loss. In this Section,
the ASR backend was not changed. The finetuning was per-
formed with 70 epochs under the same training condition with
CHiME–4 training data of front-end training. The development
sets of the corresponding noise conditions of CHiME–4 were
used to select the model according to the minimum loss.

Word error rate (WER) was used to evaluate the ASR
performance.

B. Evaluation in ASR

Table II and Table III show the WER in real develop-
ment and evaluation sets. Directly using a cascade system
(upper half of Table II) built with the pretrained SE front-
end and ASR back-end significantly degraded the recognition
performance, because the test noise in CHiME–4 dataset
significantly differs from the noise used for pretraining SE
front-end and the ASR back-end. The joint training (lower half
of Table II) significantly improved recognition performance.
“DEMUCS”-based front-end performs better than the “Bi-
LSTM”-based front-end in almost all noise conditions in ASR,

4https://catalog.ldc.upenn.edu/LDC93s6a
5https://catalog.ldc.upenn.edu/LDC94S13A
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TABLE II
(SEEN) WORD ERROR RATE (%, ↓) IN REAL DEVELOPMENT AND EVALUATION SETS. ALL NOISE CONDITIONS ARE SEEN TO THE MODEL. FT

REPRESENTS WHETHER THE FRONT-END HAS BEEN FINETUNED. THE BACK-END IS NOT FINETUNED IN THIS EXPERIMENT.

Systems FT Real Development Real Evaluation
BUS STR PED CAF AVG BUS STR PED CAF AVG

Conformer (pretrained, fixed back-end) ✗ 18.3 10.8 9.1 12.7 12.7 27.0 14.1 19.6 22.4 20.8

Bi-LSTM ✗ 27.9 19.6 15.5 22.1 21.3 61.9 26.3 34.9 40.6 40.9
DEMUCS ✗ 24.4 18.4 14.0 20.1 19.2 44.8 24.1 36.1 41.8 36.7
H-DEMUCS ✗ 28.8 20.7 16.6 19.8 21.5 51.9 26.7 35.0 38.2 37.9
WaveSpecEnc ✗ 21.9 14.0 12.4 17.1 16.3 45.6 23.7 37.4 37.7 36.1

Bi-LSTM ✓ 13.3 8.1 6.8 8.4 9.2 21.4 10.1 13.5 16.1 15.3
DEMUCS ✓ 11.7 7.7 6.3 6.9 8.2 19.2 9.2 12.8 14.9 14.0
H-DEMUCS ✓ 12.2 7.7 6.7 7.3 8.5 20.9 10.7 13.9 15.2 15.2
WaveSpecEnc ✓ 10.8 7.3 6.3 6.7 7.8 18.1 9.4 12.6 13.9 13.5
WaveSpecEnc+ ✓ 10.4 7.1 6.1 6.3 7.5 17.0 8.6 11.8 13.3 12.7

TABLE III
(UNSEEN) WORD ERROR RATE (%, ↓) IN REAL DEVELOPMENT AND EVALUATION SETS. THE TEST NOISE CONDITIONS ARE UNSEEN TO THE MODEL.
COMPARED WITH THE SEEN RESULTS IN TABLE II, THE RELATIVE DECREASE PERCENTAGE OF WER UNDER THE UNSEEN TESTING (DECREASE). FT

REPRESENTS WHETHER THE FRONT-END HAS BEEN FINETUNED. THE BACK-END IS NOT FINETUNED IN THIS EXPERIMENT.

Systems FT Real Development Real Evaluation
BUS STR PED CAF AVG Decrease BUS STR PED CAF AVG Decrease

Conformer (pretrained) ✗ 18.3 10.8 9.1 12.7 12.7 - 27.0 14.1 19.6 22.4 20.8 -

Bi-LSTM ✓ 14.0 8.5 7.3 8.8 9.7 5.4% 24.7 10.7 13.7 15.9 16.2 5.9%
DEMUCS ✓ 14.4 7.9 6.6 7.1 9.0 9.8% 26.0 10.2 13.3 15.4 16.2 15.7%
H-DEMUCS ✓ 15.0 7.7 6.8 7.4 9.2 8.2% 30.3 10.1 13.8 14.6 17.2 13.2%
WaveSpecEnc ✓ 14.0 7.6 6.2 7.4 8.8 12.8% 29.7 9.9 13.0 14.2 16.7 23.7%
WaveSpecEnc+ ✓ 13.3 7.0 6.0 6.6 8.2 9.3% 23.0 9.0 11.8 13.7 14.4 13.4%

although it was not good at human hearing experiences under
the PED and CAF noise conditions, which is evident in real
evaluation sets.

The performance of the ASR system is degraded largely
when tested under unseen conditions, as shown in Table III.
It shows that the degradation of “DEMUCS” is much larger
than “Bi-LSTM”. In particular, when the BUS noise data is
not involved in the training, the “DEMUCS” had a significant
performance degradation. This is the case with the proposed
“WaveSpecEnc”, although spectrogram encoding gives a con-
siderable performance improvement in other noise conditions.
This may be because the BUS noise condition was the most
adversary as shown in Table I. While “H-DEMUCS” greatly
enhanced the dMOS, it did not bring good performance for
ASR.

Incorporating spectrogram encoding information into the
ASR back-end, “WaveSpecEnc+”, significantly and consis-
tently improved ASR performance under all noise conditions.
It is also effective in the most challenging BUS condition. This
result confirms that incorporating spectrogram encoding not
only in the SE front-end but also ASR back-end is crucial. This
proposed method significantly outperformed all other methods
(p-value < 0.01), although the baseline “Bi-LSTM” shows
better robustness (least decrease from the seen condition).

Fig. 8 shows the enhanced magnitude spectrograms of
different SE front-ends after finetuning. The front-end output
after finetuning is similar to the noisy spectrogram in the
speech parts, but the energy of some speech information is
more prominent in the enhanced features. This shows that the
front-end SE with finetuning preserves the speech signal as
much as possible while highlighting the effective ASR-related

speech components. Compared with the other enhancement
front-ends, the speech components are not highlighted in
the “Bi-LSTM” spectrogram. Moreover, some high-frequency
information is blurred. The spectrogram of “DEMUCS” intro-
duces artificial noise in the high-frequency parts. “WaveSpe-
cEnc” has some noise reduction effect, but “WaveSpecEnc+”
has better noise reduction. This is because the SE finetuning
keeps the information of the spectrogram encoding intact
and removes adversary artificial noise. We also conducted
the dMOS evaluation for the finetuned SE front-end. The
evaluation showed that the finetuned SE front-end considerably
decreased performance compared with the pretrained front-end
model.

C. Effect of Fusion Layers in ASR Back-end

“WaveSpecEnc+” incorporates the spectrogram encoding in
the first encoder layers of the ASR back-end. The layer-by-
layer fusion was compared in Table IV. Fusion in many layers
is not so effective for improving ASR performance. Despite
ASR performance improvements observed in all models, deep-
level incorporation of the spectrogram encoding did not yield
noticeable gains. Instead, the most significant improvement
was obtained when incorporating the spectrogram encoding at
the shallow layer. As the encoder layers in the ASR model
become deeper, information within these layers tends to be
close to linguistic. In contrast, the shallow layers contain
mostly environmental and noise-related details; thus, fusing
in the shallow layers shows more effective.
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TABLE IV
NUMBER OF CONFORMER LAYERS WITH SPECTROGRAM ENCODING (NUM.). ALL NOISE CONDITIONS ARE SEEN TO THE MODEL.

Num.
Fusion Layers of Freezeed Conformer Encoder Development EvaluationLayer Layer Layer Layer Layer Layer
1 2 3 4 5 6 BUS STR PED CAF AVG BUS STR PED CAF AVG

1 ✓ 10.4 7.1 6.1 6.3 7.5 17.0 8.6 11.8 13.3 12.7
2 ✓ ✓ 10.6 6.8 6.0 6.2 7.4 17.7 9.0 12.0 13.3 13.0
3 ✓ ✓ ✓ 10.8 6.8 6.1 6.5 7.5 18.2 8.9 11.9 13.5 13.1
4 ✓ ✓ ✓ ✓ 10.3 6.9 6.2 6.1 7.4 17.8 8.7 11.8 13.4 12.9
5 ✓ ✓ ✓ ✓ ✓ 10.3 6.8 6.1 6.1 7.3 17.7 8.8 11.8 13.2 12.9
6 ✓ ✓ ✓ ✓ ✓ ✓ 10.8 7.0 6.4 6.7 7.7 18.0 9.0 12.2 13.7 13.2

(a) Noisy

(b) Bi-LSTM

(c) DEMUCS

(d) WaveSpecEnc

(e) WaveSpecEnc+
Fig. 8. Enhanced magnitude spectrograms of SE front-end after joint training.
The clip is a real noisy speech under PED noise condition: (a) Noisy, (b) Bi-
LSTM enhanced, (c) DEMUCS enhanced, (d) WaveSpecEnc enhanced, (e)
WaveSpecEnc+ enhanced.

VI. EXPERIMENTAL EVALUATIONS OF FINETUNING BOTH
SE FRONT-END AND ASR BACK-END

Finetuning the ASR back-end using data from a new noise
environment is a direct and effective adaptation method. In this
Section, we simultaneously finetune both the SE front-end and

ASR back-end using the CHiME-4 dataset. It should be noted
that this is possible when a large dataset is available. “Conv-
Tasnet” [44] is also compared as the SE front-end, which was
pretrained with the simulated CHiME–4 data with 100 epochs.
The hyperparameter settings were the same as those of ESPnet
6.

A. Experimental Settings
We tried two types of acoustic models. The first one was

the same as the pretrained model in Section V: the Conformer
pretrained with Librispeech-960 and MUSAN noise. The
second one is WavLM [45].

Finetuning Conformer ASR and SE: We conducted joint
training, in which the SE front-end and the ASR back-end
parameters were finetuned using the CHiME–4 dataset. All
simulated and real data from the training set were used.

Moreover, we also incorporated the language model (LM)
to further improve the ASR performance. We utilized the
transformer-based LM. It contained 16 encoder layers. In
each encoder layer, there was no positional encoding layer;
the dimension of multi-head attention was 512; the number
of attention heads was 8; the number of units of position-
wise feedforward was 2048. The training text consisted of
two parts: the first part included text data extracted from the
CHiME-4 training set; the second part was obtained from the
“wsj1 lng”, totaling approximately 1.7 million text samples.
Shallow fusion was adopted to integrate the LM and acoustic
model with a fusion weight of 0.6 and 0.4.

Finetuning WavLM and SE: We used the pretrained model
checkpoint available on HuggingFace 7, which consists of 24
layers of Transformer architecture. We used the character-
based dictionary. All parameters were finetuned with the CTC
loss. The WaveSpecEnc+ spectrogram encoding is approxi-
mately 1.25 times the number of feature frames extracted by
the WavLM feature extraction module. Thus, the features need
to be time-aligned. We simply drop the sixth frame after every
five consecutive frames of the spectrogram encoding.

B. Evaluation in ASR
Table V shows the ASR performance for real sets. Fine-

tuning the ASR back-end using the CHiME–4 dataset sig-
nificantly enhanced ASR performance. Additionally, incorpo-
rating an additional LM further improved the performance.

6https://github.com/espnet/espnet/blob/master/egs2/chime4/enh1/conf/
tuning/train enh conv tasnet.yaml

7https://huggingface.co/microsoft/wavlm-large
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TABLE V
WORD ERROR RATE (%, ↓) IN REAL DEVELOPMENT AND EVALUATION SETS. ALL NOISE CONDITIONS ARE SEEN TO THE MODEL. LM DENOTES

WHETHER TO USE THE EXTERNAL LANGUAGE MODEL.

Systems LM Real Development Real Evaluation
BUS STR PED CAF AVG BUS STR PED CAF AVG

Conformer (pretrained) - 18.3 10.8 9.1 12.7 12.7 27.0 14.1 19.6 22.4 20.8

Finetuned - 12.0 10.0 9.0 10.8 10.5 18.5 10.9 14.4 15.8 14.9
Finetuned ✓ 9.3 7.8 7.4 8.7 8.3 13.9 9.2 11.2 12.6 11.7

Bi-LSTM ✓ 8.6 8.2 7.8 9.3 8.5 12.6 8.8 9.9 10.7 10.5
Conv-Tasnet ✓ 7.4 6.9 6.7 7.0 7.0 11.0 8.3 8.5 10.1 9.5
DEMUCS ✓ 7.8 7.4 6.7 7.3 7.3 11.3 8.0 8.6 10.4 9.6
H-DEMUCS ✓ 7.9 7.2 6.7 7.4 7.3 11.6 8.0 8.6 9.7 9.5
WaveSpecEnc ✓ 7.6 7.3 6.7 7.4 7.3 10.5 8.2 8.6 9.6 9.2
WaveSpecEnc+ ✓ 7.6 7.4 7.1 7.5 7.4 10.3 7.5 7.9 9.2 8.7

TABLE VI
WORD ERROR RATE (%, ↓) IN REAL DEVELOPMENT AND EVALUATION SETS. ALL NOISE CONDITIONS ARE SEEN TO THE MODEL. WAVLM IS ADOPTED

AS THE ACOUSTIC MODEL.

Systems Real Development Real Evaluation
BUS STR PED CAF AVG BUS STR PED CAF AVG

WavLM 6.3 5.4 4.6 5.2 5.4 8.2 5.8 6.7 6.6 6.8

Bi-LSTM 5.8 4.3 3.6 4.5 4.5 7.7 4.5 5.9 6.1 6.0
Conv-Tasnet 6.1 4.3 3.9 4.2 4.6 8.0 5.0 6.0 6.0 6.2
DEMUCS 5.6 4.8 3.6 4.2 4.5 7.8 4.6 5.7 5.8 6.0
H-DEMUCS 5.8 4.2 3.6 4.0 4.4 7.7 4.8 5.9 5.9 6.1
WaveSpecEnc 5.5 4.8 3.5 4.1 4.5 7.4 4.8 6.2 5.6 6.0
WaveSpecEnc+ 5.6 4.5 3.5 4.0 4.4 7.1 4.5 5.8 5.8 5.8

Therefore, in subsequent experiments, we employed LM dur-
ing decoding.

From this new baseline, the “Bi-LSTM”-based system did
not show significant improvement for the evaluation set. “DE-
MUCS” showed a notable improvement. Compared to finetun-
ing the SE front-end only, jointly optimizing the ASR back-end
and the SE front-end led to large performance improvements
for “H-DEMUCS”. While “WaveSpecEnc” slightly performs
better than these, “WaveSpecEnc+” significantly outperformed
“DEMUCS” and “H-DEMUCS” in the real evaluation set (p-
value < 0.01) since it integrates effective information into the
ASR back-end. In addition, we also compared “Conv-Tasnet”-
based ASR system. The “Conv-Tasnet” system showed slightly
better performance in real development sets (p-value > 0.05),
but note that the ASR model was selected according to the
checkpoints in the development set. On the other hand, the
proposed “WaveSpecEnc+” significantly outperformed “Conv-
Tasnet” in real evaluation sets (p-value < 0.01).

Table VI shows the ASR performance with the WavLM-
based acoustic model. Pretraining based on self-supervised
learning significantly improved the ASR performance. The
SE front-ends still significantly improved the performance of
ASR. Although the performance difference among the SE
methods is small, the proposed “WaveSpecEnc+” resulted in
the best performance in the real evaluation set.

C. Comparison Between Different ASR Systems

Table VII lists the performance of different ASR systems
under single-channel conditions for the CHiME–4 evaluations.
DNN-HMM Hybrid ASR systems perform better with a small
amount of data than end-to-end ASR systems. We expect

TABLE VII
COMPARISON BETWEEN DIFFERENT SINGLE-CHANNEL AUTOMATIC

SPEECH RECOGNITION SYSTEMS (WORD ERROR RATE, %, ↓).

Systems SSL Dev. Set Eval. Set
Simu. Real Simu. Real

DNN-HMM Hybrid ASR

Kaldi [46] ✗ 6.8 5.6 12.2 11.4
Yang et al. [47] ✗ 5.0 3.4 8.6 6.3
Wang et al. [33] ✗ 5.0 3.5 9.4 6.8

End-to-End ASR

ESPnet (Conformer) ✗ 11.3 9.2 16.8 15.9
IFF-Net [24] ✗ 7.9 6.4 13.4 12.4
DPSL-ASR [48] ✗ 7.2 5.9 12.2 11.3

WaveSpecEnc+ (this study) ✗ 7.3 7.4 12.0 8.7

Transformer - HuBERT [49] ✓ 11.6 9.1 18.0 20.4
Transformer - WavLM [49] ✓ 5.9 4.0 8.3 4.5
IRIS [49] ✓ 3.2 2.0 6.1 3.9

WaveSpecEnc+ - WavLM
(this study) ✓ 3.0 4.4 5.7 5.8

WaveSpecEnc+ - WavLM
- Transformer - LM
(this study)

✓ 3.3 2.1 6.3 3.7

the end-to-end model to perform better with a large amount
of training data. Pretraining based on self-supervised learn-
ing solves this problem. Particularly, noise-aware pretrained
model, such as WavLM, is effective. We have demonstrated
the effectiveness of the proposed method (WaveSpecEnc+) in
this setting as well. While our ASR back-end is based on
simple CTC in Table VI, “IRIS” and “Transformer - WavLM”
used WavLM as a feature extractor and incorporated additional
Transformer layers for ASR. They also adopted an external
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LM. For fair comparison, we also conducted an experiment
based on the IRIS pipeline and replaced IRIS’s ConvTasnet
with the proposed front-end. Experimental results confirm that
the system based on the proposed WaveSpecEnc+ performs
better for the real evaluation set, though there is no significant
difference for all test sets. Although the ASR performance is
almost saturated with the strong ASR back-end, the effect of
the proposed front-end was more clearly observed with the
lightweight ASR back-end in Table V and VI.

VII. CONCLUSIONS

In this paper, we improve the robustness of waveform-
domain speech enhancement SE with spectrogram encod-
ing (“WaveSpecEnc”). The temporal feature maps at each
encoder layer in the SE front-end are refined by spec-
tral information. The proposed time-spectrogram hybrid sys-
tem improved the dMOS score. Artificial noise introduced
by the waveform-domain SE front-end can be reduced
by the using of spectrogram-domain information. However,
“WaveSpecEnc”-based ASR system had minor improvement
over the “DEMUCS”-based ASR system. Thus, we incorporate
the spectral information of the encoder layer into the ASR
back-end (“WaveSpecEnc+”). Compared with “DEMUCS”,
“WaveSpecEnc+” significantly improved ASR performance in
all noise conditions on CHiME–4 evaluation sets. Several
acoustic models were used to evaluate the effectiveness of
“WaveSpecEnc+”-based ASR systems. Firstly, the experimen-
tal results with a frozen pre-trained acoustic model showed that
incorporating spectrogram encoding in the ASR back-end is
crucial. It is effective to fuse features in only shallow encoder
layers of the Conformer-based ASR system. Secondly, the SE
front-end and the pre-trained acoustic model were jointly fine-
tuned with the CHiME–4 training set. The experimental results
showed that integrating the spectral encoding into the ASR
back-end is still effective. Thirdly, we also tried WavLM as
the acoustic model. The experimental results showed that the
SE front-ends still improved the ASR performance, although
the performance differences among the SE front-ends were
small. Finally, we replaced the “Conv-Tasnet” in the IRIS
system with our proposed “WaveSpecEnc+”. Experimental
results confirm that the system based on the “WaveSpecEnc+”
performs better for the real evaluation set.
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