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Abstract 

Spur dikes serve as common hydraulic structures employed for purposes like bank 

protection, river training, navigation, and habitat improvement. Constructing spur dikes 

against an approaching flow leads to the development of intricate 3-dimensional flow 

structures, including flow separation and multiple vortices. This intricate flow pattern 

induces significant bed shear stress and turbulence in the vicinity of the spur dike, serving 

as the primary mechanism for local scour. In cases where the design of spur dikes is 

inappropriate, the formation of local scours may pose a threat to the stability of spur dikes, 

potentially resulting in their failure. Unlike artificial channels with long straight reaches, 

most natural rivers exhibit a distinct absence of such features, characterized instead by 

frequent meanders. These meanders introduce complex flow structures like cross-circulation, 

enhancing the randomness of both flow and sediment transport around spur dikes. 

The literature review highlights that the majority of prior studies on spur dikes have 

been conducted either in straight flumes or within a single curved channel. There has been 

limited emphasis on investigating the optimal spacing in meandering channels and its 

correlation with channel sinuosity and the placement of spur dikes.  

Therefore, at first, the numerical investigation was conducted in various meandering 

channels utilizing a 3D multiphase OpenFOAM solver, building upon the non-equilibrium 

sediment transport model previously developed by former students in our laboratory. The 

model comprises both a hydrodynamic component and a sediment transport component. The 

hydrodynamic model incorporates the porous medium method (PMM) to account for 

seepage flow within the bed, the volume of fluid (VOF) method for capturing the free surface, 

and the 𝑘 − 𝜔 SST SAS model to simulate turbulence effects. For sediment transport, the 

model employs the Eulerian method for suspended load and the Lagrangian method for bed 

load. Benefiting from the PMM, the fixed mesh can be used to simulate bed deformation, 

making it suitable for large deformations. Additionally, the Lagrangian method facilitates 

the consideration of non-equilibrium sediment transport induced by spur dikes. Based on the 

previous applications in straight channels, the model was tested for flow field with a U-

shaped channel experiment and for bed deformation based on a movable bed experiment in 

a meandering channel to validate its applicability to the investigation of flow and sediment 
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transport around spur dikes in meandering channels. 

Spacing serves as a critical parameter for striking a balance between performance and 

construction costs. It is related to the downstream separation zone length of a spur dike. 

Consequently, a single spur dike was systematically positioned at various locations within 

diverse meandering channels to examine the impact of its placement and its correlation with 

channel sinuosity. The length of the downstream separation zone and the depth of local scour 

are contingent upon both the location of the spur dike and the sinuosity of the channel. As 

the spur dike is shifted downstream or the channel sinuosity decreases, the downstream 

separation zone undergoes a reduction in length. Concurrently, the local scour depth 

increases as the spur dike is displaced downstream, peaking near the crossover point. 

Upstream of this point, channels characterized by higher sinuosity display deeper local 

scours, while downstream, the opposite trend is observed. 

Subsequently, a series of spur dikes with different spacings were installed across diverse 

meandering channels to examine the combined influence of spacing and channel sinuosity. 

Pronounced local scours were observed near the most upstream spur dike and spur dikes 

downstream of the meander apex. As the spacing between spur dikes increased, intact scour 

holes appeared from downstream, accompanied by a rise in potential bank erosion. 

Additionally, the flow near the spur tips exhibited increased turbulence with a higher velocity 

gradient. In most instances, the maximum local scour depth exhibited an upward trend with 

increasing spacing and a downward trend with higher channel sinuosity. To enhance cost-

effectiveness, adopting non-uniform spacing is recommended, with different channel 

sinuosities necessitating distinct spacing arrangements. Furthermore, an equation, utilizing 

the weighted-sum approach for multi-objective programming problems, was proposed to 

quantify overall performance by comprehensively considering factors such as bank 

protection, structural stability, construction costs, and aquatic habitats based on the 

simulation results.  

Bank erosion constitutes a crucial process in the morphological adjustment of rivers, 

contributing to channel migration, the loss of agricultural land, and potential damage to 

hydraulic structures and infrastructure. Recognizing the limited consideration of bank 

erosion modeling in previous numerical studies on spur dikes, a novel OpenFOAM solver 

was developed. This solver incorporates a bank mass failure operator into the existing 3D 

model to address this gap. The bank mass failure operator assesses the slope angle of each 
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bed surface cell in comparison to the critical angle, submerged or emerged, determining 

stability and simulating collapse by rotating unstable cells. This approach eliminates the 

explicit identification of the riverbank's location, significantly enhancing convenience. The 

model's performance was rigorously tested through three experiments: a straight channel 

dam-break experiment, a meandering channel experiment without spur dikes, and a 

meandering channel experiment with spur dikes. Based on these validations, it can be 

concluded that the model is well-suited for evaluating the performance of spur dikes against 

bank erosion and exploring temporal changes in planforms within meandering channels. 

Finally, the new solver was implemented to assess a river reach facing severe bank 

erosion along the Uji River. Initially, a flood event was reproduced, demonstrating favorable 

agreement with water level measurements. The model could simulate bank failure during 

rising water levels to some extent, although some limitations were identified in predicting 

fluvial erosion in the main channel and bank toe. Analysis of near-bed velocity and bed shear 

stress distribution at various flood stages suggested that the bank erosion process involved 

toe erosion at lower flows, followed by collapse during or after the flood peak. Simulations 

incorporating spur dikes were conducted, incorporating two different spacings. The spur 

dikes efficiently redirected the flow away from the bank, diminishing velocity at the toe and 

safeguarding against erosion. Moreover, the impact on the aquatic habitat of 

𝑍𝑎𝑐𝑐𝑜 𝑝𝑙𝑎𝑡𝑦𝑝𝑢𝑠 , the dominant species in the river basin, was evaluated. The weighted 

usable area (WUA) experienced a slight increase with the installation of spur dikes, with a 

correlation to spacing – larger spacings yielded greaterWUA. Overall, the larger of the two 

spacings performed better. 
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Chapter 1.  

Introduction 

1.1. General 

Spur dikes (also known as spurs, groynes, or transverse dikes) are structures or 

embankments constructed in a river transverse to the flow. They project a fair distance from 

the bank into the stream, deflecting the flowing water away from the bank and also 

contracting the effective channel width, thereby promoting sediment scour and deposition in 

the desired areas. They prevent the erosion of the bank and establish a more desirable width 

and channel alignment. Spur dikes are probably the most widely used river training 

structures and serve the following function (Asawa, 2006; Yamamoto, 1996): 

(1) protecting the river bank by diverting the flow away from the river bank; (2) training 

a river along the desired course by attracting, deflecting, or repelling the flow in the river 

channel; (3) narrowing the river channel width for ensuring an adequate water depth for 

navigation; (4) raising the water level for the water intake or adjusting the flow diversion 

ratio at a river fork; (5) creating a slack flow with the aim of silting up the area in the vicinity 

of spur dikes; (6) fostering diverse aquatic environments with pools, riffles, and diversified 

flow induced by spur dikes; (7) simultaneously serving as components of landscape design 

while fulfilling the above functionalities. 

Spur dikes can be classified into various types (Asawa, 2006; Yossef, 2002; Zhang and 

Nakagawa, 2008): 

(1) permeable and impermeable based on the methods and materials of construction. 

Permeable spur dikes typically consist of piles, bamboo, or timbers, whereas impermeable 

spur dikes are made from rock, gravel, gabions, etc. 

(2) submerged and non-submerged according to the height of the spur with respect to 

high flood level. Generally, impermeable spur dikes are designed to be non-submerged, 

while submerged spur dikes may be designed permeable. 

(3) attracting, deflecting, and repelling according to the orientation. An attracting spur 

dike is positioned downstream, attracting the stream towards its head. A deflecting spur dike 

is typically perpendicular to the bank and serves local protection, diverting the flow at its 
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head. A repelling spur dike points upstream, diverting the flow away from itself. 

(4) straight, T-shaped, L-shaped, hockey-shaped, etc., based on the appearance in the 

plan view. 

Spur dikes have been implemented since ancient times in various countries around the 

world. In Japan, as early as the Edo period in 1669, a document recorded the existence of 

spur dikes known as ‘dashi’, constructed using locally available materials such as soil, stones, 

and wood, employing empirically devised techniques based on practical experience. In 

addition, the river section of the Tone River (the second longest river in Japan) from 184 to 

120 km, including alluvial fans and natural embankment zones, has over half of its river 

banks protected by spur dikes. Numerous pile-type spur dikes with a length of 20 ~ 30 m 

were installed in the sand bed rivers of the Hokuriku region, such as the Shinano River and 

the Agano River in the 1950s (Yamamoto, 1996).  

In China, spur dikes are widely used for river regulation practices. For instance, by 

1997, a total of 9, 069 spur dikes with a combined length of 646, 861 m, including 5, 369 

spur dikes for protecting the Levee and 3, 700 spur dikes for guiding flow, had been 

constructed in the Lower Yellow River, the famous raised bed river (Wu et al., 2005).  

In Europe, spur dikes were constructed locally since the Middle Ages to protect river 

banks against erosion in the Rhine River. Systematic training of long river reaches 

commenced in the 19th century. Hundreds of spur dikes were constructed along the Dutch 

Rhine branches between 1850 and 1880 to achieve a uniform width (Mosselman, 2020). 

However, as a type of in-stream structure extended from the bank into the stream, spur 

dikes narrow the flow, alter the hydraulic conditions, and result in non-equilibrium sediment 

transport, producing a notable impact on the fluvial environment. As shown in Figure 1.1, 

the flow structure around a single rectangular spur dike is typically complex and highly 3 

dimensional (Zhang and Nakagawa, 2008). The flow structure includes: (1) separation of the 

flow from the side wall upstream of the spur dike, (2) consequently formation of 

recirculation regions both upstream and downstream of the spur dike, and (3) formation of a 

strong down flow resulting from a stagnant vertical pressure gradient immediately at the 

upstream of the spur dike, and (4) a bow wave forming near the water surface, and (5) 

formation of the horseshoe vortex at the spur dike base due to the interaction of the down 

flow and the approach boundary layer, and (6) a fully turbulent and dynamic detached shear 

layer in the mixing zone (Paik and Sotiropoulos, 2005; Safarzadeh et al., 2016; Zhang and 
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Nakagawa, 2008). The complex flow pattern results in substantial bed shear stress and 

turbulence around the spur dike, providing the principal mechanism for local scour (Basser 

et al., 2015; Safarzadeh et al., 2016). The development of local scour poses a risk to the 

stability of spur dikes and even may cause their failure. 

 

    

 (a) Plan view (b) Elevation view  

Figure 1.1 Typical flow field around a spur dike (source: (Zhang and Nakagawa, 2008)) 

1.2. Previous Studies 

1.2.1. Experimental studies on spur dike 

Due to the complexity of the flow field in the vicinity of spur dikes and the potential 

for severe local scour that may lead to structure failure, as listed in Table 1.1, many 

researchers have conducted experiments to characterize the flow structure and understand 

the underlying process and mechanisms of bed evolution.  

Many experiments have been carried out on flumes with a rigid bed and a single spur 

dike. Ettema and Muste (Ettema and Muste, 2004) conducted a series of experiments to 

determine the scale effect in small-scale models. Duan (Duan, 2009) measured the mean and 

turbulent flow field and obtained that the maximum bed shear stress was approximately 3 

times the mean bed-stress stress of the approaching flow. Then, Duan et al. (Duan et al., 

2009) compared them with the measurements in a scoured bed and concluded that the 

development of the local scour was related to the high shear stress zone induced by horseshoe 

vortices. Some researchers evaluated the effect of the layout of a spur dike, such as the head 

type (Safarzadeh et al., 2016), and orientation (Abadi and Bateni, 2017; Elawady and 

Hinokidani, 2000). Elawady and Hinokidani (Elawady and Hinokidani, 2000) also observed 

the velocity and water surface with different submergences by changing spur dike height.  

In addition, Kuang et al. (Kuang et al., 2021) investigated the spacing between 2 spur 

dikes, but these 2 spur dikes were not located on the same side of the channel. Although rare, 
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a few investigators conducted experiments in meandering channels with a rigid bed (Giri et 

al., 2003; Sharma and Mohapatra, 2012). Sharma and Mohapatra (Sharma and Mohapatra, 

2012) investigated the effect of the spur dike location and Froude number on the velocity 

amplification, and the length and width of the separation zone downstream of the spur dike. 

Table 1.1 Experiments related to spur dike 

References Channel Spur Objective 

(Elawady and 

Hinokidani, 

2000) 

Straight; rigid bed 

A single spur; 3 

orientations; 2 heights 

(different 

submergences); 

The water surface and velocity. 

(Ettema and 

Muste, 2004) 
Straight; rigid bed A single spur 

The scale effects of small-scale flume 

experiments. 

(Duan, 2009) Straight; rigid bed A single spur The mean and turbulence characteristics. 

(Duan et al., 

2009) 

Straight; rigid flat 

bed and scoured 

bed 

A single spur 

The differences in the measured flow 

velocity and turbulence field between 

the two beds. 

(Safarzadeh et 

al., 2016) 
Straight; rigid bed 

A single spur; different 

head type (straight and 

T-shaped) 

The effect of head shape on mean and 

turbulent flow structure 

(Abadi and 

Bateni, 2017) 
Straight; rigid bed 

A T-shaped spur; 2 

orientations 

The upstream and downstream 

separation zone length and flow field. 

(Kuang et al., 

2021) 
Straight; rigid bed 2 bilateral spurs 

The effect of spacing on the backflow 

pattern and recirculation zone length. 

(Uijttewaal et 

al., 2001) 
Straight; rigid bed 

A series of spurs; 2 

geometries 

The exchange processes between the 

main stream and spur fields. 

(Giri et al., 

2003) 

Meandering; rigid 

bed 

Different numbers (0, 1, 

2, 3) 

The influence on flow structure near 

spurs and in the further downstream 

region. 

(Sharma and 

Mohapatra, 

2012) 

Meandering; rigid 

bed 

A single spur; different 

locations 

The effect of spur location and the 

Froude number on separation zone. 

(Kuhnle et al., 

2002) 

Straight; movable 

bed 

A single spur; 3 

orientations;2 

perpendicular lengths 

The effect of orientations on the volume 

of scour, potential bank erosion, and 

aquatic habitat. 

(Karami et al., 

2008) 

Straight; movable 

bed 

A protective spur + a 

series of spurs 

The effect of length and spacing of the 

protective spur dike on the scour depth. 

(Karami et al., 

2012) 

Straight; movable 

bed 
A series of spurs 

The temporal variation of the scour 

depth around the first spur dike. 

(Sadat and 

Tominaga, 

2015) 

Straight; movable 

bed 

Pile-group + a single 

spur  

The effect of the spacing between two 

structures on flow and local scour. 

(Fazli et al., A 90-degree bend; A single spur; 3 lengths; The effect of Froude number, spur 
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References Channel Spur Objective 

2008) movable bed 4 locations location, and length on flow pattern and 

local scour, the empirical equation for 

maximum scour depth. 

(Rashedipoor et 

al., 2012) 

A 180-degree 

bend; movable 

bed 

A single spur; 4 

locations 

The effect of Froude number and spur 

location on the depth, length, and width 

of the scour hole.  

(Masjedi et al., 

2011) 

A 180-degree 

bend; movable 

bed 

A single L-shaped spur; 

4 lengths; 4 locations; 

The effect of Froude number, spur 

location, and length on the scour depth, 

the empirical equation for temporal 

variation of scour depth. 

(Giri and 

Shimizu, 2004) 

Meandering; 

movable bed 

Different numbers and 

different locations. 

The bed deformation near spurs and in 

the further downstream region, the 

vegetation impact, and the empirical 

equation for temporal variation of scour 

depth. 

(Tripathi and 

Pandey, 2021a) 

Meandering; 

movable bed 

A T-shaped spur; 4 

locations 

The effect of Froude number and spur 

location on local scour, the empirical 

equation for the temporal maximum 

scour depth. 

(Burele et al., 

2012) 

Physical model of 

an actual river; 

movable bed 

A series of spurs The performance of the spurs. 

 

A variety of studies have also been conducted in channels with a movable bed for local 

scour and bed evolution. Many researchers fitted the empirical equation for temporal 

variation of local scour depth using experimental data for not only straight channels (Karami 

et al., 2012) but also curved channels (bends and meandering channels) (Fazli et al., 2008; 

Giri and Shimizu, 2004; Masjedi et al., 2011; Rashedipoor et al., 2012; Tripathi and Pandey, 

2021a). Karami et al. (Karami et al., 2012) also concluded that 70 ~ 90 % of the maximum 

scour depth was completed during the initial 20 % of the time and proposed a regression 

model and artificial neural networks (ANNs) for estimation of time-dependent scour depth 

using the collected experimental data.  

Besides, Karami et al. (Karami et al., 2008) placed a protective spur dike upstream of a 

series of spur dikes and presented the effect of its distance on the local scour around the first 

spur dike. Sadat and Tominaga (Sadat and Tominaga, 2015) combined an impermeable spur 

dike and a group of piles and investigated the optimum distance between them to decrease 

the local scour. 

Kuhnle et al. (Kuhnle et al., 2002) investigated the effect of orientation and contraction 
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ratio on the scour volume, and potential bank erosion (erosion volume per unit length 

adjacent to the bank), as well as the aquatic habitat and concluded that the repelling spur 

dike had the best performance in their experiments. Giri and Shimizu (Giri and Shimizu, 

2004) also assessed the vegetation impact by planting living vegetation (alfalfa) near spur 

dikes. 

1.2.2. Numerical studies on spur dike 

As the works of laboratory experiments are generally huge in both size and cost, as well 

as with the constantly updated computer equipment, numerical simulation methods have 

been getting more and more attention and gradually become an important tool in this research 

area. Recent numerical studies on spur dike are listed in Table 1.2. 

A few investigators have employed 3D numerical models to help to give insight into 

the detailed flow structure around spur dikes due to the difficulties of obtaining a large 

number of velocity measurements (Han and Lin, 2018; Ouillon and Dartus, 1997; Paik and 

Sotiropoulos, 2005; Yazdi et al., 2010). Mulahasan et al. (Mulahasan et al., 2021) simulated 

the flow through a single spur dike made of porous media (gravel and glass beads) by 

including the porosity in momentum equations and transport equations for 𝑘 and 𝜀, and the 

results showed good agreement. Karami et al. (Karami et al., 2014) compared the results of 

2 turbulence models and 6 sediment transport formulas with measurements and concluded 

that 𝑘 − 𝜀 RNG model matched better than the standard 𝑘 − 𝜀 model, and the sediment 

transport formula of van Rijn had best agreement with the experimental results in their cases. 

The effect of spacing on flow and bed deformation was numerically investigated in both 

straight channels (Giglou et al., 2017; Ning et al., 2019) and a 90-degree bend (Vaghefi et 

al., 2016). 

Most numerical simulations employed equilibrium sediment transport and ignored the 

non-equilibrium sediment transport induced by the in-stream structure. Besides, most 

numerical studies for meandering channels and actual rivers were performed using 2D 

numerical models (Duan and Nanda, 2006; Elhakeem et al., 2017; Giri et al., 2004; Kafle, 

2021; Ma et al., 2020; Yang et al., 2022). Although 2D numerical models are cost-effective, 

need less input data, and can reasonably predict the structure-induced mean flow properties 

and turbulent characteristics to some extent, there is no doubt that a 3D hydrodynamic model 

is essential to simulate the complex flow structure such as separation and vortices generation. 

Among the 2D simulations, Elhakeem et al. (Elhakeem et al., 2017) employed a 2D 
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model to help the design of spur dikes, they assessed the overall performance of different 

arrangements by comparing the simulated velocity and Froude number along the bank with 

the recommended values for erodible channel stability design to identify the optimal number 

and spacing. In addition, a few researchers have evaluated the effect of spur dikes on aquatic 

habitats by computing the weighted useable area (WUA) using the 2D hydrodynamic 

simulation results (Ma et al., 2020; Yang et al., 2022). 

Table 1.2 Numerical studies on spur dike 

References Channel Spur Model Objective 

(Ouillon and 

Dartus, 1997) 

Straight; rigid 

bed 
A single spur 

3D hydrodynamic 

model (𝑘 − 𝜀, depth-

integrated continuity 

equation for water 

surface) 

Introduction and validation 

of the model. 

(Paik and 

Sotiropoulos, 

2005) 

Straight; rigid 

bed 
A single spur 

3D simulation 

(detached eddy 

simulation (DES) 

turbulence model) 

The 3D flow structure in the 

recirculating region 

upstream of the spur. 

(Yazdi et al., 

2010) 

Straight; rigid 

bed 

A single spur 

(different angles 

and lengths) 

3D simulation (Fluent, 

𝑘 − 𝜔, VOF) 

The reattachment length for 

various flow conditions, 

flow pattern for different 

angles, and bed shear stress 

distribution for different 

angles and lengths. 

(Mulahasan et 

al., 2021) 

Straight; rigid 

bed 

A single spur 

(made of 2 

porous media) 

3D simulation (Fluent, 

𝑘 − 𝜀, VOF) 

Introduction and validation 

of the model. 

(Giri et al., 

2004) 

Meandering; 

rigid bed 
A series of spurs 2D model 

Introduction and validation 

of the model. 

(Kafle, 2021) 

Meandering (5 

channels); 

rigid bed 

A single spur 
2D simulation (Nays 

2D) 

The effects of meandering 

angle on the velocity field 

and separation zone. 

(Tripathi and 

Pandey, 

2021b) 

Meandering; 

rigid bed 
A T-shaped spur 

3D simulation (Fluent, 

𝑘 − 𝜀 RNG) 

The effect of Froude 

number. 

(Han and Lin, 

2018) 

Natural river; 

rigid bed 
2 spurs 

3D model (large eddy 

simulation (LES), 

porous medium method 

(PMM)) 

The flow characteristics in 

the spur field with different 

flowrate. 

(Karami et al., 

2014) 

Straight; 

movable bed 
3 spurs 

3D simulation (SSIIM 

2.0, equilibrium 

sediment transport, 

Comparison of the standard 

𝑘 − 𝜀 model and 𝑘 − 𝜀 

RNG model, and different 
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References Channel Spur Model Objective 

fixed-lid approach for 

water surface) 

bed load transport rate 

formulas 

(Giglou et al., 

2017) 

Straight; 

movable bed 

A spur and 2 

spurs 

3D simulation (Flow-

3D, the RNG 

turbulence model, 

VOF) 

The effect of the orientation 

of a spur and the spacing of 

2 spurs in a straight channel 

on the flow and 

sedimentation area. 

(Ning et al., 

2019) 

Straight; rigid 

and movable 

bed 

A series of spurs 

3D model (RNG 

turbulence model, 

equilibrium sediment 

transport, VOF) 

The effect of spacing on 

flow field and bed 

morphology. 

(Han et al., 

2022) 

Straight; 

movable bed 

A single spur; 

submerged & 

non-submerged 

3D model (LES, 

equilibrium sediment 

transport, PMM, PLIC-

VOF) 

Introduction and validation 

of the model. 

(Vaghefi et al., 

2016) 

A 90-degree 

bend; movable 

bed 

2 T-shaped 

spurs; different 

spacing; 

submerged & 

non-submerged 

3D simulation (SSIIM, 

𝑘 − 𝜀, equilibrium 

sediment transport) 

The effect of spacing and 

submergence on flow and 

bed deformation. 

(Duan and 

Nanda, 2006) 
Actual river A series of spurs 

2D model (suspended 

load transport) 

The flow field and 

distribution suspended 

sediment concentration 

around spurs with different 

lengths. 

(Elhakeem et 

al., 2017) 

Actual river; 

rigid bed 
A series of spurs 

2D simulation 

(FESWMS of SMS) 

Enchanting spur design by 

estimating the velocity and 

Froude number along the 

bank. 

(Ma et al., 

2020) 
Actual river 

Different 

numbers (1, 2, 3) 

2D hydrodynamic 

simulation 

The impact of spur layouts 

on aquatic habitats with 

different flowrate 

(Yang et al., 

2022) 
Actual river 

A series of spurs 

+ a dam 

2D hydrodynamic 

simulation 

The impact of combining 

spurs and dam on fish 

habitat. 

 

1.2.3. Studies on spur dike in our laboratory 

As shown in Table 1.3, many previous students in our laboratory have carried out 

studies related to the spur dike. Experiments for characterizing the flow field and bed 

deformation have been conducted in straights with spur dikes having different permeabilities 

(Teraguchi, 2011; Zhang, 2005), submergences (Mansoori, 2014; Mizutani, 2011; Teraguchi, 
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2011), orientations (Shampa, 2019), as well as head shapes (Mansoori, 2014). Among these 

studies, Mizutani (Mizutani, 2011) analyzed the particle distribution around a spur dike 

under different submergence conditions. Mansoori (Mansoori, 2014) analyzed the effect on 

aquatic habitat improvement. Besides, Some students investigated the flow and sediment 

transport around Bandal-like structures (Nishio, 2016; Okudaira, 2021; Tai, 2019; Teraguchi, 

2011). 

Table 1.3 Studies on spur dike by previous students in our laboratory 

References Channel Spur Method Objective 

(Zhang, 

2005) 

Straight; Movable 

bed 

A series of 

impermeable & 

permeable spurs were 

installed on both sides 

of the channel 

Experiment; 

1D model; 

3D model (𝑘 − 𝜀, moving 

mesh, equilibrium 

sediment transport, non-

uniform sediment with 

special attention to fine 

sediment) 

Characterizing the flow 

structure and bed evolution 

induced by spur dikes and 

identifying the underlying 

processes and mechanisms. 

Introduction of a 1D model 

and a 3D model, validation 

of the 3D model through 

flume experiments under 

both non-submerged and 

submerged conditions. 

(Mizutani, 

2011) 

Straight; movable 

bed; uniform & 

nonuniform 

sediment (3 

particles) 

A single impermeable 

spur; submerged & 

non-submerged 

Experiment;  

3D model (𝑘 − 𝜀 

Sediment pick-up for bed 

load, non-uniform 

sediment) 

The local scour, particle 

distribution around a spur 

dike under both submerged 

and non-submerged 

conditions. 

Introduction and validation 

of the 3D model. 

(Teraguchi, 

2011) 

Straight; movable 

bed 

Impermeable spurs, 

pile-type spurs, and 

Bandal-like structures; 

2 spurs; Submerged & 

non-submerged 

Experiment;  

3D model ( 𝑘 − 𝜀, 

equilibrium sediment 

transport; Moving mesh) 

The characteristics of flow 

pattern and bed deformation 

around 3 kinds of spurs 

under both submerged and 

non-submerged conditions. 

Introduction and validation 

of the 3D model. 

(Mansoori, 

2014) 

Straight; rigid and 

movable bed 

A series of 

impermeable spurs; 

Submerged & non-

submerged; different 

head shapes (T-

shaped) 

Experiment and 3D 

simulation (𝑘 − 𝜀, 

equilibrium bed load 

transport, 

VOF) 

The effect of head type, open 

ratio of spur field, and 

submergence ratio on flow 

structure and bed 

deformation, and aquatic 

habitat improvement. 

(Nishio, 

2016) 

Straight; rigid and 

movable bed 

A series of Bandal-like 

structures and 

impermeable spurs 

Experiment;  

3D model (𝑘 − 𝜔 SST, 

suspended load transport 

and sediment pick for bed 

load, OpenFOAM, moving 

mesh) 

The effect of Bandal-like 

structures on flow, suspended 

load concentration, and bed 

deformation. 

Introduction and validation 

of the 3D model. 

(Ota et al., Straight; movable A weir-type structure 3D model (𝑘 − 𝜔 SST, Introduction and validation 
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References Channel Spur Method Objective 

2016b) bed suspended load transport 

and sediment pickup for 

bed load, OpenFOAM, 

moving mesh) 

of the 3D model for local 

scour upstream of a weir-

type structure. 

(Tai, 2019) 

Straight; rigid bed 

with upstream 

sediment feeding 

A single Bandal-like 

structure 

Experiment and 3D 

simulation (𝑘 − 𝜔 SST, 

suspended load transport 

and sediment pickup for 

bed load, OpenFOAM, 

moving mesh) 

The effect of the height of 

permeable part of Bandal-

like structure on suspended 

load transport. 

(Nakamura, 

2019) 

Meandering; rigid 

bed and partially 

erodible bank with 

upstream sediment 

feeding 

A series of 

impermeable spurs; 4 

orientations 

Experiment and 2D 

hydrodynamic simulation 

The flow and bed 

deformation around spurs. 

(Shampa, 

2019) 
Straight; rigid bed 

A series of pile-type 

spurs; different 

arrangements 

(staggered, non-

staggered, 3 

orientations) 

 

Experiment and 3D 

hydrodynamic simulation 

(interFoam, 𝑘 − 𝜔 SST) 

The three-dimensional flow 

behaviors around a series of 

pile-type spurs with different 

arrangements. 

(Karki, 

2019) 

Meandering (2 

sinuosities); 

movable bed and 

erodible banks 

A series of 

impermeable spurs; 

different crests 

Experiment 

The process of bed 

deformation and ban erosion 

in meandering, as well as the 

effect of spur dikes. 

Meandering (2 

sinuosities); 

movable bed 

A series of 

Impermeable and pile-

type spurs; 2 

positions; 2 

orientations 

2D simulation 

(TELEMAC-2D) 

The effect of different 

arrangements of spur dikes. 

A series of 

Impermeable spurs 

3D simulation 

(TELEMAC-3D, 

hydrostatic assumption, 

𝑘 − 𝜀) 

The 3D flow field. 

Actual river 

A series of 

Impermeable spurs; 2 

orientations 

2D simulation 

(TELEMAC-2D) 

(considering bank erosion 

in the simulation without 

spurs) 

The channel variations under 

low and high flow 

discharges. 

(Okudaira, 

2021) 

Straight; rigid and 

movable bed 

A series of Bandal-like 

structures; different 

permeability 

3D numerical simulation 

(𝑘 − 𝜔 SST SAS, 

suspended load transport 

and sediment pickup for 

bed load, OpenFOAM, 

PMM) 

The effect of the open ratio 

of permeable part on flow 

and bed deformation with 

considering suspended load 

transport 

 

In addition to the studies within straight channels, Nakamura (Nakamura, 2019) and 
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Karki (Karki, 2019) carried out experiments in meanderings with a partially erodible bank 

or 2 fully erodible banks. Karki (Karki, 2019) also investigated the effect of different 

arrangements of spur dikes using a 2D model and presented the cross-sectional velocity 

distribution using a 3D model. 

Regarding the numerical studies, a few 3D numerical models were developed and 

invalidated. Zhang (Zhang, 2005) gave special attention to the fine sediment in his model. 

Mizutani (Mizutani, 2011) proposed a 3D model considering non-uniform sediment 

transport. In some of them, the non-equilibrium sediment transport induced by spur dikes 

was considered by computing the sediment pickup rate and tracking the sediment movement 

using a Lagrangian method (Mizutani, 2011; Nishio, 2016; Okudaira, 2021; Ota et al., 2016b; 

Tai, 2019). 

1.3. Research gaps and objectives of the present study 

The most characteristic features of natural streams, regardless of size, are the absence 

of long straight reaches and the presence of frequent meanders (Leopold and Langbein, 

1966). The meanders induce complex flow structures such as cross-circulation. The erosion-

deposition zones and convergence-divergence flow zones alternate periodically along the 

meandering channels, and their locations are rather strongly dependent on channel sinuosity 

(da Silva and Yalin, 2017). Due to the migration of their locations with channel sinuosity, a 

spur dike at the same location in meandering channels with different sinuosities or at 

different positions in the same meandering channel can result in different collision angles 

with the flow, increasing the randomness of bed deformation. In a word, the flow and 

sediment transport around spur dikes in meandering channels are influenced by not only the 

arrangement of spur dikes but also the sinuosity of meandering channels. 

Bank erosion is a predominant river morphodynamic process, leading to channel 

migration, the loss of agricultural lands, and damage to hydraulic structures and 

infrastructure. From the perspective of river management, bank protection structures like 

spur dikes are necessary to control bank erosion. However, from the standpoint of the river 

ecosystem, bank erosion can foster riparian vegetation succession and create dynamic 

habitats that are crucial for aquatic and riparian plants and animals (Florsheim et al., 2008). 

Consequently, some restoration projects removed bank protection (van der Mark et al., 2012). 

Therefore, there is a need for reliable and practical 3D numerical models that consider bank 
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erosion to evaluate the performance of spur dikes, guide their design including the effect on 

aquatic habitat, and assess the morphodynamic response to their removal in restoration 

projects. 

Regarding the design of spur dikes, many recommendations for their layout and design 

have been proposed (Baird et al., 2015; Brown, 1984; Lagasse et al., 2009; Seed, 1997), 

which are predominantly grounded in local conditions and preferences. No systematic 

quantitative design method has existed for crest length, angle, width, and spur spacing for 

various channel conditions (Baird et al., 2015). The spacing between two adjacent spur dikes 

is one of the most important considerations in spur dike design. It is a critical parameter to 

balance the performance of spur dikes and construction costs. 

The literature review indicates that the majority of previous works on the flow and 

sediment transport around spur dikes were performed either in straight flumes or in a single 

curved channel (meandering channel and bend). Minimal focus is given to the optimum 

spacing in meandering channels as well as its relationship with channel sinuosity and the 

location of spur dikes. Besides, there are seldom numerical studies on spur dike considering 

the modeling of bank erosion. 

In this context, we performed the numerical study on flow and sediment transport 

around spur dikes in meandering channels and actual rivers using a 3D model considering 

the turbulent flow around spur dikes and in curved channels, as well as bank erosion. This 

aims to assist in the optimum design of spur dikes.  

The objectives of the study are as follows: 

(1) To extend the applicability of the existing 3D model in our laboratory to the 

investigation of flow and sediment transport around spur dikes in meandering channels. 

(2) To numerically investigate the effect of the location of a spur dike on the 

downstream separation zone (affecting spacing) and the local scour, as well as its 

relationship with the channel sinuosity. 

(3) To numerically investigate the spacing and channel sinuosity on flow and bed 

deformation and to quantify the overall performance of different spacings including 

consideration of aquatic habitat. 

(4) To construct a new solver by incorporating a bank mass failure operator into the 3D 

model to enable it to simulate bank erosion. 

(5) To apply the new solver to a natural river with bank erosion problems and assess the 
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performance of proposed arrangements of spur dikes. 

1.4. Outlines of the dissertation 

The present dissertation is organized into 6 chapters as follows: 

In Chapter 1, the general background of this research, a brief review of previous studies 

on spur dike as well as the objectives of this study are presented. 

In Chapter 2, the 3D multiphase OpenFOAM solver considering sediment transport is 

elaborated and validated with experimental data. 

In Chapter 3, the 3D solver in Chapter 2 is applied to the investigation of the effect of 

the location of a single spur dike and the spacing of a series of spur dikes in different 

meandering channels. An equation for quantifying the overall performance is proposed. 

In Chapter 4, a new solver is developed by incorporating a bank mass failure operator 

into the solver in Chapter 2 and validated with experimental data. 

In Chapter 5, the solver in Chapter 4 is used to reproduce a flood event of the Uji River 

and then, the performance of spur dikes with two kinds of spacings is evaluated. 

In Chapter 6, the conclusions of this study and possible recommendations for future 

research are summarized.  
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Chapter 2.  

3D numerical model for spur dikes in meandering channels 

2.1. Introduction 

In this chapter, the 3D OpenFOAM solver considering sediment transport originally 

developed by Ota et al. (Ota et al., 2017), Ota and Sato (Ota and Sato, 2020) and Okudaira 

(Okudaira, 2021) was elaborated. 

The solver was developed based on the interFoam solver in OpenFOAM, which is a 

two-phase flow solver using the volume of fluid method (VOF) method to distinguish 

between the two immiscible and incompressible fluids (Mooney et al., 2014). In this new 

solver, an additional module for sediment transport and bed deformation has been 

incorporated into the interFoam solver. For bed deformation, the bed surface is not explicitly 

tracked. Similar to the VOF method, a volume tracking method is used. The bed is treated 

as a porous medium, and each computational cell is assigned a porosity or sediment volume 

fraction (excluding suspended sediment concentration). A cell with a porosity of 1 represents 

a pure fluid cell, a cell with the porosity of pure sediment porosity represents a cell within 

the bed, and the porosity between them represents the bed surface in that cell. During the 

calculation, the porosity or sediment volume fraction is updated based on the results of 

sediment transport and bed deformation calculations. For flow calculation, a porous medium 

method (PMM) is employed. There is no differentiation between the cells inside and outside 

the bed, and the same governing equations are used to compute open-channel flow and 

seepage flow within the bed. The VOF method and PMM allow the use of the fixed mesh to 

calculate the free water surface and bed deformation. Compared to the body-fitted mesh, the 

fixed mesh is more suitable for large deformations, such as local scour near in-stream 

structures. Additionally, it is easier to ensure good mesh orthogonality at complex 

topography. 

The model has been applied to the study on flow and sediment transport around in-

stream structures in straight channels by Ota et al. (Ota et al., 2017) (using a different 

turbulence model), Ota and Sato (Ota and Sato, 2020) (excluding the suspended load 

transport) and Okudaira (Okudaira, 2021). Towards the end of the chapter, the applicability 
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of the model was extended to the investigation of flow and sediment transport around spur 

dikes in meandering channels through validation using published data from two experiments, 

one for flow filed in a U-shaped channel and the other for bed deformation in a meandering 

channel. 

2.2. Hydrodynamic model 

2.2.1. Governing equations 

The motion of incompressible air-water flow was described by a modified Navier–

Stokes equations that consider seepage flow in the bed, which is treated as a porous medium. 

The treatment of temporal and spatial gradient of the computational cell porosity 𝑚 follows 

the method of Nakamura and Mizutani (Nakamura and Mizutani, 2013), where the sediment 

transport induced by the tsunami was simulated. 

Combined with the form used in the interFoam solver of OpenFOAM (Damian, 2012), 

the governing equations are rearranged as follows (to match the form actually used in the 

code, the density is kept): 

 
𝜕

𝜕𝑥𝑗
(𝑚𝜌𝑢𝑗) = 0 (2.1) 

 𝑚
𝜕𝜌𝑢𝑖

𝜕𝑡
+

𝜕

𝜕𝑥𝑗
(𝑚𝜌𝑢𝑖𝑢𝑗) −

𝜕

𝜕𝑥𝑗
[𝑚(𝜇 + 𝜇𝑡)

𝜕𝑢𝑖

𝜕𝑥𝑗
] −

𝜕𝑢𝑗

𝜕𝑥𝑖

𝜕[𝑚(𝜇+𝜇𝑡)]

𝜕𝑥𝑗
  

 = −𝑚
𝜕𝑝𝑑

𝜕𝑥𝑖
−𝑚𝑔𝑗𝑥𝑗

𝜕𝜌

𝜕𝑥𝑖
+𝑚𝑓𝑖

𝑠 −𝑚𝑅𝑖 (2.2) 

where, 𝑢𝑗  is the fluid velocity; 𝜌 is the fluid density; 𝑝𝑑 is the modified pressure; 𝑔𝑗 is 

the gravitational acceleration; 𝜇 is the dynamic viscosity; 𝜇𝑡 is the turbulent viscosity; 𝑚 

is the volume fraction of the void space in each cell, i.e., porosity; 𝑓𝑖
𝜎 is the surface tension 

force; 𝑅𝑖 is the resistance force due to porous media. 

For cases where the hydrostatic pressure contribution, 𝜌𝑔𝑗𝑥𝑗 , is important, e.g., for 

buoyant and multiphase cases, it is numerically convenient to solve for an alternative 

modified pressure defined by: 

 𝑝𝑑 = 𝑝 − 𝜌𝑔𝑗𝑥𝑗 (2.3) 

where, 𝑝 is the pressure. 

In OpenFOAM solver applications, the original pressure 𝑝 is replaced by this modified 

pressure in the momentum equation to simplify the definition of boundary conditions. 

The surface tension force at the air-water interface is evaluated per unit volume using 

the continuum surface force (CSF) model (Brackbill et al., 1992). 
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 𝑓𝑠
𝑖
= 𝜎𝜅

𝜕𝛼

𝜕𝑥𝑖
 (2.4) 

where, 𝜎 is the surface tension coefficient; 𝛼 is the volume fraction of water; 𝜅 is the 

mean curvature of the free surface, determined from the expressions: 

 𝜅 = ∇ ⋅ (
∇𝛼

|∇𝛼|
) (2.5) 

Regarding the resistance due to porous media, in the work of Nakamura et al. 

(Nakamura and Mizutani, 2013), laminar and turbulent resistance was included as follows: 

 𝑅𝑖 =
12𝐶𝐷2𝜇(1−𝑚)

𝑚𝑑2
𝑢𝑖 +

𝐶𝐷1𝜌(1−𝑚)

2𝑚𝑑
𝑢𝑖√𝑢𝑗𝑢𝑗 (2.6) 

where, 𝑑 is the median grain size of sand particles composing porous media; 𝐶𝐷1 is the 

turbulent drag coefficient, 0.45; 𝐶𝐷2 is the laminar drag coefficient, 25.0. 

However, the above equation for the resistance comes from the Morison-type equation 

for evaluating the wave forces on a spherical armor unit (Mizutani et al., 1996), originally 

developed for the interaction between a submerged breakwater and waves. Considering the 

different conditions in the riverbed, another method will be used for the resistance force. In 

many works (Burcharth and Andersen, 1995; del Jesus et al., 2012; Higuera, 2015; Liu et al., 

1999; Van Gent, 1995), the total resistance for flow through a porous medium was calculated 

using the extended Forchheimer equation, which was enriched based on Darcy’s law. 

 𝐼𝑖 = 𝑎𝑢𝑖 + 𝑏𝑢𝑖√𝑢𝑗𝑢𝑗 + 𝑐
𝜕𝑢𝑖

𝜕𝑡
 (2.7) 

where, 𝑎, 𝑏, 𝑐 are coefficients; 𝐼𝑖 is the hydraulic gradient.  

In this equation, three contributions are contained, namely the resistance due to laminar 

and turbulent flow and the inertial resistance. However, when the porosity of the medium is 

small, e.g., sand, the small-scale turbulence inside the medium could be indeed very weak, 

turbulence is negligible, and porous flow is dominated by laminar resistance (Hsu et al., 

2002). As a result, only the linear term in equation (2.7) accounting for laminar effects is 

included as follows (Burcharth and Andersen, 1995; del Jesus et al., 2012): 

 𝑅𝑖 = −𝛼
𝜇(1−𝑚)3

𝑚2𝑑2
𝑢𝑖 (2.8) 

where, 𝛼 is an empirical parameter used in the calibration of the numerical model; 𝑑 is 

the median diameter of bed sediment. 

2.2.2. Free surface methodology 

The air-water interface motion was solved by a volume tracking method, the volume of 

fluid (VOF) method. The VOF method devised by Hirt and Nichols (Hirt and Nichols, 1981) 
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remains one of the most versatile and robust techniques available (Katopodes, 2019). In this 

method, two immiscible fluids, air and water, in this study, are treated as one effective fluid 

throughout the whole simulation domain, whose local physical properties are calculated as 

weighted averages based on the volume fraction 𝛼, for example, 

 𝜌 = 𝛼𝜌𝑤 + (1 − 𝛼)𝜌𝑎 (2.9) 

 𝜇 = 𝛼𝜇𝑤 + (1 − 𝛼)𝜇𝑎 (2.10) 

 𝑢𝑖 = 𝛼𝑢𝑖𝑤 + (1 − 𝛼)𝑢𝑖𝑎 (2.11) 

where, subscript 𝑤 and 𝑎 denote water and air, respectively. The density 𝜌 and dynamic 

viscosity 𝜇 only vary across the interface. 

The transport equation of the volume fraction used in the interFoam solver can be 

expressed as (Damian, 2012): 

 
𝜕𝛼

𝜕𝑡
+
𝜕(𝛼𝑢𝑖)

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑖
[𝑢𝑟𝑖𝛼(1 − 𝛼)] = 0 (2.12) 

where, 𝑢𝑟𝑖 is the compression velocity. 

 𝑢𝑟𝑖 = 𝑢𝑖𝑤 − 𝑢𝑖𝑎 (2.13) 

Compared to the standard phase fraction function, equation (2.12) contains an extra 

term, referred to as the compression term. This convective term only exists within the 

interface cells and disappears at the regions occupied by one phase. It is an artificial term 

and has no meaning in the phase fraction function, but it is suitable to compress the interface 

in the discrete formulation and contributes significantly to a higher interface resolution, 

especially when the interface is not sharp enough, thus avoiding the need to devise a special 

scheme for convection (Damian, 2012). 

2.2.3. Turbulence closure 

As to the turbulence effect, the numeric simulation of turbulence is highly complex and 

still the subject of ongoing research (Rowiński and Radecki-Pawlik, 2015). As presented in 

Figure 2.1, there are mainly three turbulence simulation types that are used in hydraulic 

engineering practices: 1) direct numerical simulation (DNS), 2) large eddy simulation (LES), 

and 3) Reynolds-averaged Navier-Stokes (RANS). Among these methods, the RANS 

approach focuses attention on the mean flow and the effects of turbulence on mean flow 

properties, the computing resources required for reasonably accurate flow computations are 

modest, so this approach has been the mainstay of engineering flow calculations over the 

past several decades (Versteeg and Malalasekera, 2007).  

In the RANS group, the 𝑘 − 𝜀 model and 𝑘 − 𝜔 model are the most commonly used 
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two models. The 𝑘 − 𝜀  model performs particularly well in confined flows where the 

Reynolds shear stresses are most important, its results are much less sensitive to the arbitrary 

or assumed values in the free stream, but its near-wall performance is unsatisfactory for the 

boundary layer with adverse pressure gradient (Menter, 1992). While, the 𝑘 − 𝜔 model has 

improved wall shear stress, but its solution has strong sensitivity to the free stream value for 

𝜔 outside the boundary layer (Menter and Esch, 2001). Menter (Menter, 1994) proposed a 

hybrid model, 𝑘 − 𝜔 SST (shear stress transport) model, which is a combination of the 𝑘 −

𝜔 model near the wall and the 𝑘 − 𝜀 model away from the wall. The SST model shows 

 

Figure 2.1 Turbulence models (source: (Tonina et al., 2013)) 
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promising application in river modelling due to its features. As mentioned by Ota et al. (Ota 

et al., 2016a), since the local scour phenomenon is mainly caused by inverse pressure 

gradient around hydraulic structures, the 𝑘 − 𝜔  SST model has often been applied to 

simulate this phenomenon. After that, Menter and Egorov (Menter and Egorov, 2005) added 

an additional production term, the SAS (Scale Adapted Simulation) term, into the 𝜔 

equation. Though not strictly designated as a hybrid RANS-LES method (Walters et al., 

2013), the SAS method shows a behavior similar to DES (Detached Eddy Simulation) but 

avoids some of the issues related to grid sensitivities of that methodology. It allows the model 

to adjust to the mesh and time step resolution provided, resulting in a continuous variation 

of the simulation from LES to steady-state RANS (Menter, 2009). 

The 𝑘 − 𝜔  SST SAS model used in the current study is given here (Menter, 2009; 

Menter and Esch, 2001): 

 
𝜕𝜌𝑘

𝜕𝑡
+
𝜕(𝜌𝑢𝑗𝑘)

𝜕𝑥𝑗
= 𝑃�̃� − 𝛽

∗𝜌𝜔𝑘 +
𝜕

𝜕𝑥𝑗
[(𝜇 + 𝜎𝑘𝜇𝑡)

𝜕𝑘

𝜕𝑥𝑗
] (2.14) 

 
𝜕𝜌𝜔

𝜕𝑡
+
𝜕(𝜌𝑢𝑗𝜔)

𝜕𝑥𝑗
=

𝛾

𝜈𝑡
𝑃�̃� − 𝛽𝜌𝜔

2 +
𝜕

𝜕𝑥𝑗
[(𝜇 + 𝜎𝜔𝜇𝑡)

𝜕ω

𝜕𝑥𝑗
] + 2(1 − 𝐹1)

𝜌𝜎𝜔2

𝜔

𝜕𝑘

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗
+ 𝑄𝑆𝐴𝑆 2.15) 

 𝜈𝑡 =
𝑎1𝑘

max(𝑎1𝜔,𝑆⋅𝐹2)
 (2.16) 

 𝑃�̃� = min(𝑃𝑘 , 10𝛽
∗𝜌𝑘ω) (2.17) 

with 

 𝑆 = √2𝑆𝑖𝑗𝑆𝑖𝑗, 𝑆𝑖𝑗 =
1

2
(
𝜕𝑢𝑖

𝜕𝑥𝑗
+
𝜕𝑢𝑗

𝜕𝑥𝑖
)  

 𝑃𝑘 = 𝜏𝑖𝑗
𝜕𝑢𝑖

𝜕𝑥𝑗
, 𝜏𝑖𝑗 = −𝜌𝑢𝑖′𝑢𝑗′ = 𝜇𝑡 (

𝜕𝑢𝑖

𝜕𝑥𝑗
+
𝜕𝑢𝑗

𝜕𝑥𝑖
) −

2

3
𝜌𝑘𝛿𝑖𝑗  

 𝐹1 = tanh(arg1
4), arg1 = min (max (

√𝑘

𝛽∗𝜔𝑦
,
500𝜈

𝑦2𝜔
) ,

4𝜌𝜎𝜔2𝑘

𝐶𝐷𝑘𝜔𝑦
2 )  

 𝐹2 = tanh(arg2
2), arg2 = max (

2√𝑘

𝛽∗𝜔𝑦
,
500𝜈

𝑦2𝜔
 )  

 𝐶𝐷𝑘𝜔 = max (2𝜌𝜎𝜔2
1

𝜔

𝜕𝑘

𝜕𝑥𝑗

𝜕ω

𝜕𝑥𝑗
, 10−10)  

where, 𝑘  is the turbulence kinetic energy per unit mass, 
1

2
𝑢𝑖′𝑢𝑖′  (prime indicates 

fluctuating components); 𝜔  is the turbulence frequency (dissipation rate of turbulence 

kinetic energy); 𝑃𝑘 is the production rate of 𝑘; 𝜈𝑡 is the turbulent kinematic viscosity; 𝜏𝑖𝑗 

is the Reynolds stress tensor; 𝛿𝑖𝑗 is the Kronecker delta (𝛿𝑖𝑗 = 1, if 𝑖 = 𝑗 and 𝛿𝑖𝑗 = 0, if 

𝑖 ≠ 𝑗); 𝑆𝑖𝑗 is the mean strain rate of a fluid element; 𝑆 is the scalar measure of the strain 

rate; 𝑦 is the distance to the nearest wall; 𝐹1, 𝐹2 are blending functions, which are equal 
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to zero at the wall (switch to the 𝑘 − 𝜔 model) and tend to one in the far field (activate the 

𝑘 − 𝜀 model), realizing a smooth combination of the good near-wall behavior of the former 

one and the robustness of the later one in the far field. 𝛽∗, 𝑎1, are constants, 𝛽∗ = 0.09, 

𝑎1 = 0.31. All other constant coefficients are functions of 𝐹1 by a blending form of the 

corresponding coefficients of the two models, for example, 𝛽 = 𝐹1𝛽1 + (1 − 𝐹1)𝛽2. The 

coefficients are: 

 𝜎𝑘1 = 0.85, 𝜎𝜔1 = 0.5, 𝛽1 = 0.075, 𝛾1 = 5/9  

 𝜎𝑘2 = 1.0, 𝜎𝜔2 = 0.856, 𝛽2 = 0.828, 𝛾2 = 0.44  

There are two limiters in this model, equation (2.16) and equation (2.17), one for 

turbulent viscosity to give improved performance in flows with adverse pressure gradients 

and wake regions, the other for production rate of turbulence kinetic energy to prevent the 

build-up of turbulence in stagnation regions. 

The SAS concept is based on the introduction of the von Karman length scale into the 

turbulence scale equation. This source term is given by (Egorov and Menter, 2008): 

 𝑄𝑆𝐴𝑆 = 𝜌max(𝜁2𝜅𝑆
2√

𝐿

𝐿𝜈𝑘
− 𝐶𝑐

2𝑘

𝜎Φ
max(

1

𝜔2
𝜕𝜔

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗
,
1

𝑘2
𝜕𝑘

𝜕𝑥𝑗

𝜕𝑘

𝜕𝑥𝑗
) , 0) (2.18) 

with 

 𝐿 =
√𝑘

𝛽∗1/4𝜔
 

 𝐿𝜈𝑘 = max(
𝜅𝑆

|∇2𝐮|
, 𝐶𝑆√

𝜅𝜁2
𝛽

𝛽∗
−𝛾
Δ), Δ = Ω𝐶𝑉

1/3  

where, 𝐿 is the length scale of the modeled turbulence; 𝐿𝜈𝑘 is the von Karman length scale; 

Δ is the grid cell size, which is calculated as the cubic root of the control volume size Ω𝐶𝑉; 

𝜁2, 𝜅, 𝐶𝑐, 𝜎Φ, 𝐶𝑆 are constants (= 3.51, 0.41, 2, 2/3, 0.11, respectively). 

2.2.3.1. Boundary conditions for bed surface 

Since the porous media method is employed, sediment cells and fluid cells are treated 

equally, and the bed surface is not explicitly identified as a physical boundary in OpenFOAM. 

This is not an issue for the velocity, as the resistance term due to porous media in equation 

(2.2) could control the velocity in sediment cells within a reasonable range. Hoverer, for 

variables related to turbulence, i.e., 𝑘, 𝜔 and 𝜈𝑡, boundary conditions for the bed surface 

need to be set manually. 

The direct-wall boundary conditions for 𝑘 and 𝜈𝑡 are (Robertson et al., 2015): 
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 𝑘 = 0, 𝜈𝑡 = 0 (2.19) 

Taking into account what was mentioned earlier, turbulence is negligible when low 

porosity media are present, such as sand, and considering that 𝑘 = 0  can lead to 

computational instability, the values of 𝑘 for the cells below the bed surface and the bed 

surface itself are set to a very small value, which is the default lower allowable limit for 𝑘 

in OpenFOAM, i.e., 

 𝑘 = 10−20 (2.20) 

For the assignment of the boundary condition for 𝜔, the automatic near-wall treatment 

proposed by Menter and Esch (Menter and Esch, 2001) is adopted. 

 𝜔𝑣𝑖𝑠 =
6𝜈

𝛽1𝑦
2 (2.21) 

 𝜔𝑙𝑜𝑔 =
𝑘1 2⁄

𝐶𝜇
1 4⁄ 𝜅𝑦

 (2.22) 

where, 𝜔𝑣𝑖𝑠 is the value computed by the viscous sublayer assumptions; 𝜔𝑙𝑜𝑔 is the value 

computed by the inertial sublayer assumptions; 𝜈  is the kinematic viscosity; 𝐶𝜇  is the 

empirical constant, 0.09. The final boundary condition for 𝜔 is a smooth blending of 𝜔𝑣𝑖𝑠 

and 𝜔𝑙𝑜𝑔 by using a binominal function: 

 𝜔 = √𝜔𝑣𝑖𝑠2 +𝜔𝑙𝑜𝑔2 (2.23) 

The concept underlying the automatic near-wall treatment is that this method transitions 

gradually between a viscous sublayer formulation and wall functions, depending on the grid 

density. 

2.2.3.2. Initial inlet boundary condition 

Initial inlet values for 𝑘, 𝜔 and 𝜈𝑡 are also required. Estimates for 𝑘 and 𝜔 can be 

found in (Robertson et al., 2015). 

 𝑘𝑖𝑛 =
5𝑢∞

𝐿
 (2.24) 

 𝜔𝑖𝑛 = 10
−6𝑢∞

2 (2.25) 

where, 𝑢∞ is the magnitude of the mean freestream or inflow velocity; 𝐿 is the length of 

the computational domain in the streamwise direction. The initial value of 𝜈𝑡  can be 

obtained from 𝑘 and 𝜔. 

2.3. Sediment transport model 

The flow around in-stream structures is complex and varies rapidly, whose sediment 
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transport capacity is affected by complex flow features, such as downward flow, horseshoe 

vortex, localized pressure gradient, and turbulence intensity. The empirical formulas 

developed for the sediment transport capacity of gradually varied flows, e.g., equilibrium 

sediment transport, are not applicable to the local scour case (Wu, 2007). 

For considering the non-equilibrium sediment transport around spur dikes, an Eulerian-

Lagrangian coupled method proposed by Ota et al.(Ota et al., 2016a) is employed, which 

was constructed by extending the bed deformation model for bed load transport developed 

by Nagata et al. (Nagata et al., 2005) to the bed-material load by incorporating the suspended 

load. The method consists of 1) a Lagrangian model for the bed load component integrating 

the near-bed grain parcels trajectory and the motion equation, and 2) a suspended load 

transport model in the Eulerian grid.  

 

 

Figure 2.2 Sketch of sediment transport process 

The effect of non-equilibrium bed load transport is introduced by calculating the 

volume of sediment pickup, the trajectory of sediment motion, and the volume of sediment 

deposition (Nagata et al., 2005). As illustrated schematically in Figure 2.2, the calculation of 

the sediment transport process starts with the flow picking up sediment particles in a 

stationary state. The sediment thus picked up, combined with the gravitational settling of the 

suspended load is regarded as generating a bed load parcel of sediment particles in each 

computation cell on the bed surface. The movement of each bed load parcel is tracked using 

a Lagrangian method with the motion equation for a sediment particle. Along the trajectory, 

some particles of each parcel continue moving, while others may be deposited on the bed or 
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entrained into the suspension due to fluctuating vertical flow, and the parcel gradually 

disappears. Obviously, the Lagrangian and the Eulerian methods are connected through the 

sediment exchange between the bed load and the suspended load, as well as between the bed 

load and the stationary particles on the riverbed. 

2.3.1. Sediment pickup 

The volume of sediment pickup and the volume of sediment deposition are calculated 

with a stochastic model of sediment motion. 𝑉𝑝, the volume of sediment pickup per unit 

time from a numerical cell on the bed surface is given by: 

 𝑉𝑝 = (1 − 𝜂)𝑑𝑝𝑠𝑆𝑏𝑠 (2.26) 

where, 𝜂 is the sediment porosity; 𝑝𝑠 is the pickup rate; 𝑆𝑏𝑠 is the slope surface area in a 

bed surface cell, 𝑆𝑏𝑠 = 𝑆𝑏ℎ/ cos 𝜃𝑏; 𝑆𝑏ℎ is the area of 𝑆𝑏𝑠 projected onto the horizontal 

plane; 𝜃𝑏 is the local bed slope angle. 

The sediment porosity is obtained using the formula by Wu and Wang (Wu and Wang, 

2006). They revalidated the relationship between the initial porosity of sediment deposits 

and the sediment grain size using laboratory data and field data. 

 𝜂 = 0.13 +
0.21

(𝑑+0.002)0.21
 (2.27) 

It should be noted that the median diameter 𝑑 is in millimeters in the above equation. 

The pickup rate 𝑝𝑠  is computed from the following equation by Nakagawa et al. 

(Nakagawa et al., 1986). This equation includes the effect of the local bed slope on the 

sediment motion and can be used on a steep slope (Nagata et al., 2005). 

 𝑝𝑠√
𝑑

(
𝜌𝑠
𝜌
−1)𝑔

= 𝐹0𝐺∗𝜏∗ (1 −
𝑘𝑝Φ𝜏∗𝑐

𝜏∗
)
𝑚𝑝

 (2.28) 

with 

 𝐺∗ =
cosΨ+𝑘𝐿𝜇𝑠

𝜇𝑠
  

 Φ = (
𝜇𝑠 cos𝜃𝑏−sin𝜃𝑏 cos𝜃𝑏𝑠

cosΨ+𝑘𝐿𝜇𝑠
)
1+𝑘𝐿𝜇𝑠

𝜇𝑠
  

where, 𝜏∗ is the magnitude of dimensionless shear stress, (= 𝑢∗
2/((𝜌𝑠/𝜌 − 1)𝑔𝑑)); 𝑢∗ is 

the bed shear velocity determined using a logarithmic velocity profile; 𝜏∗𝑐 is the magnitude 

of dimensionless critical shear stress; 𝐺∗ is the coefficient of directional deviation between 

near-bed velocity and sediment movement; Φ is the coefficient of bed slope; 𝐹0, 𝑘𝑝, 𝑚𝑝 

are constants (= 0.03, 0.7, 3, respectively); Ψ is the angle between near-bed velocity and 
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sediment movement; 𝜃𝑏𝑠 is the angle between the direction of the maximum local bed slope 

and the sediment movement; 𝜇𝑠 is the static friction factor (= 0.7); 𝑘𝐿 is the ratio of lift 

force to drag force ( = 0.85 ); 𝜌𝑠  is the sediment density; 𝑔  is the magnitude of 

gravitational acceleration. 

The dimensionless critical shear stress is computed with the formula based on the 

median grain size proposed by Wu and Wang (Wu and Wang, 1999): 

 𝜏∗𝑐 =

{
  
 

  
 

0.126𝐷∗
−0.44, 𝐷∗ < 0.15

0.131𝐷∗
−0.55, 1.5 ≤ 𝐷∗ < 10

0.0685𝐷∗
−0.27, 10 ≤ 𝐷∗ < 20

0.0173𝐷∗
0.19, 20 ≤ 𝐷∗ < 40

0.0115𝐷∗
0.30, 40 ≤ 𝐷∗ < 150

0.052, 𝐷∗ ≥ 150

 (2.29) 

with 

 𝐷∗ = 𝑑 (
𝜌𝑠−𝜌

𝜌

𝑔

𝜈2
)
1/3

  

where, 𝐷∗ is the dimensionless grain size; 𝜈 is the kinematic viscosity. 

It should be noted that the above relationship was based on the data in the lower flow 

regime from stationary flat beds to moving plane beds, and covering the flow discharges of 

0.028~14260.0 m3/s , the flow velocities of 0.22~2.017 m/s , the flow depths of 

0.04~13.28 m, the water surface slopes of 0.000026~0.0103, and the sediment median 

sizes of 0.084~22.2 mm (Wu and Wang, 1999). 

2.3.2. Bed load movement 

The movement of a sediment particle in a time step is assumed to follow the local bed 

plane, that is the blue surface in Figure 2.3. As shown in this figure, two unit vectors, 𝐏𝑏1 

and 𝐏𝑏2, are defined on the 𝑜𝑥𝑦 and 𝑜𝑧𝑦 planes, respectively. Both of them are parallel 

to the local bed surface. 

 𝐏𝑏1 = (
cos𝜃𝑏1
−sin𝜃𝑏1

0
) =

(

  
 

𝑛𝑦

√𝑛𝑥
2+𝑛𝑦

2

−
𝑛𝑥

√𝑛𝑥
2+𝑛𝑦

2

0 )

  
 

 (2.30) 

 𝐏𝑏2 = (
0

−sin𝜃𝑏2
cos𝜃𝑏2

) =

(

  
 

0

−
𝑛𝑧

√𝑛𝑧
2+𝑛𝑦

2

𝑛𝑦

√𝑛𝑧
2+𝑛𝑦

2
)

  
 

 (2.31) 
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where, 𝜃𝑏1 𝜃𝑏2 are the angles of the local bed plane inclination in the 𝑥 and 𝑧 directions, 

respectively; vector (𝑛𝑥, 𝑛𝑦, 𝑛𝑧) is the upward-pointing unit normal vector of the local bed 

plane. 

 

 

Figure 2.3 Local bed plane for sediment particle movement 

Considering the fluid drag, submerged weight, bed friction and added mass, the motion 

equation of a sediment particle in the 𝐏𝑏𝑗(𝑗 = 1, 2) direction is given by (Ota et al., 2017): 

 𝜌 (
𝜌𝑠

𝜌
+ 𝐶𝑀)𝐴3𝑑

3 𝜕𝑢𝑠𝑒𝑑,𝑗

𝜕t
= 𝐷𝑗 +𝑊𝑗 − 𝐹𝑗     j = 1,2 (2.32) 

with 

 𝐷𝑗 =
𝜌𝐶𝐷

2
√𝑢𝑟,𝑖𝑢𝑟,𝑖𝑢𝑟,𝑗𝑐𝑒𝐴2𝑑

2, 𝑢𝑟,𝑗 = 𝑢𝑏,𝑗 − 𝑢𝑠𝑒𝑑,𝑗 

 𝑊𝑗 = {
−𝑊

sin𝜃𝑏1 cos
2 𝜃𝑏2

sin2 𝜃𝑝
, 𝑗 = 1

−𝑊
sin𝜃𝑏2 cos

2 𝜃𝑏1

sin2 𝜃𝑝
, 𝑗 = 2

, 𝑊 = (𝜌𝑠 − 𝜌)𝑔𝐴3𝑑
3 

 𝐹𝑗 = 𝜇𝑘 (𝑊
cos𝜃𝑏1 cos𝜃𝑏2

sin𝜃𝑝
− 𝑘𝐿√𝐷𝑖𝐷𝑖)

𝑢𝑠𝑒𝑑,𝑗

√𝑢𝑠𝑒𝑑,𝑖𝑢𝑠𝑒𝑑,𝑖
 

where, 𝑢𝑠𝑒𝑑,𝑗 is the sediment particle velocity in 𝐏𝑏𝑗 direction; 𝐶𝑀 is the coefficient of 

added mass (= 0.5) ; 𝐴2 , 𝐴3  are the shape coefficients of sediment grain for two- and 

three- dimensional geometrical properties (= π 4⁄ , π 6⁄ ) , respectively; 𝐷𝑗   is the fluid 

drag force on a sediment particle; 𝑊𝑗  is the submerged weight of sediment particle; 𝐹𝑗 is 

the friction force between sediment particles and the bed; 𝐶𝐷  is the drag coefficient 

(= 0.4); 𝑐𝑒 is the coefficient accounting for the effective application area of the drag force 
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( = 1.0 for moving particles, and = 0.4 for static particles); 𝑢𝑏,𝑗 is the near-bed velocity 

in 𝐏𝑏𝑗 direction; 𝜃𝑝 is the angle between 𝐏𝑏1 and 𝐏𝑏2; 𝜇𝑘 is the coefficient of kinetic 

friction of sediment particles (= 0.35). 

The position vector of a bed load parcel 𝐏𝑠𝑒𝑑
𝑛 and its cumulative moving distance  

𝑠𝑠𝑒𝑑
𝑛 at the end of the 𝑛th time step after generation, can be computed using the sediment 

particle velocity vector 𝐮𝑠𝑒𝑑 obtained from the above equations. 

 𝐏𝑠𝑒𝑑
𝑛 = 𝐏𝑠𝑒𝑑

𝑛−1 + ∆𝑡𝐮𝑠𝑒𝑑
𝑛 (2.33) 

 𝑠𝑠𝑒𝑑
𝑛 = 𝑠𝑠𝑒𝑑

𝑛−1 + ∆𝑡|𝐮𝑠𝑒𝑑
𝑛| (2.34) 

where, ∆𝑡 is the time step for bed load transport calculation; superscript 𝑛 represents the 

𝑛th step after the generation of a bed load parcel. 

2.3.3. Bed load deposition and entrainment 

For a bed load parcel, its deposition volume 𝑉𝑑
𝑛 and the volume of entrainment into 

the suspension 𝑉𝑠𝑢𝑠
𝑛 during the time 𝑛th time step are calculated by (Okudaira, 2021): 

 𝑉𝑑
𝑛 = 𝑉𝑏0𝐹𝑑

𝑛(1 − 𝐹𝑡
𝑛)  (2.35) 

with 

  𝑉𝑏0 = 𝑉𝑝 + 𝑉𝑠𝑒𝑡𝑡𝑙𝑒 

 𝑉𝑠𝑢𝑠
𝑛 = 𝐸𝑠𝑤𝑠𝑆𝑏ℎ (2.36) 

where, 𝑉𝑏0 is the volume of the bed load parcel when generated at the starting point; 𝑉𝑠𝑒𝑡𝑡𝑙𝑒 

is the gravitational settlement volume of the suspended load; 𝐹𝑑
𝑛 is the probability of a bed 

load particle being deposited on the bed during the 𝑛th time step; 𝐹𝑡
𝑛 is the probability of 

a bed load particle being entrained into suspension during the 𝑛 th time step; 𝐸𝑠  is a 

dimensionless coefficient describing the entrainment of sediment into suspension due to 

turbulence; 𝑤𝑠 is the settling velocity magnitude of a sediment particle.  

The deposition probability 𝐹𝑑
𝑛 and entrainment probability 𝐹𝑡

𝑛 read (Okudaira, 2021): 

 𝐹𝑑
𝑛 = 𝑓𝑑(𝑠𝑠𝑒𝑑

𝑛 )Δ𝑠𝑠𝑒𝑑
𝑛 = 𝑓𝑑(𝑠𝑠𝑒𝑑

𝑛 )∆𝑡|𝐮𝑠𝑒𝑑
𝑛| (2.37) 

with 

 𝑓𝑑(𝑠𝑠𝑒𝑑
𝑛 ) =

1

max(𝛬,1.0𝑒−10)
exp (−

𝑠𝑠𝑒𝑑
𝑛

max(𝛬,1.0𝑒−10)
) 

 𝛬 =
𝐾1

1+
𝐾2
𝜏∗

𝑑 

 𝐹𝑡
𝑛 =

𝑉𝑠𝑢𝑠
𝑛

𝑉𝑏0(1−𝐹𝑑
𝑛)

 (2.38) 

where, 𝑓𝑑(𝑠𝑠𝑒𝑑
𝑛 ) is the probability density function of the step length; 𝛬 is the average step 
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length; 𝐾1, 𝐾2 are constants (= 150, 1, respectively); Equation (2.38) comes from 𝑉𝑠𝑢𝑠
𝑛 =

𝑉𝑏0(1 − 𝐹𝑑
𝑛)𝐹𝑡

𝑛. Based on the Gaussian distribution, the movement distance of each bed load 

parcel is restricted to 3𝛬, and parcels exceeding 3𝛬 will be fully deposited. 

The entrainment coefficient 𝐸𝑠 is given by (Garcia and Parker, 1991): 

 𝐸𝑠 =
𝐴𝑍𝑢

5

1+
𝐴

0.3
𝑍𝑢

5
 (2.39) 

with  

 𝑍𝑢 =
𝑢∗

𝑤𝑠
𝑅𝑝

0.6, 𝑅𝑝 =
√(

𝜌𝑠
𝜌
−1)𝑔𝑑𝑑

𝜈
  

where, 𝑍𝑢  is a similarity variable for uniform sediment; 𝑅𝑝  is the particle Reynolds 

number; 𝐴 is a constant (= 1.3 × 10−7). 

Wu and Wang (Wu and Wang, 1999) derived the general relation of settling velocity 

magnitude as: 

 𝑤𝑠 =
𝑀𝜈

𝑁
[√

1

4
+ (

4𝑁

3𝑀2𝐷∗
3)
1 𝑛⁄

−
1

2
]

𝑛

 (2.40) 

with  

 𝑀 = 53.5𝑒−0.65𝑆𝑓, 𝑁 = 5.65𝑒−2.5𝑆𝑓, 𝑛 = 0.7 + 0.9𝑆𝑓 

where, 𝑆𝑓  is the Corey shape factor defined as 𝑐 √𝑎𝑏⁄   (𝑎 , 𝑏 , 𝑐  are the diameters of a 

sediment particle in the longest, the intermediate, and the shortest mutually perpendicular 

axes, respectively). For naturally worn sediment particles, the Corey shape factor is usually 

about 0.7 , and coefficients 𝑀 , 𝑁 , and 𝑛  have values of 33.9 , 0.98 , and 1.33 

respectively. 

2.3.4. Suspended load transport 

The suspended load transport is calculated by the advection-diffusion equation of 

sediment concentration as follows (Okudaira, 2021): 

 
𝜕𝐶𝑠𝑢𝑠

𝜕𝑡
+

𝜕

𝜕𝑥𝑗
[(𝑢𝑗 +𝑤𝑠

𝑔𝑗

𝑔
)𝐶𝑠𝑢𝑠] =

𝜕

𝜕𝑥𝑗
(
𝜈+𝜈𝑡

𝑆𝑐

𝜕𝐶𝑠𝑢𝑠

𝜕𝑥𝑖
) +

𝑉𝑠𝑢𝑠−𝑉𝑠𝑒𝑡𝑡𝑙𝑒

𝑉𝑏
 (2.41) 

 𝑉𝑠𝑒𝑡𝑡𝑙𝑒 = 𝑤𝑠𝐶𝑠,𝑏𝑆𝑏ℎ (2.42) 

where, 𝐶𝑠𝑢𝑠 is the sediment concentration; 𝐶𝑠,𝑏 is the sediment concentration near the bed; 

𝑉𝑏 is the volume of the cell near the bed; 𝑆𝑐 is the Schmidt number, computed using the 

formula by van Rijn (for β-factor ) (van Rijn, 1984; Wu, 2007): 

 
1

𝑆𝑐
= 1 + 2(

𝑤𝑠

𝑢∗
)
2

for 0.1 <
𝑤𝑠

𝑢∗
< 1 (2.43) 
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In the transport equation of sediment concentration, there is a source term accounting 

for the exchange between bed load parcels and suspended load near the bed boundary. The 

volume of entrainment, 𝑉𝑠𝑢𝑠 , originally in the Lagrangian frame is converted to the 

entrainment flux into Eulerian numerical cells adjacent to the bed boundary. In the current 

calculation, 𝑉𝑠𝑢𝑠  is distributed to the four cells, specifically, the cell where the 

corresponding bed load particle is located, as well as the cells that are the closest, second 

closest, and third closest neighboring cells to the bed load parcel. The distribution weights 

are calculated using the inverse distance weighting method. 

2.3.5. Bed deformation 

The deposition volume of each bed load parcel and the sediment pickup volume of each 

bed surface cell at every time step can be computed with the forementioned equations. Then, 

temporal changes in bed elevation can be obtained from: 

 (1 − 𝜂)
𝜕𝑧𝑏

𝜕𝑡
=

𝑉𝑑−𝑉𝑝

𝑆𝑏ℎ
 (2.44) 

where, 𝑧𝑏 is bed elevation. 

Similar to the volume of entrainment 𝑉𝑠𝑢𝑠 , the deposition volume 𝑉𝑑  in the 

Lagrangian frame needs to be distributed to four bed surface cells proportionally based on 

the distance from the deposition location. 

Finally, the porosity information of each computational cell can be updated according 

to the new bed elevation. 

2.4. Solutions 

2.4.1. Mesh system 

By default, OpenFOAM specifies 3D mesh consisting of unrestricted polyhedral cells 

with arbitrary polygonal boundary faces (Greenshields, 2020). This means that the cells can 

possess an unlimited number of faces, and for each face, there are no constraints on the 

number of edges or limitations on their alignment. 

To account for the complex boundaries near spur dikes in meandering channels, the 

unstructured triangular mesh is employed in the horizontal direction. Meanwhile, to facilitate 

locating the cells containing the bed surface and updating the porosity of each cell during 

changes in riverbed elevation, the structured mesh is adopted in the vertical direction. 

Ultimately, the semi-structured triangular prism mesh is used, where the cells are fully 
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overlapped in the vertical direction. 

2.4.2. Time step 

 

Figure 2.4 Flow chart of the model in this study  

(𝑡 is the simulation time count; 𝑡𝑠, 𝛥𝑡𝑠 are time count and time step for bed load transport and bed 

deformation, respectively; 𝑡𝑏, 𝛥𝑡𝑏 are time count and time step for bank mass failure, respectively; 

𝛥𝑡𝑓 is the time step for hydrodynamic model and suspended load transport) 

In the current Lagrangian method for bed load transport, it is essential to track the 

trajectory of bed load parcels generated at each time step, recording their positions and 

velocities until they disappear. Due to the limitation in computational memory, it becomes 

impractical to record information for all bed load parcels at all time steps (Ota et al., 2016a). 

On the one hand, to reduce computational memory cost, and on the other hand, also to save 

the computational time for bed load transport and bed deformation, the hydrodynamic model 
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and suspended load transport use the same time step as presented in Figure 2.4 (the time step 

for bank mass failure will be explained in Chapter 4). This time step is automatically adjusted 

according to the maximum global Courant number and the maximum Courant number for 

the interface of the VOF method. Meanwhile, the bed load transport and bed deformation 

are carried out using a larger time step to decrease the number of bed load parcels that need 

to be tracked.  

Nicholas (Nicholas, 2013) and Lesser et al. (Lesser et al., 2004) also used decoupled 

time steps for the hydrodynamic model and morphodynamic model to speed up the 

simulations and allow the simulations of long timescales of riverbed evolution. However, 

instead of using different time steps directly, they simply multiply the bed sediment changes 

by an acceleration factor to extend the morphological time step, where choosing a suitable 

acceleration factor remains a matter of judgment and sensitivity testing. Unlike that, in this 

study, the time step of the hydrodynamic model is multiplied by a constant factor as the time 

step for the bed load transport and bed deformation. 

2.4.3. Boundary conditions 

Table 2.1 Boundary condition types used in simulations 

Physical 

boundary 
Inlet Outlet Atmosphere Sidewall Bed 

𝛼 
variableHeightFlowR

ate 
zeroGradient inletOutlet 

zeroGradie

nt 

zeroGradie

nt 

𝐮 
variableHeightFlowR

ateInletVelocity 

zeroGradient or 

pressureInletOutletVelocity 

pressureInletOu

tletVelocity 

noSlip or 

partialSlip 

noSlip or 

partialSlip 

𝑝𝑑 fixedFluxPressure 
waterLevelTotalPressure 

(derived from totalPressure) 
totalPressure 

fixedFluxP

ressure 

fixedFluxP

ressure 

𝑘 fixedValue zeroGradient inletOutlet 
kqRWallFu

nction 

kqRWallFu

nction 

𝜔 inletOutlet zeroGradient inletOutlet 
omegaWall

Function 

omegaWall

Function 

𝜈𝑡 fixedValue calculated calculated 
nutUWallF

unction 

nutUWallF

unction 

𝐶𝑠𝑢𝑠 uniformFixedValue inletOutlet inletOutlet 
zeroGradie

nt 

zeroGradie

nt 

 

Setting appropriate boundary conditions is vital for the success of a simulation. In the 

current solver, initial conditions and boundary conditions for the phase fraction 𝛼, velocity 

𝐮, pressure 𝑝𝑑, turbulence kinetic energy 𝑘, turbulence frequency 𝜔, turbulent kinematic 

viscosity 𝜈𝑡  and suspended load concentration 𝐶𝑠𝑢𝑠  are required to be specified. The 
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commonly encountered physical boundaries include inlet, outlet, atmosphere (the open 

boundary with air), and impermeable wall (bed and sidewall). 

OpenFOAM offers a wide range of boundary condition types that can be selected by 

their keywords. The boundary condition types used in the simulations of this study are listed 

in Table 2.1 and explained in Table 2.2. More detailed descriptions can be found in its user 

guide and source code guide documentation (Greenshields, 2020; “OpenFOAM: User 

Guide,” n.d.; “The OpenFOAM Source Code Guide,” n.d.) 

Table 2.2 Description of boundary condition types 

Condition type Description 

𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 The boundary value of a variable is derived from other variables. 

𝑓𝑖𝑥𝑒𝑑𝑉𝑎𝑙𝑢𝑒 The boundary value is specified by a value given by the user. 

𝑢𝑛𝑖𝑓𝑜𝑟𝑚𝐹𝑖𝑥𝑒𝑑𝑉𝑎𝑙𝑢𝑒 It is a 𝑓𝑖𝑥𝑒𝑑𝑉𝑎𝑙𝑢𝑒 condition, but the given value can be a function of time. 

𝑡𝑜𝑡𝑎𝑙𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 
It is a 𝑓𝑖𝑥𝑒𝑑𝑉𝑎𝑙𝑢𝑒 condition, giving the pressure calculated from specified total 

pressure and local velocity. 

𝑧𝑒𝑟𝑜𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 
The normal gradient of variables from a boundary cell center tonto its boundary 

face is zero. For vector variables, their boundary tangential components are zero. 

𝑖𝑛𝑙𝑒𝑡𝑂𝑢𝑡𝑙𝑒𝑡 
It switches between 𝑧𝑒𝑟𝑜𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 condition for outflow and 𝑓𝑖𝑥𝑒𝑑𝑉𝑎𝑙𝑢𝑒 for 

inflow. The inlet value should be specified. 

𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒𝐼𝑛𝑙𝑒𝑡𝑂𝑢𝑡𝑙𝑒𝑡𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦 
It is a velocity inlet/outlet boundary condition for pressure boundaries, extremely 

common for boundaries where some inflow occurs, but the inlet value is no known. 

𝑓𝑖𝑥𝑒𝑑𝐹𝑙𝑢𝑥𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 

It is plied to pressure in scenarios where zeroGradient is commonly used, but body 

forces like gravity and surface tension force are present. The condition adjusts the 

gradient accordingly. 

𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝐻𝑒𝑖𝑔ℎ𝑡𝐹𝑙𝑜𝑤𝑅𝑎𝑡𝑒 
It specifies 𝛼 according to the local flow conditions. The values are restricted to 

fall within user-specified upper and lower bounds. 

𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝐻𝑒𝑖𝑔ℎ𝑡𝐹𝑙𝑜𝑤𝑅𝑎𝑡𝑒 

𝐼𝑛𝑙𝑒𝑡𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦 

It provides the mean velocity normal to inlet faces for multiphase flow based on a 

user-specified volumetric flowrate. 

𝑘𝑞𝑅𝑊𝑎𝑙𝑙𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 
It is a simple wrapper around the 𝑧𝑒𝑟𝑜𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 condition, providing 𝑘 for the 

case of high Reynolds number flow using wall functions. 

𝑜𝑚𝑒𝑔𝑎𝑊𝑎𝑙𝑙𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 
It provides a wall constraint on 𝜈𝑡 based on velocity for low- and high-

Renolds number turbulence models. 

𝑛𝑢𝑡𝑈𝑊𝑎𝑙𝑙𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 
It provides a wall constraint on 𝜔 for low- and high-Renolds number 

turbulence models. 

 

The outlet condition type 𝑤𝑎𝑡𝑒𝑟𝐿𝑒𝑣𝑒𝑙𝑇𝑜𝑡𝑎𝑙𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 for 𝑝𝑑 is developed based on 

𝑡𝑜𝑡𝑎𝑙𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒  condition. It provides 𝑝𝑑  for boundary faces calculated from the user-

specified water level. 

 𝑝𝑑 = {
𝑝0 + 𝜌𝑔ℎ for outflow

𝑝0 + 𝜌𝑔ℎ − 0.5|𝐮|
2 for inflow

 (2.45) 

where, 𝑝0 is the atmospheric pressure, 0; ℎ is the water level at the boundary. 

The above equation is used for the case of gravitational acceleration in the vertical 
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direction of the mesh coordinate system. Sometimes, when there is a slight angle between 

gravitational acceleration and the vertical direction of the mesh coordinate system, the 

positions of boundary faces need to be taken into consideration. 

In addition, for 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝐻𝑒𝑖𝑔ℎ𝑡𝐹𝑙𝑜𝑤𝑅𝑎𝑡𝑒𝐼𝑛𝑙𝑒𝑡𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦  inlet velocity boundary 

condition, the velocity magnitudes normal to boundary faces are computed from the user-

specified inflow discharge by: 

 𝑈𝑖 =
𝑄

∑ (𝐴𝑖𝛼𝑖)
𝑛
𝑖=1

𝛼𝑖 (2.46) 

where, 𝑖  is the boundary face label; 𝑄  is the inflow volumetric discharge;  𝐴  is the 

boundary face area; 𝑛 is the number of faces of an inlet boundary. 

The actual inlet flowrate obtained with velocities from the above equation tends to be 

underestimated, especially in cases with wide inlet water surfaces and large vertical grid 

sizes. Therefore, a simple correction has been applied, and the above equation is replaced by 

the following expression: 

 𝑈𝑖 =
𝑄

∑ (𝐴𝑖𝛼𝑖
2)𝑛

𝑖=1

𝛼𝑖 (2.47) 

2.4.4. Solution schemes 

In OpenFOAM, there are a variety of numerical schemes for discretization of temporal 

terms, convection terms and diffusion terms in all governing equations by simply specifying 

their keywords in the dictionary file. Detailed descriptions of the schemes can be found in 

some guides and papers (Greenshields, 2020; Greenshields and Weller, 2022; Robertson et 

al., 2015). 

Considering that second-order schemes are accurate but unbounded and may cause 

unphysical oscillation, the temporal terms are discretized with the Euler implicit method, 

which is first-order accurate in time but guarantees the boundedness of the solution. 

Additionally, the Crank-Nicolson method, using a blending factor to balance accuracy and 

boundedness, is also an option. When its blending factor is zero, it becomes the Euler method, 

and when the blending factor is one, it has second-order accuracy. 

For the gradient terms, “cellLimited Gauss linear” is specified. The interpolation 

scheme is determined by the keyword “linear”, indicating second-order linear interpolation 

or central differencing. The keyword “Gauss” means the standard finite volume 

discretization with Gaussian integration, necessitating the interpolation of values from cell 

centers to face centers. The “cellLimited” method is used to enhance the boundedness and 
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stability, which restricts the calculated face gradient values from exceeding those of the 

surrounding cells by specifying a limiting coefficient.  

The divergence terms are discretized using “Gauss linearUpwind”, which is second 

order, upwind-biased, and much less unbounded than the linear scheme, except for phase 

fraction 𝛼  using the TVD (van Leer) scheme with an interface compression method 

(“Gauss interfaceCompression vanLeer”). However, sometimes the divergence terms of 𝑘 

and 𝜔  are discretized with the first-order upwind scheme to improve boundedness and 

stability. After all, turbulence is a diffusive process so using a first-order accurate 

discretization method for the turbulence variables is acceptable. 

Concerning the Laplacian terms, the “Gauss linear corrected” scheme is selected. This 

scheme is utilized for grids with grading and non-orthogonality, providing second-order 

accuracy and bounded performance depending on the grid quality. Besides, the numerical 

scheme for the surface normal gradient terms is also required to be specified, typically using 

the same method as chosen for the Laplacian terms, i.e., “corrected” in this study. 

The pressure-velocity coupling procedure for transient flow calculations, the PISO 

(Pressure-Implicit with Splitting of Operators) algorithm originally proposed by Issa (Issa, 

1986), is employed to solve the governing equations of the hydrodynamic model. The 

implementation of this pressure-velocity treatment in OpenFOAM is based on the detailed 

elaboration in Jasak (Jasak, 1996). It divides the solving process into three stages: 

1) Momentum predictor: at this stage, the pressure field from the preceding time step is 

utilized to solve the momentum equation first, yielding an estimate of the new velocity field, 

that is, the predicted velocities. 

2) Pressure solution: use the predicted velocities to solve the pressure equation, which 

is assembled from governing equations and give the estimate of the new pressure field. 

3) Explicit velocity correction: update the velocity field based on the new pressure field 

obtained at the second step in an explicit manner. 

2.5. Model validation 

Since in the next chapter, the model would be used for numerical simulations of the 

flow field and sediment transport around spur dikes in meandering channels, it was necessary 

to validate its applicability for such cases through observed data before application. 

Ota et al. (Ota et al., 2017) have well reproduced the erosion and deposition around 
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both impermeable and partially permeable (Bandal-like) spur dikes in a straight flume with 

the same porous media method, VOF method, and Eulerian-Lagrangian sediment transport 

model but Large Eddy Simulation (LES) model for turbulence. Ota and Sato (Ota and Sato, 

2020) have applied the SAS model to the study of lateral diversion with vanes, successfully 

achieving a reasonable resolution of coherent turbulence structures. Okudaira (Okudaira, 

2021) has utilized the model in the study on the effect of permeability of the Bandal-like 

structure on bed deformation in a straight flume. Hence, at present, it can be concluded that 

the model can be used to analyze the flow and sediment transport around spur dikes in 

straight channels.  

On this basis, this section extended the applicability of the model to the simulations of 

flow and sediment transport in meandering channels. The extension was validated using 

published data from two experiments, one for the flow filed in a bend and the other for the 

bed deformation in a meandering channel. 

2.5.1. U-shaped flume case for flow field 

(1) Case setup 

 

Figure 2.5 Experimental channel outline and cross-section locations 

The experimental data of de Vriend (de Vriend, 1979) was used to validate the model’s 

performance for flow field in curved channels. As illustrated in Figure 2.5, it was a 1.7 m 
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wide U-shaped channel with a horizontal bottom and vertical sidewalls. The upstream and 

downstream straight reaches had a length of 6 m. In the bend, the radius of curvature of the 

flume axis was 4.25 m. The experiment was carried out with a steady inflow of 0.189 m3 s⁄  

and a constant outlet water level of 0.1876 m. 

(2) Results 

 

 

 

Figure 2.6 Comparison of the water levels 
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For comparing the observed and the simulated results, 20 cross-sections (CS3, CS5-

CS23) along the channel were considered as shown in Figure 2.5. At each cross-section, 

water levels at three positions were compared. The three positions were close to the inner 

bank, at the center, and close to the outer bank, marked by green, blue, and red, respectively, 

where the inner and outer positions were 10 cm away from the sidewalls. The comparison 

between simulated water levels and measured water levels along the green line, blue line, 

and red line in Figure 2.5 was plotted in Figure 2.6. We can see that the simulated water 

levels aligned well with the observed water levels of the experiment, with only slight 

underestimation in some areas, especially along the line near the outer bank. This might be 

attributed to that the bed and bank friction could not be exactly determined. 

 

   

   

Figure 2.7 Comparison of the velocity distribution along depth at CS12 and CS15 

Regarding the flow velocity comparison, two representative cross-sections, CS12 

located at the apex of the bend, and CS15 located halfway between the apex and end of the 

bend, were selected. Similarly, the vertical velocity distribution along depth at three positions, 
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inner, center, and outer points, was compared, and the results were depicted in Figure 2.7. 

The simulated velocity distribution has matched the shape of the observed velocity 

distribution. At the inner position of the two cross-sections and the center position of the 

CS15, they were almost identical, although, at the outer positions of both and the center 

position of CS12, there was a slight overestimation, which was consistent with the 

underestimation of water level along the line close to the outer sidewall. This is likely due 

to the difficulty of perfectly matching the boundary friction conditions of the simulation with 

the experiment. 

Overall, the model has reasonably reproduced the experimental observations. 

2.5.2. Meandering channel case for bed deformation 

(1) Case setup 

 

Figure 2.8 Experimental meandering channel of (source: (da Silva and El-Tahawy, 2008)) 

A series of movable bed experiments in a meandering channel have been conducted to 

investigate the distributions of flow plan and erosion-deposition zones under different 

conditions by da Silva and El-Tahawy (da Silva and El-Tahawy, 2008). Among their 

experimental runs, run 1 was chosen to validate the model applicability in the bed 

deformation of meandering channels. The plan view of the experimental channel is depicted 

in Figure 2.8. it was a sine-generated meandering channel with a maximum deflection angle 

of 70°. The channel had vertical rigid sidewalls with a channel width of 80 cm. There was a 

2 m long straight approach channel at the upstream end. The initial flat bed consisted of well-
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sorted silica sand with a median grain size of 0.65 mm and a specific density of 2.65. For 

run 1, the initial bed slope is 1:450. This case was conducted with an average water depth of 

7.5 cm and a constant discharge of 11.0 l s⁄ , concluding after 75 min. 

 

 

Figure 2.9 Experimental bed deformation contour (source: (da Silva and El-Tahawy, 2008)))  

 

Figure 2.10 Simulated bed deformation contour 

(2) Results 

Figure 2.9 and Figure 2.10 display the final bed deformation results for the experiment 

and simulation at 75 min, respectively, where dark colors and blue represent erosion, while 

light colors and red indicate deposition. By comparing them, we can see that the numerical 

result has captured the bed deformation features observed in the experiment such as the scour 
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pools along the outer banks, the deposition bars along the inner banks, and alternating 

deposition-erosion zones along the channel. The ranges of deposition and erosion exhibited 

a close alignment, especially with a good match for the -0.5 cm contour line. However, there 

were some areas with underestimation, particularly in the erosion of the second meander, 

which might be attributed to the inaccurate bank friction and bed shear stress. 

In summary, the model is applicable for the investigation of bed deformation in 

meandering channels. 

2.6. Summary 

In this chapter, the 3D numerical model for the instigation of the flow and sediment 

transport around spur dikes in meandering channels is presented.  

It consists of two parts: the hydrodynamic model and the sediment transport model. The 

hydrodynamic model includes the use of the porous medium method (PMM) for seepage 

flow within the bed, the volume of fluid (VOF) method to capture the free surface, and the 

𝑘 − 𝜔 SST SAS model for turbulence effect. The sediment transport model includes the 

Eulerian method for suspended load, the Lagrangian method for bed load, and the Exner 

equation for bed deformation. Benefiting from the PMM, it is possible to use the fixed cell 

to simulate bed deformation, making it suitable for large deformations such as the local scour 

near spur dike tips and complex bed topography. Additionally, the Lagrangian method 

enables the consideration of non-equilibrium sediment transport induced by spur dikes. 

Based on the applications in straight channels by Ota et al. (Ota et al., 2017), Ota and 

Sato (Ota and Sato, 2020), and Okudaira (Okudaira, 2021), the model was tested for the flow 

field with a U-shaped channel experiment and for the bed deformation based on a movable 

bed experiment in a meandering channel to validate its applicability to the investigation of 

the flow and sediment transport around spur dikes in meandering channels for subsequent 

simulations. For the first one, the simulated water levels and velocity distribution along depth 

aligned well with the observed ones. For the second one, the numerical result has captured 

the bed deformation features observed in the experiment. It can be concluded that the model 

can be used to analyze the flow and sediment transport around spur dikes in meandering 

channels. 
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Chapter 3.  

3D numerical simulation in meandering channels 

3.1. Introduction 

The most characteristic features of natural streams, regardless of size, are the absence 

of long straight reaches and the presence of frequent meanders (Leopold and Langbein, 

1966). The erosion-deposition zones and convergence-divergence flow patterns alternate 

periodically along the meandering channels and are affected by the channel sinuosity (da 

Silva and Yalin, 2017). Therefore, the flow and sediment transport around spur dikes are 

affected by not only the arrangement of spur dikes but also the sinuosity of meandering 

channels. 

As the flow pattern changes with the sinuosity, a spur dike at the same location in 

meandering channels with different sinuosities or at different positions in the same channel 

can result in different collision angles with the flow, increasing the randomness of bed 

deformation. As a result, in the following section, a spur dike was sequentially placed at 

different locations in different meandering channels to numerically investigate the effect of 

both spur dike position and channel sinuosity. 

Spur dikes are typically arranged in series to achieve a more effective outcome from 

both the perspectives of bank protection and navigation (Giri et al., 2003). The spacing 

between two adjacent spur dikes is an important consideration in spur dike design, serving 

as a critical parameter to balance the performance and construction cost. In the subsequent 

section, a series of spur dikes with different spacings were installed in different meandering 

channels to investigate the influence of both spur dike spacing and channel sinuosity, and 

their overall performance was quantitatively assessed by comprehensively considering 

different factors using the weighted sum approach for multiobjective programming problems. 

3.2. The effect of the location of a single spur dike and channel sinuosity 

3.2.1. Introduction 

Since most of the previous studies on the effect of spur dikes in meandering channels 

(Kafle, 2021; Karki, 2019; Sharma and Mohapatra, 2012; Tripathi and Pandey, 2021a) were 
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carried out for the case of either a single meandering channel or a single arrangement of spur 

dikes, the work to systematically study the effect of both the channel sinuosity and the 

location of a single spur dike is still necessary.  

On the one hand, separation zones are observed on the upstream and downstream sides 

of a spur dike (Sharma and Mohapatra, 2012), and the spacing between two adjacent spur 

dikes must be smaller than the downstream separation zone length (the distance between the 

spur dike and reattachment point in Figure 1.1 (a)) (Elhakeem et al., 2017). On the other 

hand, the local scour, which may jeopardize the safety of the structure, has been one of the 

fundamental concerns of researchers for years (Basser et al., 2015). As a result, in this section, 

a single spur dike was sequentially installed at different locations in different meandering 

channels to numerically investigate the effect of its location on both the downstream 

separation zone and local scour, as well as its relationship with the channel sinuosity. 

3.2.2. Case setup 

(1) Channel geometry 

The sine-generated curve (SGC) proposed by Langbein and Leopold (Langbein and 

Leopold, 1966) is widely acknowledged as an idealized description of the channel centerline 

of natural regular meandering streams (Mecklenburg and Jayakaran, 2012).  

 

 

Figure 3.1 Layout plan of the channel arrangement 

(Ch45 represents the channel with a maximum deflection angle of 45°) 
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Table 3.1 Channel parameters 

No. Ch45 Ch60 Ch75 

Maximum deflection angle, 𝜃0 (°) 45 60 75 

Sinuosity, 𝜎 1.17 1.34 1.63 

Meander wavelength, 𝛬𝑀 (m) 2 2 2 

Meander length, 𝐿 (m) 2.34 2.68 3.26 

Channel width, 𝐵 (m) 0.2 0.2 0.2 

Spur dike length 𝑏 (m) 0.03 0.03 0.03 

 

Referring to the channels by Karki (Karki, 2019), the channel geometry is depicted in 

Figure 3.1. The centerline of the meanders is the SGC, determined by the following equation 

(Langbein and Leopold, 1966): 

 𝜃 = 𝜃0 cos (2𝜋
𝑙𝑐

𝐿
) (3.1) 

where, 𝐿 is the meander length, i.e., total path distance along a complete meander; in a 

curvilinear coordinate system with the origin located at the crossover point 𝑂1 (Figure 3.1), 

𝑙𝑐 is the path distance to 𝑂1 along the centerline of the channel; 𝜃 is the deflection angle 

at any 𝑙𝑐; 𝜃0 is the maximum deflection angle. However, Karki (Karki, 2019) actually did 

not directly use the above equation as the channel centerline but instead fitted arcs and 

straight lines to facilitate the experimental channel construction. The meandering channel 

sinuosity is given by: 

 𝜎 =
𝐿

𝛬𝑀
 (3.2) 

where, 𝜎 is the sinuosity, uniquely determined by 𝜃0; 𝛬𝑀 is the meander wavelength. 

Three channels were considered, with sinuosities 𝜎 of 1.17, 1.34, and 1.63, maximum 

deflection angles 𝜃0 of 45°, 60°, and 75°, referred to as Ch45, Ch60, and Ch75, respectively. 

The channels had a width of 20 cm. Existing data indicated that the flow pattern and bed 

topography characteristics in sine-generated streams were affected by the ratio of the 

meander wavelength 𝛬𝑀 to the channel width 𝐵 (da Silva and Yalin, 2017). Consequently, 

all channels were designed to have the same meander wavelength to keep the same ratio. In 

each channel, there were two consecutive meanders, with their upstream and downstream 

ends connected to rigid straight channels with lengths of 0.5 m and 1.0 m, respectively.  

(2) Spur dike arrangement 

As illustrated in Figure 3.2, taking the 45° channel for example, in each channel, an 

impermeable rectangular spur dike was installed at 6 locations downstream of the crossover 
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point 𝑂1. In total, 18 cases have been simulated. The spur dike location was determined by 

the nondimensional location 𝑙𝑐
∗ = 𝑙𝑐 𝐿⁄  , which was obtained by normalizing the path 

distance 𝑙𝑐 with the meander length 𝐿. The spur dike had a length of 3 cm, equivalent to 

15% of the channel width. The crest of the spur dike was level with the banks, considering 

only the non-submerged condition.  

 

 

Figure 3.2 Location of the spur dike in Ch45 

(3) boundary conditions 

Table 3.2 Boundary conditions 

Upstream discharge (clear water) (l/s) 0.95 

Downstream water depth (cm) 2.86 

Channel bed slope 1:550 

Sediment properties 

Density (kg m3⁄ ) 1410 

Mean diameter (mm) 0.72 

 

Boundary conditions were set based on the experiments of Karki (Karki, 2019). As 

listed in Table 3.2, in each case, the inlet flow was maintained constant with a discharge of 
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0.95 l/s, and no sediment was fed to the channel during the simulation, the outlet water depth 

was kept at 2.86 cm. All simulations concluded at 60 min. The channel banks were non-

erodible, and the movable bed was filled with non-cohesive sediment, featuring a median 

grain size of 0.72 mm and a specific gravity of 1.41. The initial bed slope was 1:550. 

In these simulations, GID software was used to generate the semi-structured triangular 

prism mesh. Horizontal cell size was 1 cm, but 2.5 mm around the spur dike. 

3.2.3. Results and discussions 

(1) Downstream separation zone length and bank protection extent 

The variation of longitudinal near-bed velocity along the left bank was used to find the 

length of the downstream separation zone. The distance between the spur dike and the point 

directly downstream where a non-negative value of the longitudinal velocity was observed 

was taken as the downstream separation zone length 𝐿1. 

 

 

Figure 3.3 Downstream separation zone length of a spur dike in different cases 

The nondimensional downstream separation zone length 𝐿1
∗ , which was the 

downstream separation zone length 𝐿1 normalized by the spur dike length 𝑏, was plotted 

graphically and analyzed in Figure 3.3, where the horizontal axis was the dimensionless spur 

dike location 𝑙𝑐
∗
  (Figure 3.2). For cases of Ch45, the nondimensional downstream 

separation zone length 𝐿1
∗ was maximum when 𝑙𝑐

∗
 was equal to zero, i.e., the spur dike 

was located at the outer bank of the section of the first crossover point (point 𝑂1 in Figure 
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3.1). As 𝑙𝑐
∗
 increased and the spur dike location moved downstream, 𝐿1

∗ decreased and 

reached the minimum value at 𝑙𝑐
∗ = 0.25, that is, the spur dike was located at the outer bank 

of the apex section (point 𝑎1 in Figure 3.1). After that, 𝐿1
∗ increased slightly and remained 

around 7.0. This variation trend of 𝐿1
∗ with the spur dike location at the outer bank was 

basically consistent with the experimental results of cases 4 to 8 in a 50° meandering channel 

by Sharma and Mohapatra (Sharma and Mohapatra, 2012). The trend of the variation of 𝐿1
∗ 

for Ch60 cases was similar to that of Ch45 cases, but its 𝐿1
∗ reached the minimum value 

around 𝑙𝑐
∗ = 0.5 (crossover point 𝑂2 in Figure 3.1), and 𝐿1

∗ of all locations was greater 

than that of Ch45 cases. For Ch75 cases, although the results were somewhat fluctuating, the 

overall trend was consistent with the first two channels, that is, overall, 𝐿1
∗ decreased as 

𝑙𝑐
∗
 increased. In addition, it seemed that the spur dike location for minimum 𝐿1

∗ varied 

with the channel sinuosity. For all cases, at the same spur dike location, except for 𝑙𝑐
∗
 equal 

to 0.125 and 0.25 (upstream of the apex point 𝑎1), 𝐿1
∗ increased as the sinuosity increased. 

In other words, downstream of the outer bank apex at the same location, 𝐿1
∗ increased with 

an increase in channel sinuosity. 

As a result, larger spacing can be used in upstream reach, especially upstream of the 

apex. In the reach near the crossover point (𝑂2), the spacing should be reduced accordingly. 

Non-uniform spacing can be adopted to reduce the cost of construction and improve cost-

effectiveness. In addition, the spacing also should be adjusted with the channel sinuosity. 

 

 

Figure 3.4 Bank protection extent of a spur dike in different cases 
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Bank protection extent 𝐿𝑝 is the length of the bank downstream of the spur dike where 

the riverbed deformation is greater than 0. It was determined by observing the riverbed 

deformation along the left bank. Due to the longitudinal alternation of adjacent erosion-

deposition zones in meandering streams, the bank protection extent for 𝑙𝑐
∗
 = 0 (crossover 

point 𝑂1 ), 0.5, and 0.625 (downstream of the crossover point 𝑂2 ) could not be clearly 

measured. As a result, only the bank protection extent for 𝑙𝑐
∗
 between 0.125 and 0.375, i.e., 

the spur dike was located between the two crossover points, is presented in Figure 3.4. The 

nondimensional bank protection extent, 𝐿𝑝
∗ = 𝐿𝑝 𝑏⁄ , of Ch45 cases was observed in the 

range of 4.9 to 6.4 and decreased mildly with 𝑙𝑐
∗
 increasing. The results of Ch60 cases were 

close to those of Ch75 cases, in the range of 6.0 to 7.0, and marginally increased as 𝑙𝑐
∗
 

increased. Overall, the values of bank protection extent were concentrated between 5 and 7 

times the spur dike length, less than the corresponding downstream separation zone length 

compared to Figure 3.3. 

(2) Maximum local scour depth 

 

 

Figure 3.5 Local scour depth around a spur dike tip in different cases 

The scour hole was observed around the spur dike tip due to the local scour. The 

maximum eroded depth of the scour hole near the spur dike tip was taken as the maximum 

local scour depth 𝑑𝑝, which was measured by observing the riverbed deformation along the 

cross-section where the spur dike was located. Figure 3.5 depicts the variation of maximum 
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local scour depth 𝑑𝑝 with the nondimensional spur dike location 𝑙𝑐
∗
 for the three channels. 

The results of the three channels had the same trend, 𝑑𝑝  was minimum at the furthest 

upstream. increased as the spur dike moved downstream and reached the maximum value 

near the crossover point (𝑂2), which might endanger its safety. In this reach, it is more likely 

that specific measures are required to be taken to mitigate the local scour, for example, 

changing the orientation, spacing, or type of the spur dike. Upstream of this location, 

channels with greater sinuosity exhibited larger local scour, whereas the opposite trend was 

observed downstream. 

3.3. The effect of the spacing of a series of spur dikes and channel sinuosity 

3.3.1. Introduction  

The spacing between two adjacent spur dikes is an important consideration in spur dike 

design, serving as a critical parameter to balance the performance and construction cost. 

Most of the previous studies on spacing (Cao et al., 2013; Gu et al., 2020; Möws and Koll, 

2019; Ning et al., 2019; Vaghefi et al., 2016) were conducted in either straight channels or a 

single bend, and they were concentrated on the hydrodynamic and morphodynamic 

processes. In addition, although the development of local scour may pose a risk to the 

stability of spur dikes, the pools formed by the local scour and the diversified flow around 

spur dikes are attractive for enhancing the aquatic habitat (Sadat and Tominaga, 2015). The 

investigation of the spacing of spur dikes in meandering channels and its effect on the aquatic 

habitat is rarely concerned. Therefore, the work to identify the optimum spacing in 

meandering channels and to instigate the effect on the aquatic habitat is still required. 

In this section, the effect of two sinuosities and five spacings on bed deformation and 

flow was numerically investigated at first. Then, an equation using the weighted sum 

approach for multiobjective programming problems was proposed to quantify the overall 

performance of different spacings by considering four factors of bank protection 

effectiveness, structural stability, construction cost, and aquatic habitat, in order to identify 

the optimum spacing for each channel. 

3.3.2. Case setup 

(1) Channel geometry and boundary conditions 

In this section, the channels Ch45 and Ch60 used in the previous section were taken 
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into consideration, having sinuosities of 1.17 and 1.34, along with maximum deflection 

angles of 45° and 60°, respectively (Figure 3.1). Except for the arrangement of spur dikes, 

the bed sediment conditions, and hydraulic boundary conditions were the same as in the 

previous section (Table 3.2), and the duration of each simulation was also 60 minutes. 

(2) Arrangement of spur dikes 

The spacing between spur dikes is often expressed as a multiple of the spur dike length, 

and a ratio of 2 to 6 is generally used for bank protection (Alauddin et al., 2017). Therefore, 

from 2 to 6 times the spur dike length, we set 5 spacing cases in each channel and simulated 

10 cases in total. Detailed arrangements are shown in Figure 3.6. Regarding the extent of 

spur dikes, the location of the first spur dike (most upstream) followed the criteria by Brown 

(Brown, 1984), the last spur dike was placed near the crossover point (𝑂2 in Figure 3.1) 

according to the simulations of a single spur dike in the previous section. The dimensions of 

spur dikes were the same as in the previous section, with a length of 3 cm (15% of the channel 

width). The crests of spur dikes were level with the banks, considering only the non-

submerged condition. 

In this section, GID software was still used to generate the semi-structured triangular 

prism mesh with an average horizontal cell size of 2.5 mm around spur dikes and 1 cm 

elsewhere. 

 

 

(a) Ch45 (the channel with a maximum deflection angle of 45°) 
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(b) Ch60 (the channel with a maximum deflection angle of 60°) 

Figure 3.6 Spur dikes arrangement for Ch45 and Ch60 

3.3.3. Results and discussions 

(1) Bed deformation 

Bed deformation contours of all cases of Ch45 at the final stage are shown in Figure 

3.7. Consistent with the straight channel experiment of Ning et al. (Ning et al., 2019), an 

integral large scour zone was formed downstream of the first (most upstream) spur dike with 

a small spacing of 2𝑏 (Figure 3.7 (a)), and the local scour hole of each spur dike remained 

relatively complete with a large spacing (Figure 3.7 (e)). However, meandering channel had 

its own features. When the spacing was 3𝑏, a new scour zone formed downstream of the 

apex, and it was deeper than the scour zone near the first spur dike (Figure 3.7 (b)). This was 

different from the straight channel experiment result of Ning et al. (Ning et al., 2019), where 

the new scour zone was not deeper than the one near the first spur dike. Besides, relatively 

intact small scour holes were observed around the two most downstream spur dikes After 

that, as the spacing increased, the individual scour holes around downstream spur dikes 

became apparent, and new separate scour holes gradually appeared near the further upstream 

spur dikes (Figure 3.7 (c), (d)). As shown in Figure 3.7 (e), there was no independent scour 

hole around the second spur, and the spur dike installed near the apex seemed to be 

ineffective and unnecessary. 
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 (a) Spacing = 2b (b) Spacing = 3b  

    

 (c) Spacing = 4b (d) Spacing = 5b  

 

 (e) Spacing = 6b 

Figure 3.7 Contours of bed deformation for Ch45 

The trend of Ch60 cases, as shown in Figure 3.8 was similar to that of Ch45 cases. 

However, due to the effect of the sinuosity, even with a spacing of 2𝑏 , there were two 

separate scour zones in Figure 3.8 (a), and the one downstream was deeper than the one 

upstream. Besides, compared to Ch45, the most sever scour location shifted upstream. In the 

cases with large spacings, the depths of scour holes around the four downstream spur dikes 

were extremely similar in Ch45 (Figure 3.7 (d), (e)), while in Ch60, the local scour of the 

spur dikes close to the apex was more severe than that of the more downstream spur dikes 

(Figure 3.8 (d), (e)). This should be related to the erosion-deposition zones shifting with the 

sinuosity in meandering channels. 
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 (a) Spacing = 2b (b) Spacing = 3b  

    

 (c) Spacing = 4b (d) Spacing = 5b  

 

 (e) Spacing = 6b 

Figure 3.8 Contours of bed deformation for Ch60 

Based on the above results, in meandering channels, non-uniform spacing should be 

adopted to reduce the spur dike number, i.e., the construction cost. For Ch45, it is appropriate 

to gradually reduce the spacing from upstream to downstream, while for Ch60, it seems 

better to use a larger spacing both upstream and downstream, but a smaller spacing in the 

middle. 

In addition, unlike straight channels where the maximum scour depth is generally found 

in the vicinity of the first spur dike tip (Ning et al., 2019), in meandering channels, serious 

local scour occurred not only near the first spur dike tip but also surrounding the spur dikes 

located downstream of the apex. The erosion in the latter location was much severer than the 

Scour zone 2 

 

Scour zone 1 
 



52 

 

former one in most cases. Both locations should be given special attention to control local 

scour in practices. 

(2) Flow field 

 

 

    

 (a) Spacing = 2b (b) Spacing = 3b  

    

 (c) Spacing = 4b (d) Spacing = 5b  

 

 (e) Spacing = 6b 

 Figure 3.9 Contours of near-bed velocity (at 10% water depth) magnitude for Ch45 

Rigid flat bed simulations were conducted to analyze the flow field. Figure 3.9 and 

Figure 3.10 present the contours of near-bed velocity (at 0.1 water depth) magnitude. The 

mainstream was shifted from the outer bank to the inner bank by spur dikes. Affected by the 

meander, the first spur dike effectively deflected the flow away from the outer bank, forming 

a long low-velocity zone. Downstream the apex, the flow hit spur dikes again resulting in a 
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new local scour zone in addition to the one around the first (most upstream) spur dike. With 

a small spacing of 2𝑏, in the proximity of the spur dike tips, the velocity magnitude and the 

contour line density were not large, and the velocity contour lines were quite smooth, 

indicating a smooth transition of streamlines. As the spacing increased, the contour lines 

close to spur dike tips became increasingly rough and jagged. Starting from downstream, the 

contour line density around spur dike tips increased, i.e., higher velocity gradient, and the 

flow penetrated into the spur dike fields, leading to separate local scour holes. 

 

 

    

 (a) Spacing = 2b (b) Spacing = 3b  

    

 (c) Spacing = 4b (d) Spacing = 5b  

 

 (e) Spacing = 6b 

Figure 3.10 Contours of near-bed velocity (at 10% water depth) magnitude for Ch60 
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 (a) Spacing = 2b (b) Spacing = 3b  

    

 (c) Spacing = 4b (d) Spacing = 5b  

 

 (e) Spacing = 6b 

Figure 3.11 Longitudinal profiles of near-bed velocity (at 10% water depth) magnitude along spur tips 

The near-bed velocity (at 10% water depth) magnitude along spur tips was plotted in 

Figure 3.11. 𝐿 is the meander length, 𝑙𝑐 is the distance to the crossover point 𝑂1 along the 

centerline as shown in Figure 3.1. The first spur dike had the most significant flow-deflecting 

effect, resulting in the minimum flow velocity downstream of it. With a small spacing of 2𝑏 

(Figure 3.11 (a)), the fluctuations of velocity magnitude along spur dike tips were small, 

indicating a relatively smooth transition of streamlines. As the spacing increased, the 

fluctuations became bigger and bigger, that is, the velocity gradient, the velocity magnitude 

and the turbulence increased, leading to separate local scour holes. In Ch45, the velocity 

fluctuations amplitude became larger downstream from the apex almost for all cases. In 

Ch60, 2𝑏, 3𝑏, and 4𝑏 cases (Figure 3.11 (a), (b), (c)) had the same pattern, but for 5𝑏 and 
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6𝑏 (Figure 3.11 (d), (e)), the fluctuation amplitude did not change much after 𝑙𝑐/𝐿 = 0.3, 

and the location of the most severe scour hole may be related to this. 

(3) Aquatic habitat assessment 

The aquatic habitat was assessed by considering space availability and habitat diversity.  

Space availability is a crucial factor in providing a favorable aquatic habitat for fish, 

which can be characterized by the depth, volume, and extent of pools along the channel 

(Mansoori, 2014). Therefore, the aquatic habitat space availability was assessed by 

computing the volume 𝑉𝐸  and the planar area 𝐴𝐸   of the deep pools (scour holes 5 mm 

beneath the zero bed level (Sadat and Tominaga, 2015)) within the spur dike reach.  

Habitat diversity is essential for fish populations (Mansoori, 2014). The three most 

common habitats, pool, riffle, and run, were defined based on velocity/depth ratio (𝑣/𝑑) and 

Froude number (𝐹𝑟), i.e., 𝑣 𝑑⁄ < 1.24 & 𝐹𝑟 < 0.18 for pool, 𝑣 𝑑⁄ > 3.2 & 𝐹𝑟 > 0.41 for 

riffle, and other for run (Jowett, 1993). Since seldom areas satisfied 𝐹𝑟 > 0.41 , this 

condition was ignored in this part. The spatial entropy (𝐻) (Wang and Wang, 2011) was 

selected to assess habitat diversity within the spur dikes reach, which reads: 

 𝐻 = −∑
𝑑𝑖
𝑖𝑛𝑡

𝑑𝑖
𝑒𝑥𝑡

𝑛𝑖

𝑁
log

𝑛𝑖

𝑁

𝑚
𝑖=1  (3.3) 

where, 𝑚 is the number of habitat types i.e., 3; 𝑛𝑖 is the number of entities for habitat type 

𝑖 ; 𝑁  is the total number of all entities; 𝑑𝑖
𝑖𝑛𝑡  is the average distance between entities 

belonging to habitat type 𝑖; 𝑑𝑖
𝑒𝑥𝑡 is the average distance between entities of habitat type 𝑖 

and entities of all other habitat types. In the current calculation, 𝑛𝑖  and 𝑁  have been 

replaced by the area considering the difference between cells. 

The values of 𝑉𝐸 , 𝐴𝐸  , 𝐻  are listed in Table 3.3. Regarding habitat diversity, the 

differences of 𝐻  were very small for different spacings in each channel. In the current 

channel conditions, the spacing of spur dikes had a negligible impact on factor 𝐻. As for 

space availability, the bigger deep pool volume 𝑉𝐸 tended to have the larger planar area 𝐴𝐸  

except for 5𝑏, 6𝑏 in Ch45, and 6b in Ch60 due to the deep scour holes. For both Ch45 and 

Ch60, 𝐴𝐸   increased first and reached their peak values of 738 and 875 cm2  when the 

spacing was 3𝑏  and 4𝑏  respectively, before decreasing to 661 and 801 cm2  with an 

increasing spacing. In Ch45, from 3𝑏, separate local scour holes became extremely deep 

(Figure 3.7 (c) (d), (e)), while in Ch60, it was from 4b (Figure 3.8 (d), (e)), which might be 

the reason for the decrease of 𝐴𝐸 . 
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Table 3.3 Performance evaluation parameters 

Ch45 

Spacing 2b 3b 4b 5b 6b 

Physical 

habitat 

𝑉𝐸 (cm
3) 1035 1213 1086 1121 1153 

𝐴𝐸 (cm
2) 690 738 701 674 661 

𝐻 0.370 0.376 0.366 0.369 0.356 

𝑉𝑝 (cm
3/cm) 0.005 0.009 0.135 0.303 0.384 

𝑑𝑝 (cm) 1.84 2.51 4.54 5.36 5.12 

𝑀 15 11 8 7 6 

𝑆 0.83 0.71 0.53 0.54 0.58 

Ch60 

Spacing 2b 3b 4b 5b 6b 

physical 

𝑉𝐸 (cm
3) 1313 1282 1388 1384 1345 

𝐴𝐸 (cm
2) 849 851 875 866 801 

𝐻 0.401 0.395 0.395 0.390 0.390 

𝑉𝑝 (cm
3/cm) 0.016 0.017 0.07 0.079 0.233 

𝑑𝑝 (cm) 2.53 2.48 3.50 3.71 5.51 

𝑀 19 13 10 8 7 

𝑆 0.83 0.86 0.66 0.68 0.62 

 

(4) Performance evaluation 

In this part, we employed multiobjective programming (MOP) to quantitatively 

evaluate the performance of different spacings by comprehensively considering four aspects: 

bank protection, structural stability, construction cost, and aquatic habitat, based on the 

simulation results. 

The potential bank erosion 𝑉𝑝 , listed in Table 3.3, was used to indicate the bank 

protection effectiveness. It was evaluated following the method of Mansoori (Mansoori, 

2014) by calculating the eroded sediment volume per unit length in a 1 cm wide strip 25 mm 

from the bank within the spur dike reach. Smaller values of 𝑉𝑝 indicate a better effectiveness 

of bank protection. In both Ch45 and Ch60, the values of 𝑉𝑝 were quite small with spacings 

of 2𝑏 and 3𝑏. Then, they increased significantly from 0.009 to 0.384 and from 0.017 to 

0.233, respectively, as the spacing increased to 6𝑏. Similar to the straight channel results of 

Mansoori (Mansoori, 2014), the largest spacing had the biggest 𝑉𝑝. 

The structural stability was indicated by the maximum local scour depth 𝑑𝑝, which was 

summarized in Table 3.3. It was measured by sampling longitudinal bed profiles along spur 

tips. In Ch45, the value of 𝑑𝑝 increased from 1.84 to 5.36 cm, as spacing increased from 
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2𝑏 to 5𝑏. Then it slightly decreased to 5.12 cm for 6𝑏. This may be affected by the complex 

meander flow and the location of spur dikes. The location of 𝑑𝑝 for 6𝑏 was near the 5th 

spur dike from upstream, while it was 4th for 5𝑏, closer to the apex. In large spacing cases, 

the flow became more turbulent than that of small spacing, increasing the randomness of the 

local scour. In Ch60, 𝑑𝑝 increased with spacing except for 2𝑏 and was smaller than that of 

Ch45 except for 2𝑏 and 6𝑏 affected by sinuosity. 

The number of spur dikes 𝑀  was employed to represent the construction cost, as 

shown in Table 3.3. 

The weighted sum approach (Ehrgott and Wiecek, 2005; Ma, 2004) was used to 

quantify the performance of different spacings. The method is a common approach for 

solving MOP problems. It involves assigning a weight to each objective function, reflecting 

its importance, and linearly combining these objective functions based on their weights, 

thereby transforming the MOP problem into a single objective programming (SOP) problem. 

Since the performance was negatively correlated with 𝑉𝑝 , 𝑑𝑝  and 𝑀 , the reciprocals of 

these three factors were used for performance evaluation. An index 𝑆, positively correlated 

with the performance, was calculated by the following weighted sum to quantify the overall 

performance. 

 𝑆𝑖 = 𝑤𝑉𝑝
1 𝑉𝑝𝑖
⁄

max
𝑖∈𝐾

1

𝑉𝑝𝑖

+𝑤𝑑𝑝
1 𝑑𝑝𝑖
⁄

max
𝑖∈𝐾

1

𝑑𝑝𝑖

+𝑤𝑀
1 𝑀𝑖⁄

max
𝑖∈𝐾

1

𝑀𝑖

+𝑤𝑃𝐻𝑃𝐻𝑖 (3.4) 

 𝑃𝐻𝑖 =
1

3
(

𝑉𝐸𝑖
max
𝑖∈𝐾

𝑉𝐸𝑖
+

𝐴𝐸𝑖
max
𝑖∈𝐾

𝐴𝐸𝑖
+

𝐻𝑖

max
𝑖∈𝐾

𝐻𝑖
) (3.5) 

where, 𝑖 is the label for different spacing cases; 𝑤 is the weight of each factor; 𝐾 is the 

group of spacing cases. 

That is using the best values of each factor in all spacing designs as the standard to 

score each spacing. The standard can be set according to actual needs. In this study, the 

weights of the four factors were considered equally, i.e., all took 0.25, which could also be 

determined by the actual situation. The results are listed in Table 3.3. 

Based on the uniform spacing simulations, the 2𝑏 and 3𝑏 were optimum spacing for 

Ch45 and Ch60, respectively. Although smaller spacings required higher economic costs, 

the 2𝑏  and 3𝑏  had significantly better performance in terms of bank protection and 

structural stability compared with other spacings. In addition, there was not much difference 

in the values characterizing the aquatic habitat assessment, as shown in Table 3.3, so the 

aquatic habitat assessment method may need to be improved. 
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3.4. Summary 

In this chapter, the 3D numerical model elaborated in the previous chapter was applied 

to the investigation of flow and sediment transport around spur dikes in meandering channels. 

Firstly, we analyzed the effect of the location of a spur dike along the outer bank of a 

meander on the downstream separation zone length, bank protection extent, and local scour 

depth, as well as its relationship with the channel sinuosity. The downstream separation zone 

length and local scour depth depended on both the location of the spur dike and channel 

sinuosity. The bank protection extent of measured cases was less than the corresponding 

downstream separation zone. The downstream separation zone length decreased as the spur 

dike moved downstream. Correspondingly, non-uniform spacing could be adopted to 

improve cost-effectiveness. Channels with larger sinuosity were more likely to have longer 

downstream separation zones. Local scour depth increased as the spur dike moved 

downstream and reached the maximum near the crossover point, where measures might need 

to be taken to mitigate the local scour. Upstream of this location, channels with greater 

sinuosity exhibited more severe local scour, whereas the opposite trend was observed 

downstream. 

Secondly, we investigated the effect of spacing and channel sinuosity on flow and bed 

deformation in meandering channels. Unlike straight channels where maximum scour depth 

is located near the first spur dike, in meandering channels, serious local scour occurs near 

both the most upstream spur dike and spur dikes downstream of the meander apex. Therefore, 

both of these locations should be given special attention to control local scour in practices. 

Since the deep local scour holes and large velocity fluctuations occurred at different locations 

with varying spacing, non-uniform spacing should be adopted to lower the construction cost. 

Different channel sinuosities required different spacing arrangements because the locations 

of deep local scour holes and large velocity fluctuations were affected by sinuosity. In 

addition, based on the simulation results, an equation using the weighted sum approach for 

multiobjective programming problems was proposed to quantify their performance by 

comprehensively considering four factors of bank protection, structural stability, 

construction cost, and aquatic habitat. In uniform spacing simulations, 2𝑏 was the optimum 

spacing for Ch45 and 3𝑏 was the best for Ch60. 

It is hoped that the results can provide useful information for the spur dike design in 

practice. It should be noted that this numerical investigation was based on laboratory 
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conditions, having channel width-to-depth (𝐵 ℎ⁄ ) ratio many times smaller than that of an 

extensively meandering river, which could lead to the exaggeration of the effect of secondary 

currents in meanders. The performance of spur dikes in channels with different 𝐵 ℎ⁄  ratios 

needs to be investigated. 

 

 



60 

 

Chapter 4.  

3D modelling of Bank Erosion 

4.1. Introduction 

Bank erosion is a predominant river morphodynamic process, leading to channel 

migration, the loss of agricultural lands, and damage to hydraulic structures and 

infrastructure. Hence, bank protection structures like spur dikes are necessary to control bank 

erosion. However, it is important to note that bank erosion can also create diverse habitats, 

contributing to ecological diversity (Lai, 2017). Consequently, some restoration projects 

have removed bank protection (van der Mark et al., 2012). Therefore, there is a need for 

reliable and practical 3D numerical models that consider bank erosion to evaluate the 

performance of spur dikes, guide their design, and assess the morphodynamic response to 

their removal in restoration projects. 

In this chapter, a simple bank mass failure operator was incorporated into the 3D 

numerical model elaborated in Chapter 2 to develop a new solver that can handle bank 

erosion. The bank mass failure operator was based on the fixed triangular prism mesh, 

eliminating the need to explicitly identify the bank locations, and making it suitable for 

complex riverbanks with spur dikes. It compares the slope angle of each bed surface cell 

with the critical stability slope angle to determine the stability of this cell and realizes the 

mass failure by rotating unstable cells. 

4.2. Model description 

4.2.1. Bank mass failure criterion 

Before the bank mass failure operator is applied, a criterion is required to check whether 

the bank is stable or not. For non-cohesive riverbanks, some studies (Menéndez et al., 2008; 

Nagata et al., 2000) have compared the bank slope with the angle of repose as a criterion for 

triggering bank mass failure. If the slope of a riverbank is steeper than the angle of repose of 

bank materials, a failure surface inclined at the angle of repose extends to the bank top 

surface. Then, sediment above the failure surface is displaced downslope, resulting in the 

formation of a deposit with a linear upper surface. 
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Further, considering that the apparent cohesion of the partially saturated sediment can 

increase its stability, Spinewine et al. (Spinewine et al., 2002) proposed a simple criterion 

for the bank mass failure by taking into account distinct angles of repose for the emerged 

materials (partially saturated sand) and for the submerged materials (saturated sand) based 

on the experimental observations of lateral erosion induced by dam-break flows in loose 

sediment valleys. It is claimed that this method constitutes a rough analog of cohesive bank 

failures. 

 

 

Figure 4.1 Definition of stability angels (source: (Spinewine et al., 2002)) 

As presented in Figure 4.1, they introduced two critical angles, 𝜃𝑐𝑠 and 𝜃𝑐𝑒, a lower 

one for the bank below the water surface and a higher one for the part above the water surface, 

which is consistent with the fact that bank portions above the water surface typically exhibit 

steeper slopes than those below the water surface in natural rivers. Regarding the state of the 

bank, in addition to the stable state and the unstable state, they also added an additional 

transition state, the metastable state, by defining two residual angles, 𝜃𝑟𝑠 and 𝜃𝑟𝑒, for the 

submerged area and the emerged area, respectively. The slopes that are less steep than the 

corresponding residual angle are deemed stable, while the slopes falling within the 

corresponding critical angle and residual angle are termed metastable, since such a slope 

angle is considered stable for the existing bank but not for the new bank that forms following 

a bank mass failure. Once bank slopes surpass the corresponding critical angle, it leads to 

the initiation of the bank mass failure. The failed materials are moved downslope and 

deposited with the corresponding residual angle. 

Some 2D numerical models over unstructured triangular mesh (Abderrezzak et al., 2016; 

Evangelista et al., 2015; Swartenbroekx et al., 2010) adopted this bank mass failure criterion 

and achieved good results. This method can eliminate the necessity to explicitly identify the 
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location of the riverbank, greatly enhancing its convenience. As a result, these four threshold 

angles also will be employed in the current study to judge the stability of each bed surface 

cell. 

For uniform coarse sand with a median diameter of 1.8 mm , a density of 

2615 kg m3⁄  , a loose porosity of 0.405  and a permeability of 1.5 cm ⋅ s−1 , different 

angles of repose were measured at rest under different conditions, dry, humid, or submerged 

(Spinewine et al., 2002). Following this, by default, the threshold angles are set to: 

 𝜃𝑐𝑠 = 35°, 𝜃𝑟𝑠 = 30°, 𝜃𝑐𝑒 = 87°, 𝜃𝑟𝑒 = 85°, (4.1) 

where, 𝜃𝑐𝑠 is the submerged critical angle; 𝜃𝑟𝑠 is the submerged residual angle; 𝜃𝑐𝑒 is the 

emerged critical angle; 𝜃𝑟𝑒  is the emerged residual angle. These angle values can be 

calibrated and adjusted to suit specific cases. 

4.2.2. Bank mass failure operator 

In the previous section, the bank failure criterion (critical slope angle) and the stable 

bank configuration (residual slope angle) have been given. In this part, the method used to 

model the bank evolution from an unstable state to a stable state will be elaborated. 

 

 

Figure 4.2 Cross-section profile adjustment during mass failure (source: (Zech et al., 2008)) 

Zech et al. (Zech et al., 2008) proposed a method for the river bank cross-section 

adjustment when bank mass failure occurs. As illustrated in Figure 4.2, the three-segment 

line 𝐸𝐴𝐵𝐹  is a part of a bank cross-section profile. When the local slope angle 𝜃𝑏  of 

section 𝐴𝐵  exceeds the critical angle 𝜃𝑐𝑠  or 𝜃𝑐𝑒 , it undergoes a rotational movement 

around the midpoint 𝑀 until it reaches the position 𝐴′𝐵′, which corresponds to the residual 

angle 𝜃𝑟𝑠 or 𝜃𝑟𝑒. This adjustment may potentially affect the stability of adjacent sections, 
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for example, from 𝐸𝐴  and 𝐵𝐹  to 𝐸𝐴′  and 𝐵′𝐹 . Therefore, this process is iteratively 

applied to the entire profile until all sections achieve stability. Swartenbroekx et al. 

(Swartenbroekx et al., 2010), Evangelista et al. (Evangelista et al., 2015), and Abderrezzak 

et al. (Abderrezzak et al., 2016) also applied a similar idea in their 2D planar models. Instead 

of rotating the unstable segments of cross-section profiles, they rotated unstable cells around 

a horizontal axis. 

In this study, a similar technique is adopted, except that some details are different, such 

as the calculation of local slope angles of bed surface cells, the method of the rotation of bed 

surface cells from an unstable state to a stable state, and the computation of bed elevation 

height changes after rotation. These adaptions are made to better suit the cell-centered finite 

volume method (CCFVM) used in OpenFOAM and the sediment transport model presented 

in the previous chapter. 

4.2.2.1. Calculation of local slope angle 

In OpenFOAM, all the variables are stored at each cell center, so it may not be the most 

appropriate choice to calculate the local slope angle using node elevations as was done in 

other models (Abderrezzak et al., 2016; Evangelista et al., 2015; Swartenbroekx et al., 2010). 

Although it is possible to create new arrays treating node elevations, using grid elevations is 

more convenient, and should be more suitable for parallel calculations in OpenFOAM. For 

example, Swartenbroekx et al. (Swartenbroekx et al., 2010) also employed the CCFVM and 

additionally computed node elevations, but they adopted a complicated method to adjust an 

unstable bed surface cell in order to keep the mass conservation of sediment. The adjustment 

of a cell required information on all surrounding cells that shared at least one common node 

with this cell, which may not be friendly to the parallel calculation in OpenFOAM. 

Since in the CCFVM, each bed cell has its own distinct level, it is impossible to obtain 

the local slope angle of a bed cell solely based on the information of that cell itself. Therefore, 

the elevation of three adjacent cells of a given cell is taken into account to define its slope 

angle. As depicted in Figure 4.3, the local slope angle of a cell 𝑜 is determined by the three 

neighboring cells 𝑎, 𝑏, 𝑐, that share an edge with the cell 𝑜. 𝐴, 𝐵, 𝐶 are the centroids of 

these three cells 𝑎 , 𝑏 , 𝑐 , respectively. The slope surface defined by 𝐴 , 𝐵 , 𝐶  is used to 

represent the bed surface of the cell 𝑜. The angle 𝜃𝑏 (Figure 4.4) between the triangle 𝐴𝐵𝐶 

and the horizontal plane is regarded as the slope angle of cell 𝑜, which can be calculated 

from the upward-pointing unit normal vector of triangle 𝐴𝐵𝐶. 
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  𝜃𝑏 =
𝑛𝑦

|𝐧|
 (4.2) 

 𝐧 =
𝐴𝐵⃗⃗ ⃗⃗  ⃗×𝐴𝐶⃗⃗⃗⃗  ⃗

|𝐴𝐵⃗⃗ ⃗⃗  ⃗×𝐴𝐶⃗⃗⃗⃗  ⃗|
 (4.3) 

where, 𝐧 is the upward-pointing unit normal vector of triangle 𝐴𝐵𝐶, and 𝑛𝑦 is the upward 

component. 

 

 

Figure 4.3 Plan view of triangular unstructured mesh 

(𝑎, 𝑏, 𝑐, 𝑜 denote cells, 𝐴, 𝐵, 𝐶 are the centroids of cells 𝑎, 𝑏, 𝑐, respectively) 

 

Figure 4.4 Slope angle 𝜃𝑏 of triangle 𝐴𝐵𝐶 

However, not all cells have three neighboring cells, as some cells, such as boundary 

cells, may have only two neighboring cells or, even one neighboring cell at sharp corners. 

Additionally, there are cases where two adjacent cells have one that is rigid base rock and 

the other is sediment that can be eroded. These situations all require specific treatment. 
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4.2.2.2. Calculation of mass failure 

Once the slope angle 𝜃𝑏 of each bed surface cell is obtained, it can be compared to the 

critical slope angle, 𝜃𝑐𝑠 or 𝜃𝑐𝑒 depending on the bed surface below or above the water 

surface, to check the stability of all bed surface cells. If the slope angle 𝜃𝑏 of the cell 𝑜 in 

Figure 4.3 exceeds the critical angle 𝜃𝑐, bank mass failure occurs. As plotted schematically 

in Figure 4.5, the mass failure is completed by rotating the triangle 𝐴𝐵𝐶 around a horizontal 

axis 𝑀𝑁 to the new plane triangle 𝐴′𝐵′𝐶′ until the slope angle 𝜃𝑏 reaching the residual 

angle 𝜃𝑟 , that is the sediment in the upper area (cell 𝑎  in the case of Figure 4.5) is 

instantaneously transported to the lower area (cell 𝑏 and cell 𝑐). 

 

 

Figure 4.5 Rotation of triangle 𝐴𝐵𝐶 

(𝐴𝐵𝐶 is the unstable plane before the mass failure, 𝐴′𝐵′𝐶′ is the stable plane after the mass failure) 

Through this process, the stability of a cell 𝑜 is maintained by adjusting the elevation 

of its neighboring cells. However, this process must keep sediment mass conservation: 

 Δ𝑧𝑎𝑜𝑆𝑎 + Δ𝑧𝑏𝑜𝑆𝑏 + Δ𝑧𝑐𝑜𝑆𝑐 = 0 (4.4) 

where, Δ𝑧𝑎𝑜, Δ𝑧𝑏𝑜, Δ𝑧𝑐𝑜 are the bed elevation variations of cells 𝑎, 𝑏, 𝑐, respectively, 

after the mass failure of cell 𝑜; 𝑆𝑎, 𝑆𝑏, 𝑆𝑐 are the horizontal projected areas of cells 𝑎, 𝑏, 

𝑐, respectively. 

This requires the horizontal axis 𝑀𝑁 to be at a proper level. Based on the similarity 

of triangles, the following condition is satisfied when triangle 𝐴𝐵𝐶 is rotated around axis 

𝑀𝑁. 

 
𝑧𝑎−𝑧𝑀𝑁

Δ𝑧𝑎𝑜
=

𝑧𝑏−𝑧𝑀𝑁

Δ𝑧𝑏𝑜
=

𝑧𝑐−𝑧𝑀𝑁

Δ𝑧𝑐𝑜
 (4.5) 
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where, 𝑧𝑀𝑁 is the elevation of the axis 𝑀𝑁; 𝑧𝑎, 𝑧𝑏, 𝑧𝑐 are the bed elevations of cells 𝑎, 

𝑏, 𝑐, respectively. 

According to these two conditions, the location of the horizontal axis 𝑀𝑁  can be 

determined: 

 𝑧𝑀𝑁 =
𝑧𝑎𝑆𝑎+𝑧𝑏𝑆𝑏+𝑧𝑐𝑆𝑐

𝑆𝑎+𝑆𝑏+𝑆𝑐
 (4.6) 

Subsequently, we can obtain the elevation changes in cells 𝑎 , 𝑏  and 𝑐  during the 

mass failure calculation of cell 𝑜: 

 Δ𝑧𝑖𝑜 = (1 −
tan𝜃𝑟

tan𝜃𝑏
) (𝑧𝑀𝑁 − 𝑧𝑖), 𝑖 = 𝑎, 𝑏, 𝑐  (4.7) 

Generally, a cell has three neighboring cells, which means that it may participate in the 

mass failure calculation of multiple cells at the same time. For example, cell 𝑜  will 

participate in the stability calculation of cells 𝑎, 𝑏 and 𝑐 (Figure 4.3), so the total elevation 

variation of cell 𝑜 is given by: 

 Δ𝑧𝑜 = Δ𝑧𝑜𝑎 + Δ𝑧𝑜𝑏 + Δ𝑧𝑜𝑐  (4.8) 

where, Δ𝑧𝑜  is the total elevation variation in a mass failure computation; Δ𝑧𝑜𝑎 , Δ𝑧𝑜𝑏 , 

Δ𝑧𝑜𝑐 are the bed elevation variations of cell 𝑜 due to the mass failure of cells 𝑎, 𝑏, 𝑐, 

respectively. 

However, the summation in equation (4.8) may lead to the emergence of unreasonably 

large elevation increases or decreases. For example, if both neighboring cells 𝑎 and 𝑏 of 

cell 𝑜 collapse simultaneously, and the elevation of cell 𝑜 is lower than 𝑎 and 𝑏, this will 

result in two elevation increases for cell 𝑜 , and the superposition of these two could 

potentially cause an excessively high elevation in cell 𝑜.  

To address this issue, in this study, each cell is divided into three equal parts and only 

one-third of the sediment will be involved in the mass failure calculation of the 

corresponding neighboring cells. During the mass failure calculation, each of the three parts 

of every cell is independent and has its own distinct level, which is initially the same. In the 

end, after the mass failure calculation, the final elevation change of each cell is determined 

by summarizing the changes in sediment volume based on the elevation changes of its three 

parts. This effectively introduces damping to the elevation changes, increasing 

computational stability. As shown in Figure 4.6, a bed surface cell 𝑜 is divided into 𝑂𝐼𝐽, 

𝑂𝐼𝐾 and 𝑂𝐽𝐾, and when its neighboring cell 𝑎 is unstable, only the sediment in triangle 

𝑂𝐼𝐽 will be included in the mass failure calculation of the cell 𝑎. Therefore, the sediment 

volume variation of cell 𝑜 during this event is: 
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 Δ𝑉𝑜𝑎 = Δ𝑧𝑜𝑎𝑆𝑂𝐼𝐽 =
1

3
Δ𝑧𝑜𝑎𝑆𝑜 (4.9) 

where, Δ𝑉𝑜𝑎  is the sediment volume variation of cell 𝑜  involved in the mas failure 

calculation of cell 𝑎; 𝑆𝑜 is the horizontal projected area of cell 𝑜; 𝑆𝑂𝐼𝐽 is the horizontal 

projected area of triangle 𝑂𝐼𝐽, =
1

3
𝑆𝑜. 

 

 

Figure 4.6 Plan view of the division of a bed surface cell 𝑜 when participating in the mass failure 

computation of neighboring cells  

(𝑂 is the centroid of cell 𝑜; 𝐼, 𝐽 and 𝐾 are three nodes of cell 𝑜) 

 

Figure 4.7 Flow chart of bank mass failure operator (a component of Figure 2.4) 

Since each cell is divided into thirds equally, equations (4.4), (4.5), (4.6) and (4.7) 

remain valid and the equation (4.8) is replaced by the following: 

 Δ𝑧𝑜 =
Δ𝑉𝑜𝑎+Δ𝑉𝑜𝑏+Δ𝑉𝑜𝑐

𝑆𝑜
=

1

3
(Δ𝑧𝑜𝑎 + Δ𝑧𝑜𝑏 + Δ𝑧𝑜𝑐) (4.10) 
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where, Δ𝑉𝑜𝑏, Δ𝑉𝑜𝑏 Δ𝑉𝑜𝑐 are the sediment volume variation of cell 𝑜 involved in the mass 

failure calculations of cells 𝑎, 𝑏 and c, respectively. 

The above stability check and mass failure calculation are performed for all bed surface 

cells, eliminating the necessity to explicitly identify the location of the riverbank. Similar to 

the cross-section profile adjustment in Figure 4.2, the rotation of a bed surface cell could 

potentially affect the stability of its adjacent cells. Therefore, in a bank mass failure operator 

loop, the above process is necessary to be repeated until the slope angle of every bed surface 

cell is smaller than the critical angle, as illustrated in Figure 4.7. 

Since the time scale of the bank erosion process is generally much longer than that of 

the fluvial erosion process, the time step for a bank mass failure model is typically much 

larger than that employed in the sediment transport calculation (Lai, 2017). Lai (Lai, 2017) 

used a time step of 3600 s for the bank erosion model and a time step of 5 s for the fluvial 

erosion model. Swartenbroekx et al. (Swartenbroekx et al., 2010) thought the time step for 

bank mass failure could be regarded as a failure rate affected by bank material properties 

and vegetation, and it was required to be calibrated. Nonetheless, they applied their bank 

erosion model once every 50 fluvial erosion model time steps without calibration due to the 

lack of experimental data. Different form them, Abderrezzak et al. (Abderrezzak et al., 2016) 

employed the same time step for all modules, but they did not ensure that a new stable 

geometry was achieved in one single time step. As presented in Figure 2.4, we adopted the 

same approach as the former two studies, using a larger time step for the bank mass failure. 

4.3. Validation 1: Dam-break flow in a straight flume 

In this section, the laboratory experiment undertaken by Soares-Frazão et al. (Soares-

Frazão et al., 2007) was simulated. The experiment demonstrated the bank failure process 

induced by rising water levels caused by the dam-break flow in a straight channel. The 

purpose of the numerical simulation is to evaluate the model performance in reproducing not 

only the final cross-section profiles but also the temporal variations. The measurement data 

of this experiment for comparison are available online as the electronic supplement to the 

original paper of Soares-Frazão et al. (Soares-Frazão et al., 2007). 

4.3.1. Experimental setup 

Soares-Frazão et al. (Soares-Frazão et al., 2007) conducted the experiment in a 

horizontal halfwidth channel. Its dimensions are presented in Figure 4.8. As indicated in the 
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perspective view and cross-section, one side of the channel was a vertical glass wall, while 

the other side was a trapezoidal bank with an initial slope of 50° and a height of 16 cm. There 

was a gate in the middle part of the channel. Downstream of the gate, the bank was erodible, 

while the bank upstream of the gate was rigid to limit the flow at the beginning of the erodible 

bank. The channel bed was also erodible with an initial thickness of 8 cm. Both the erodible 

bank and bed consisted of uniform coarse sand with a median diameter 𝑑50 of 1.8 mm, a 

density of 2615 kg/m3 and a porosity of 0.405. There was a tank at the upstream end of 

the channel, initially full of water with a level of 15 cm, while downstream of the gate, there 

was no water. As the experiment began, the gate was suddenly lifted to simulate the dam-

break flow. Downstream of the gate, as the water level rose, the bank mass failure was 

observed.  

 

 

(a) Plan view 

   

 (b) Perspective view (c) Cross-section  

Figure 4.8 Experimental setup of the experiment by Soares-Frazão et al. (Soares-Frazão et al., 2007) 
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The observed cross-section profiles for five sections, namely S1, S2, S4, S6, and S8 

(depicted in the plan view in Figure 4.8) at five moments (1 s, 3 s, 5 s, 10 s, and 15 s) have 

been provided online. Based on the observed cross-section profiles, in this simulation, the 

submerged residual angle (𝜃𝑟𝑠 ) and critical angle (𝜃𝑐𝑠 ) ware designated as 22° and 27°, 

respectively. 

4.3.2. Results and discussions 

 

 

    

 (a) time = 1 s (b) time = 5 s  

    

 (c) time = 10 s (d) time = 15 s  

Figure 4.9 Simulated bed topography evolution 

The simulated channel evolution in time is presented in Figure 4.9. As the dam-break 

flow propagated down the channel, the water level rose, gradually submerging the bank. The 

critical stable slope angle of the submerged portion decreased, triggering the bank mass 
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failure operator successfully. As a result, the dam toe extended towards the channel center, 

and the bank top retreated, with this channel enlargement being most pronounced in the 

immediate vicinity of the gate. It was noticeable that there were distinct differences in the 

slope angles above and below the water surface due to different critical angles. 

 

    

    

    

    

 (a) S2 (x = 0.5 m) (b) S4 (x = 0.95 m)  
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 (c) S6 (x = 1.5 m) (d) S8 (x = 2.25 m)  

Figure 4.10 Comparison of measured and simulated cross-section evolution 

The observed cross-section evolution of Soares-Frazão et al. (Soares-Frazão et al., 

2007), simulated cross-section evolution, and water surface were summarized in Figure 4.10. 

They were compared at four sections, namely S2, S4, S6, and S8, located 0.5 m, 0.95 m, 1.5 
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m, and 2.25 m downstream of the gate, and at four times of 3 s, 5 s, 10 s, 15 s. The simulated 

variations in cross-section profiles over time for these sections aligned well with the 

experimental results, particularly in capturing the final shape at the time of 15 s. However, 

the degradation in the middle part of the channel (in the vicinity of z = 0 m) was 

overpredicted, likely stemming from an overestimation of bed load transport (Figure 4.10, 

(a) t = 3 s, 5 s; (b) t = 10 s, 15 s; (c) t = 10 s, 15 s; (d) t =15s). Besides, in the early stage, the 

simulated bank mass failure was slightly overestimated, resulting in a greater retreat of the 

bank top than observations (Figure 4.10, (a) t = 3 s; (b) t = 3 s, 5 s; (c) t = 5 s; (d) t =5s). 

Table 4.1 RMSE for four sections at four times 

Cross-section Model 3 s 5 s 10 s 15 s 

S2 

This study 0.014 0.017 0.004 0.003 

2D simulation (Evangelista et al. (2015)) 0.012 0.011 0.006 - 

2D simulation (Swartenbroekx et al. (2010)) 0.011 0.012 0.007 - 

S4 
This study 0.014 0.014 0.008 0.011 

2D simulation (Evangelista et al. (2015)) 0.006 0.004 0.006 - 

S6 

This study 0.008 0.012 0.007 0.008 

2D simulation (Evangelista et al. (2015)) 0.006 0.009 0.007 - 

2D simulation (Swartenbroekx et al. (2010)) 0.006 0.012 0.009 - 

S8 This study 0.004 0.010 0.016 0.006 

Table 4.2 BSS of final cross-section profiles at the time of 15 s 

Cross-section S2 S4 S6 S8 

BSS 0.98 0.81 0.92 0.92 

 

In order to quantitatively assess the model performance, values of the root mean 

squared error (RMSE) for these four sections at the four times were listed in Table 4.1. For 

comparison, the computed results of Swartenbroekx et al. (Swartenbroekx et al., 2010) and 

Evangelista et al. (Evangelista et al., 2015) from their respective 2D models were also 

presented in the table. Turbulence, in-stream structures, and suspended load were not 

included in their 2D models. It can be seen that the current model has a similar performance. 

In addition, the Brier Skill Score (BSS) was also calculated for the final cross-section 

profiles at the time of 15 s (Table 4.2). The BSS is defined as (Abderrezzak et al., 2016; 

Sutherland et al., 2004; van Rijn et al., 2003): 

 𝐵𝐵𝑆 = 1 −
∑ (𝑧𝑏𝑖,𝑚𝑒𝑠−𝑧𝑏𝑖,𝑠𝑖𝑚)

2𝑁𝑚
𝑖=1

∑ (𝑧𝑏𝑖,𝑚𝑒𝑠−𝑧𝑏𝑖,0)
2𝑁𝑚

𝑖=1

 (4.11) 
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where, 𝑧𝑏𝑖,𝑚𝑒𝑠 is the measured bed level; 𝑧𝑏𝑖,𝑠𝑖𝑚 is the simulated bed level; 𝑧𝑏𝑖,0 is the 

initial bed level; 𝑁𝑚 is the total number of measurements. The BSS, which compares the 

mean squared difference between the measured results and simulated results, with the mean 

squared difference between the measured results and the initial bed topography to evaluate 

whether the simulated results are closer to the measured results than the initial bed 

topography, serves as a useful performance indicator for evaluating morphodynamic models 

in coastal engineering. van Rijn et al. (van Rijn et al., 2003) have given the value ranges for 

qualification: 1.0 ~ 0.8 for excellent, 0.8 ~ 0.6 for good, 0.6 ~ 0.3 for reasonable/fair, 0 ~ 0.3 

for poor and negative values for bad. As shown in Table 4.2, the current model reproduced 

accurately the final bed topography at the time of 15 s. 

4.4. Validation 2: Meandering channel migration 

In this section, we simulated two laboratory experiments conducted by Karki (Karki, 

2019). These experiments were performed in a meandering channel with both erodible banks 

and an erodible bed under steady inflow, one without spur dikes and the other with spur dikes. 

The two numerical simulations aimed to evaluate the model performance in predicting not 

only the planform evolution of meandering channels without in-stream structures but also in 

scenarios involving spur dikes. 

4.4.1. Without spur dikes 

4.4.1.1. Experiment setup 

The meandering channel was excavated within a 400 cm long and 200 cm wide platform 

filled with non-cohesive sediment with a median grain size of 0.72 mm and a density of 1410 

kg/m3. The width of the simulation domain was reduced based on the final channel planform 

to decrease the number of mesh cells and save computational time. As depicted in Figure 

4.11, there were four consecutive meanders, the axis of which consisted of arcs and straight 

lines. The upstream and downstream ends were connected to rigid straight channels with 

lengths of 0.5 m and 1 m, respectively. The initial channel was 20 cm wide and 6 cm high 

and had an initial slope of 1:550. The experiment was performed under a constant inflow 

discharge of 0.95 l/s and without sediment feed for a duration of 60 min. 

 At the beginning of the experiment, the water gradually entered the inlet and the 

flowrate increased from zero to constant. The entire experiment of 60 min was not 
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continuous. Instead, the inflow was stopped every 20 min and the bed topography was 

measured after the bed became dry. 

 

 

Figure 4.11 Channel geometry of the experiment by Karki (Karki, 2019) 

4.4.1.2. Results and discussions 

 

 

Figure 4.12 Comparison of observed and simulated temporal bankline variations 

Figure 4.12 shows the initial banklines as well as the observed and simulated temporal 

changes in banklines at three moments of 20 min, 40 min, and 60 min. In this comparison, 

the contour line with a bed elevation of 5 cm was taken as the bankline. Although the bank 

retreat near the apex of outer banks was underestimated, the model reproduced the bank 

retreat at the apex of inner banks and captured certain features of the bankline evolution over 

time in the experiment. For example, the extent of bankline shifting increased from upstream 
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to downstream. In the first 20 min and 40 min, the bank retreat is more pronounced compared 

to the last 20 min, indicating a decreasing rate of bank retreat over time, particularly in the 

downstream meanders. 
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 c) CS250 d) CS300  

Figure 4.13 Comparison of observed and simulated cross-section evolution 

The simulated cross-section profiles at different moments of 20 min, 40 min, and 60 

min for four sections at x = 150 m (CS150), 200 m (CS200), 250 m (CS250), and 300 m 

(CS300) (see Figure 4.11 for locations) were compared with the observed cross-section 
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profiles in Figure 4.13. The small values on the horizontal axis represent the right bank, 

while the large values represent the left bank. The shapes of cross-sections were basically 

consistent, although there were certain numerical differences in bed elevation. For CS150 

and CS200, the erosion at the inner bank (right bank for CS150 and left bank for CS200) 

was overestimated. For CS250 and CS300, bank erosion as well as the aggradation in the 

channel was underestimated. However, in most cases, the position and elevation of the 

lowest point in cross-sections were fairly close to the experimental results. 

Table 4.3 BSS of final cross-section profiles at the time of 60 min 

Cross-section CS150 CS200 CS250 CS300 

BSS 0.33  0.56  0.53  0.40  

 

Similar to before, for quantifying the performance of the numerical model, the BSS 

values for the final shapes of the four sections at 60 min were calculated. As shown in Table 

4.3, the BBS values fell within the range of 0.3 to 0.6. According to the criteria of van Rijn 

et al. (van Rijn et al., 2003), the numerical reproduction of the final cross-section profiles 

can be considered reasonable or fair. 

4.4.2. With spur dikes 

4.4.2.1. Experiment setup 

 

 

Figure 4.14 Photo of experimental channel with spur dikes (source: (Karki, 2019)) 

The channel geometry, boundary conditions, and procedures of this experiment were 

identical to the previous experiment, with the exception that a series of spur dikes were 

installed in the middle meanders of the channel, as shown in Figure 4.14. As plotted in Figure 

4.15, rectangular spur dikes were inserted into the sediment with a spacing of 6 cm between 
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them. The initial length of the part of spur dikes within the channel was set to 3 cm, and the 

crests of the spur dikes were level with the banks. 

 

 

Figure 4.15 Channel geometry and arrangement of spur dikes in the experiment of Karki (Karki, 2019) 

4.4.2.2. Results and discussions 

 

 

Figure 4.16 Experimental bed deformation at 60 min (source: (Karki, 2019)) 

The experimental result and simulated result of the final bed deformation in the part 

installed spur dikes at 60 min are presented in Figure 4.16 and Figure 4.17, respectively, for 

comparison. The local scour in the vicinity of the spur dike tips and the slight bank retreat in 

outer banks, where spur dikes were installed, due to the initial vertical walls, were 

reproduced in a reasonable manner. However, the simulated erosion areas in the original 
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channel were located further downstream than the experimental result, and the erosion in the 

apex of outer banks near the first spur dikes was not captured. The calculated erosion at x = 

100 m was much more severe than the observed results. 

 

 

Figure 4.17 Simulated bed deformation at 60 min 

However, the simulation conditions and experimental conditions are difficult to be 

exactly the same. For example, as mentioned earlier, in the experiment, the inflow was 

stopped every 20 minutes, allowing the channel to dry for topography measurements, but 

there was no such process in the simulation. The experiment started with zero water depth 

in the channel, whereas in the simulation, an initial water level was set. All of these factors 

could lead to errors. In addition, some parameters such as critical slope angle, residual slope 

angle, bank failure time step, and bed shear stress might be adjusted through calibration 

against this experiment to enhance the results. 

 

 

Figure 4.18 Simulated temporal bankline variations with spur dikes 

The simulated bankline shifting over time was also plotted in Figure 4.18. In 
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comparison to the results without spur dikes in Figure 4.12, it can be observed that the 

installation of spur dikes effectively retrained the outer bank retreat, providing protection to 

banks.  

4.5. Summary 

In this chapter, a new OpenFOAM solver considering bank erosion was developed by 

incorporating a bank mass failure operator into the 3D numerical model introduced in 

Chapter 2. The bank mass failure operator compares the local slope angle of each bed surface 

cell with the submerged critical angle or emerged critical angle depending on the water depth 

to determine the stability of this cell and then simulates the collapse by rotating unstable 

cells. This method can eliminate the necessity to explicitly identify the location of the 

riverbank, greatly enhancing its convenience. 

We have conducted validation for the bank mass failure operator through three 

experiments: a straight channel dam break experiment, a meandering channel experiment 

without spur dikes, and a meandering channel experiment with spur dikes. For the first one, 

both the cross-section profile evolution and final profiles matched well. For the second one, 

the simulated bankline shifting had good agreement with the observations and the final cross-

section profiles were simulated in a reasonable manner. For the last one, the bank retreat in 

the area installed spur dikes and the local scour around spur dike tips satisfactorily matched 

the measurements. As a result, it can be concluded that the model can be employed to 

evaluate the performance of spur dikes against bank erosion and to investigate the temporal 

changes of planform in a meandering channel. 
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Chapter 5.  

Field application in Uji River 

5.1. Introduction 

In the previous chapter, the OpenFOAM solver considering bank erosion has been 

developed and validated with experimental data. In this chapter, the field application of this 

model was conducted in Uji River, where severe bank erosion occurred in the bend 43 km 

away from the river mouth. 

At first, we reproduced a flood event with the aim of analyzing the causes of the severe 

bank erosion. Then, two cases with spacings of 2𝑏, 4𝑏, respectively, were simulated. The 

near-bed velocities were compared and the aquatic habitat evaluation for Zacco platypus 

(dominant species in the river basin) was performed. 

5.2. Study area 

Uji River is a major river in the Yodo River system, originating from Lake Biwa, the 

largest lake in Japan (Figure 5.1). It is commonly referred to as the Yodo River and also 

specifically denotes the 16.2 km long river reach from the confluence section of the Uji River, 

Katsura River, and Kizu River, located 37.0 km away from the river mouth to the Amagase 

Dam at a distance of 53.2 km from the river mouth. 

Based on the results of cross-sectional topographic surveys, Azuma and Sekiguchi 

(Azuma and Sekiguchi, 2008) calculated the sediment balance in the Uji River. According 

to their findings, over the 38-year period from 1967 to 2006, the sediment volume of the 

riverbed decreased by 3.09 × 106 m3. As a result, there was a significant trend of riverbed 

lowering in the downstream area of the Uji River, particularly pronounced near the section 

43.0 km away from the river mouth (CS43), where the bank retreated by approximately 70 

m at maximum. Aly El-Dien (Aly El-Dien, 2016) analyzed the satellite images of Google 

Earth from 2004 to 2015, concluding that the maximum retreat distance of the riverbank is 

approximately 44 meters, with an average erosion rate of about 4 m per year. Karki (Karki, 

2019) also analyzed the satellite images from 2004 to 2018 and obtained similar results. 
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Figure 5.1 Map of Uji River and location of study area (source: GSI Maps) 

 

Figure 5.2 Bank erosion around CS43 (the section 43.0 km away from the river mouth) from 2004 to 

2022 (source: Google Earth) 
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As shown in Figure 5.2, the CS43 is located upstream of the Ogura Bridge of the Second 

Keihan Highway, beside the Ujigawa Open Laboratory and the reclaimed land of old Ogura 

Pond. Downstream of the CS43, revetments were constructed along a segment of the left 

bank of the main channel to protect the bridge piers. Bankline evolution from 2004 to 2022 

was plotted in Figure 5.2. The bank erosion in the area near the CS43 was extremely severe. 

The erosion rate was not uniform in space and time, for example, at the CS43, it was very 

significant between 2007 and 2012, while at an upstream section, it was most pronounced 

between 2012 and 2016. 

 

Figure 5.3 Locations of observation station and bathymetry of study area (source: Google Earth) 

As shown in Figure 5.3, in the vicinity of this area, the nearest upstream observation 

station is the Mukaijima Observation Station, located just upstream of the Kangetsu-kyo 

Bridge on the left bank of the river, 44.9 km away from the river mouth. The nearest 

downstream observation station is the Yodo Observation Station, situated just downstream 

of the Yodo Bridge on the right bank of the river, 38.9 km away from the river mouth. Both 

observation stations can provide continuous hourly water level and flowrate data. Therefore, 

this study selected the 6.0 km long river reach between these two observation stations as the 

study area. The simulation domain includes the region between the leaves on both sides of 
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this reach.  

Based on the cross-sectional topographical data measured at intervals of 200 m in 

January 2016, Karki (Karki, 2019) generated the river bathymetry presented in Figure 5.3. 

This was achieved through spatial interpolation using the HEC-GeoRAS application in the 

ArcGIS interface. Therefore, the simulations in this chapter were conducted based on this 

topography for the year 2016. The observed hourly flow rates and water levels for these two 

observation stations in 2016 were graphically depicted in Figure 5.4 and Figure 5.5, 

respectively. 

 

 

Figure 5.4 Observed hourly flowrates of Mukaijima station and Yodo station in 2016 (source: 

http://www1.river.go.jp/) 

 

Figure 5.5 Observed hourly water levels of Mukaijima station and Yodo station in 2016 (source: 

http://www1.river.go.jp/) 

Regarding the riverbed sediment size, as plotted in Figure 5.6, Karki (Karki, 2019) 
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measured the grain size distribution of two sediment samples, one collected from a point bar 

near the confluence with the Yamashina River, the other collected from a point bar near the 

Ujigawa Open Laboratory (see Figure 5.3 for locations). 

From these two sediment samples, we got two median grain diameters, 9.12 mm and 

10.44 mm. The average value of the two diameters was used in subsequent simulations, that 

is, 𝑑50 = 9.78 mm. 

 

    

a) Sample near the confluence with Yamashina River b) Sample near Uji Open Laboratory  

Figure 5.6 Riverbed sediment grain size distribution (source: (Karki, 2019)) 

5.3. Flood event reproduction 

It is impractical to conduct long-term and large-scale 3D simulations of natural rivers 

on a yearly basis, due to the high computational cost. Fujita et al. (Fujita et al., 1983) 

conducted field observations on the bank erosion of CS43 in the Uji River to investigate the 

correlation between the erosion rate and the discharge and duration of flood events. They 

concluded that the magnitude and duration of the tractive force during flood stages were 

major factors controlling the receding rate of the riverbank. Therefore, in this study, a flood 

event from the year 2016 was selected to numerically investigate the bank erosion process. 

5.3.1. Boundary conditions 

As presented in Figure 5.4 and Figure 5.5, there were two major flood events in the year 

2016, the first at the end of June and the second at the end of September. The first flood event 
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measurement, was chosen for reproduction. The hydrographs of inlet flow discharge 

(Mukaijima Observation Station) and outlet water level (Yodo Observation Station) were 

plotted in Figure 5.7. The simulation duration totaled 316 h, i.e., 1,137,600 s. This is a 

double-peak flood event, with peak discharges at Mukaijima Station being 1093.98 m3 s⁄  

(15:00, June 24) and 978.21 m3 s⁄  (23:00, June 28), a maximum water level of 12.026 m 

(15:00, June 24). At Yodo Station, the peak discharges were 974.33 m3 s⁄  (16:00, June 24) 

and 867.5 m3 s⁄  (21:00, June 28), with a maximum water level of 10.077 m (16:00, June 

24). 

 

 

a) flow discharge 

 

b) water level 

Figure 5.7 Hydraulic boundary conditions 

5.3.2. Mesh generation and mesh quality 

In the simulations in this chapter, the semi-structured triangular prism mesh was still 
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employed, generated by Gmsh which is an open-source 3D mesh generator. The vertical 

extent of the mesh was determined based on the topography and water level range. The 

topography was reflected through the porosity of each cell. To reduce the cell number and 

save computational cost, in the horizontal direction, the main channel had finer mesh, while 

the mesh size in the floodplain was larger, as presented in Figure 5.8. The mesh quality, 

which was the result of the checkMesh utility of OpenFOAM, is listed in Table 5.1. 

 

  

Figure 5.8 Semi-structured triangular prism mesh 

Table 5.1 Mesh quality 

Max. 

aspect ratio 

Face area 

(m2) 
Cell volume (m3) Mesh non-orthogonality Max 

skewness 
Min. Max. Min. Max. Total Max. Average 

9.77  3.26  142.12  5.59  142.12  3.10E+07 31.96  2.64  0.53  

 

5.3.3. Results and discussions 

(1) Water level 

The simulated water level process and observed water level process at Mukaijima 
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Observation Station during the flood event are plotted in Figure 5.9. The simulated water 

level and observed water level exhibited synchronous variations, being nearly equal during 

low water levels. There was a slight overestimation during high water levels, but the highest 

water levels were very close. The 𝑅2 value for water level was 0.92, and the mean absolute 

error was equivalent to 5.12% relative to the mean water depth at Mukaijima Observation 

Station. 

 

 

Figure 5.9 Simulated and observed water level at Mukaijima Observation Station 

(2) Bed deformation and bank erosion 

The initial bed topography and final bed topography at the end of the simulation for the 

bend in the vicinity of the CS43 are shown in Figure 5.10. The simulated bed deformation is 

presented in Figure 5.11. 

As the bathymetry was interpolated from cross-sectional data, the initial topography 

appeared angular with many small grooves (Figure 5.10 (a)). In the straight channel portions 

upstream and downstream of the bend, erosion was mainly concentrated in the center of the 

main channel, while deposition occurred on its both sides (Figure 5.10 (b), Figure 5.11). This 

can be more clearly observed in the cross-section evolution of the CS434 (the section 43.4 

km away from the river mouth) in Figure 5.12. At the CS43, erosion mainly occurred in the 

center of the main channel, while there was no fluvial erosion at the left bank toe. 

Downstream of CS43, affected by the bend, degradation was closer to the left outer bank. 
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 (a) Initial bed topography (a) Final bed topography  

Figure 5.10 Simulated bed topography in the vicinity of CS43 (see Figure 5.2 for its location) 

 

Figure 5.11 Simulated bed deformation in the vicinity of CS43 (see Figure 5.2 for its location) 

  

Figure 5.12 Cross-section evolution of CS434 (see Figure 5.2 for its location) 

The cross-section evolution over time for section CS43 was plotted in Figure 5.13. The 
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initial left bank was quite steep, and as the water level rose, the critical slope angle decreased, 

leading to bank mass failure, forming a stable left bank. The bank top retreated by 

approximately 4 m, which was relatively large compared to the average bank erosion rate of 

4 m per year (Aly El-Dien, 2016; Karki, 2019). Afterward, due to erosion being concentrated 

in the center of the main channel and the absence of erosion at the toe of the left bank, the 

slope of the left bank remained unchanged and no further bank failure occurred. 

 

 

Figure 5.13 Cross-section evolution of CS43 (see Figure 5.2 for its location) 

Overall, the model could simulate the bank failure of this reach to some extent, but 

there are some deficiencies in predicting the fluvial erosion in the main channel and bank 

toe, which is caused by various factors. 

Firstly, the model did not consider non-uniform sediment, neglecting the effect of the 

particle size distribution and sediment sorting on the sediment transport. In the simulation, 

all sediment particle sizes were uniformly set to 9.78 mm. In reality, there is a significant 

difference in the sediment diameter between the bank and channel. Azuma et al. (Azuma et 

al., 2007) conducted a boring survey on the left bank and analyzed the composition of the 

sediment deposits. A well-sorted layer of sand and gravel with a diameter of 1 mm was 

observed near a depth of 1 m. Excluding this layer, silt layers with a particle size of 0.004 

mm were deposited from the ground surface to a depth of 3 to 4 m. Below this, at a depth of 

4 to 6 m, there was a layer of sand with a particle size of 0.3 mm. The sediment particle size 

on the left bank is notably smaller than 9.78 mm. In summary, overlooking the non-

uniformity of sediment may result in an overestimation of the sediment transport rate in the 

channel center and an underestimation of the sediment transport rate at the bank toe. 
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Secondly, as mentioned in Chapter 2, the movement distance of a bed load parcel is 

restricted to three times the average step length. According to the equation in Chapter 2, 

when the dimensionless bed shear stress is infinitely large, the average step length reaches 

its maximum value of 1.467 m for this case. The actual average step length is much smaller 

than this value. Therefore, the maximum movement distance of a bed load parcel is much 

smaller than 4.365 m. Compared to the grid size of 5~15 m, this value is relatively small. 

This could potentially affect the bed load transport. Perhaps the applicability of the 

Lagrangian model in large-scale simulations needs further discussion and correction. 

In addition, since the bathymetry was interpolated from the cross-sectional data with a 

200 m interval, its accuracy may also have some impact on the simulation. 

(3) Near-bed velocity and bed shear stress 

 

 

    

 (a) t = 4 h (23:00, June 20, Q = 217.3 m3 s⁄ ) (b) t = 44 h (15:00, June 22, Q = 400.73 m3 s⁄ )  

     

 (c) t = 92 h (15:00, June 24, Q = 1093.98 m3 s⁄ ) (d) t = 144 h (19:00, June 26, Q = 510.73 m3 s⁄ )  

Figure 5.14 Contours of near-bed velocity in the vicinity of CS43 (see Figure 5.2 for its location) 

The contours of near-bed velocity near the CS43 in the main channel (bed elevation 

lower than 11 m) at four different stages are shown in Figure 5.14. The four stages were 

chosen according to the inflow discharge, including the early low flow (217.3 m3 s⁄  ), 
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moderate flow before the peak (400.73 m3 s⁄ ), maximum peak flow (1093.98 m3 s⁄ ) and 

an intermediate flow (510.73 m3 s⁄ ) happened between the two peaks. 

Upstream of the CS43, under small flow and low water level conditions, the main flow 

was closer to the left bank, making it more likely to carry away sediment from the bank toe 

(Figure 5.14. (a)). As the flow increased, the main flow began to shift towards the right bank, 

resulting in reduced flow velocity at the left bank toe, especially during peak flow (Figure 

5.14. (b), (c), (d)). Conversely, downstream of this section, influenced by the bend, as the 

flow increased, the flow velocity increased at the left outer bank toe, posing a risk of severe 

erosion (Figure 5.14. (c)). Therefore, revetment has been implemented at this location 

against bank erosion (Figure 5.2). 

 

 

    

 (a) t = 4 h (23:00, June 20, Q = 217.3 m3 s⁄ ) (b) t = 44 h (15:00, June 22, Q = 400.73 m3 s⁄ )  

    

 (c) t = 92 h (15:00, June 24, Q = 1093.98 m3 s⁄ ) (d) t = 144 h (19:00, June 26, Q = 510.73 m3 s⁄ )  

Figure 5.15 Contours of bed shear stress in the vicinity of CS43 (see Figure 5.2 for its location) 

Similarly, the contours of bed shear stress at these four stages are presented in Figure 

5.15. The variations of bed shear stress distribution with discharge were consistent with the 

temporal changes in near-bed velocity. Based on this, it could be inferred that the bank 

erosion process of this reach involves the erosion of the bank toe at a low flow stage, 
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followed by collapse as the bank sediment strength decreases during or after the flood peak. 

5.4. Simulations with spur dikes 

5.4.1. Case setup 

 

 

(a) spacing = 2𝑏 (27.0 m) 

 

(b) spacing = 4𝑏 (54.0 m) 

Figure 5.16 Arrangement of spur dikes  

(𝑏 is the length of spur dike within main channel, 13.5 m) 

In this section, we performed simulations with a series of spur dikes. As shown in Figure 
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5.2, starting from the point P, the left bank was severely eroded. Therefore, spur dikes were 

installed between point P and the revetment in simulations. As presented in Figure 5.16, two 

different spacings were considered. The average width of the main channel in this range was 

about 90.0 m, so the spur dike length 𝑏 was set to 15% of the channel width, namely 13.5 

m. Simulations were conducted for two cases with spacings of 2𝑏 (27.0 m) and 4𝑏 (54.0 

m). The boundary conditions were the same as in the previous section. 

5.4.2. Results and discussions 

As mentioned earlier, due to the neglect of the sediment non-uniformity, the model did 

not capture bank toe erosion effectively. Therefore, this section focused solely on the flow 

field results at a lower flow stage (Q = 217.3 m3 s⁄  , 23:00, June 20), where the fluvial 

erosion is more likely to occur at the bank toe. 

(1) Near-bed velocity 

The contours of near-bed velocity in the main channel (bed elevation lower than 11 m) 

of the reach installed spur dikes at the moment of 4 h are shown in Figure 5.17 for both cases. 

The velocity distributions for the two spacing scenarios were quite similar. Compared to the 

result without spur dikes (Figure 5.14 (a)), upstream of the section CS43, the spur dikes 

effectively diverted the flow away from the left bank, reducing the velocity at the bank toe 

and providing protection against erosion. Consistent with the results in section 3.2, the 

several spur dikes closest to the CS43 (the apex of the bend) were far from the mainstream 

and seemed unnecessary. 

 

    

 (a) spacing = 27.0 m (2𝑏) (a) spacing = 54.0 m (4𝑏)  

Figure 5.17 Contours of near-bed velocity (Q = 217.3 m3 s⁄ , 23:00, June 20) 

The near-bed velocity magnitude along spur tips (the line in Figure 5.16 (b)) was plotted 

in Figure 5.18. The longitudinal velocity variations for the 2𝑏  and 4𝑏  cases were very 



96 

 

similar, with the main difference being that under the 2𝑏 spacing condition, the velocity 

fluctuations were larger than those under the 4𝑏 spacing condition. It was evident that the 

spur dikes with longitudinal distance between 150 m and 350 m had little effect and were 

not necessary. In the case with a spacing of 2𝑏, influenced by the bend, the velocity near the 

most downstream spur dike (longitudinal distance larger than 400 m) exceeded the velocity 

in the case without spur dikes. However, the revetment has been already constructed from 

here (Figure 5.2). 

 

 

Figure 5.18 Longitudinal profiles of near-bed velocity magnitude along spur dike tips (along the line in 

Figure 5.16 (b)) 

(2) Aquatic habit assessment 

 

    

 (a) For water depth (b) For depth-averaged velocity  

Figure 5.19 Habitat suitability index for Zacco platypus (source: (Jung and Choi, 2015)) 
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The aquatic habit assessment was performed by using the Instream Flow Incremental 

Methodology (IFIM) (Stalnaker, 1995) to determine the relationship between stream flows 

and fish habitat. Ishida et al. Ishida et al. (Ishida et al., 2020) have conducted a habitat 

evaluation analysis in Uji River under the assumption that the reclaimed land of old Ogura 

Pond served as a retarding basin. They mentioned that the freshwater minnows, Zacco 

platypus, was the dominant species in the river basin. Therefore, Zacco platypus was chosen 

as the target fish in the aquatic habit evaluation. The habitat suitability curves for Zacco 

platypus (Figure 5.19) used by Jung and Choi (Jung and Choi, 2015) were employed to 

calculate the habitat suitability indices (HSIs) for the water depth and depth-averaged 

velocity.  

The geometric average of the HSIs for water depth and velocity is taken as the 

composite suitability index (CSI) (Yang et al., 2023): 

 𝐶𝑆𝐼𝑖 = √𝐻𝑆𝐼ℎ,𝑖 × 𝐻𝑆𝐼𝑢,𝑖 (5.1) 

where, subscript 𝑖 indicates the bed surface cell label; 𝐻𝑆𝐼ℎ,𝑖, 𝐻𝑆𝐼𝑢,𝑖 are the HSIs for the 

water depth and depth-averaged velocity, respectively. The potential value of aquatic habit 

was quantified by the weighted usable area (WUA): 

 𝑊𝑈𝐴 = ∑ (𝐴𝑖 × 𝐶𝑆𝐼𝑖)
𝑁
𝑖=1  (5.2) 

where, 𝑁 is the number of bed surface cells; 𝐴𝑖 is the bed surface area of the bed surface 

cell 𝑖. 

The WUA for the middle part of the study area at the moment of 4 h (Q = 217.3 m3 s⁄ , 

23:00, June 20) were listed in Table 5.2. Compared to the natural condition, the area of fish 

habitat increased slightly after the installation of spur dikes. The WUA increased by 1.69% 

for the 2𝑏  spacing and 3.03% for the 4𝑏  spacing, with a larger increase for a greater 

spacing. However, on the whole, the installation of spur dikes in this reach has a minimal 

impact on the improvement of the living environment of Zacco platypus. In my opinion, this 

factor is not necessary to be considered when designing spur dikes in the study area. 

Table 5.2 Weighted usable area (WUA) at the moment of 4 h (Q = 217.3 m3 s⁄ , 23:00, June 20) 

 
Without spurs spacing = 2𝑏 spacing = 4𝑏 

𝑊𝑈𝐴 (m2) 10088.80  10259.79  10394.44  

 Increase percentage compared to without spur dike 0 1.69% 3.03% 
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5.5. Summary 

In this chapter, the solver considering bank erosion developed in Chapter 4 was applied 

to the simulations of the Uji River. 

Firstly, a flood event in 2016 was reproduced. The comparison of simulated and 

observed water levels shows good agreement. As for bed deformation and bank erosion, the 

model could simulate the bank failure during rising water levels, while there are some 

deficiencies in predicting the fluvial erosion in the main channel and bank toe. Specifically, 

erosion was mainly concentrated in the center of the main channel, while deposition occurred 

on both sides. On the one hand, this may be attributed to neglecting the non-uniformity of 

sediment, leading to an underestimation of the particle size in the main channel, and an 

overestimation of the particle size in the bank. After all, the latter one is much smaller than 

the former one actually. On the other hand, it could be influenced by the average step length 

in the sediment transport model. The average step length by the equation current used in 

Chapter 2 is relatively small compared to the cell size for the large-scale simulations, limiting 

the sediment movement. Observing the near-bed velocity and bed shear stress distribution at 

different stages during the flood, it was found that as flowrate increased and water level rose, 

the main flow and high-stress areas tended to move away from the outer bank towards the 

center, upstream of the CS43. Based on this observation, it could be inferred that the bank 

erosion process of this reach involves the erosion of the bank toe under low flow conditions, 

followed by collapse as the bank sediment strength decreases during or after the flood peak. 

Secondly, two cases with spacings of 2𝑏, 4𝑏, respectively, were simulated. Only the 

results at a low flow stage, where the bank toe was more likely to be eroded, were analyzed. 

The spur dikes effectively diverted the flow away from the outer bank, reducing the velocity 

at the bank toe and providing protection against erosion. Two spacings exhibited similar 

performance. The spur dikes in the vicinity of the apex (CS43) seemed unnecessary, with 

only the upstream spur dikes playing a role. Besides, the aquatic habitat evaluation for Zacco 

platypus was performed. The weighted usable area (WUA) increased slightly, by 1.69% for 

2𝑏 and 3.03% for 4𝑏. In this reach, the impact of spur dikes on the aquatic habitat for Zacco 

platypus was minimal. 
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Chapter 6.  

Conclusions and recommendations 

6.1. Conclusions 

The conclusions of this study are summarized as follows: 

6.1.1. Model validation for meandering channel applications 

Based on the applications in straight channels by Ota et al. (Ota et al., 2017), Ota and 

Sato (Ota and Sato, 2020) and Okudaira (Okudaira, 2021), the model was tested for flow 

field with a U-shaped channel experiment and for bed deformation based on a movable bed 

experiment in a meandering channel to validate its applicability to the investigation of flow 

and sediment transport around spur dikes in meandering channels for subsequent simulations. 

For the first one, the simulated water levels and velocity distribution along depth aligned 

well with the observed ones. For the second one, the numerical result has captured the bed 

deformation features observed in the experiment. 

It can be concluded that the model can be used to analyze the flow and sediment 

transport around spur dikes in meandering channels. 

6.1.2. The effect of the location of a single spur dike and channel sinuosity 

A spur dike was sequentially placed at 6 different locations in 3 meandering channels 

with different sinuosity to analyze the effect of the location of a spur dike along the outer 

bank on the downstream separation zone length, bank protection extent, and local scour 

depth, as well as its relationship with the channel sinuosity. The downstream separation zone 

length and local scour depth depended on both the location of the spur dike and channel 

sinuosity. The bank protection extent was less than the corresponding downstream separation 

zone. The downstream separation zone length decreased as the spur dike moved downstream. 

Correspondingly, non-uniform spacing could be adopted to improve cost-effectiveness. 

Channels with larger sinuosity were more likely to have longer downstream separation zones. 

Local scour depth increased as the spur dike moved downstream and reached the maximum 

near the crossover point, where measures might need to be taken to mitigate the local scour. 

Upstream of this location, channels with greater sinuosity exhibited more severe local scour, 
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whereas the opposite trend was observed downstream. 

6.1.3. The effect of the spacing of a series of spur dikes and channel sinuosity 

A series of spur dikes with 5 kinds of spacings were installed in 2 meandering channels 

to investigate the influence of both spur dike spacing and channel sinuosity. Unlike straight 

channels where maximum scour depth is located near the first spur dike, in meandering 

channels, serious local scour occurs near both the most upstream spur dike and spur dikes 

downstream of the meander apex. Therefore, both of these locations should be given special 

attention to control local scour in practices. Since the deep local scour holes and large 

velocity fluctuations occurred at different locations with varying spacing, non-uniform 

spacing should be adopted to lower the construction cost. Different channel sinuosities 

required different spacing arrangements because the locations of deep local scour holes and 

large velocity fluctuations were affected by sinuosity. 

Based on the simulation results, an equation using the weighted sum approach for 

multiobjective programming problems was proposed to quantify their performance by 

comprehensively considering four factors of bank protection, structural stability, 

construction cost, and aquatic habitat. In current uniform spacing simulations, 2𝑏 was the 

optimum spacing for Ch45 and 4𝑏 was the best for Ch60. 

6.1.4. Model validation for bank erosion 

An OpenFOAM solver considering bank erosion was developed by incorporating a 

bank mass failure operator into the 3D numerical model introduced in Chapter 2. The bank 

mass failure operator compares the local slope angle of each bed surface cell with the 

submerged critical angle or emerged critical angle depending on the water depth to determine 

the stability of this cell and then simulates the collapse by rotating unstable cells. This 

method can eliminate the necessity to explicitly identify the location of the riverbank, greatly 

enhancing its convenience. The model performance was tested using three experiments: a 

straight channel dam break experiment, a meandering channel experiment without spur dikes, 

and a meandering channel experiment with spur dikes. For the first one, the error of cross-

section profiles was acceptable, and both the cross-section profile evolution and final profiles 

were reproduced in a reasonable manner. For the second one, the simulated bankline shifting 

had good agreement with the observations and the final cross-section profiles were simulated 

in a reasonable manner. For the last one, the bank retreat in the area installed spur dikes and 
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the local scour around spur dike tips satisfactorily matched the measurements. 

It can be concluded that the model can be employed to evaluate the performance of spur 

dikes against bank erosion and to investigate the temporal changes of plan form in a 

meandering channel. 

6.1.5. Field application in Uji River 

The new solver was applied to the simulations of the Uji River. A flood event in 2016 

was reproduced. The comparison of simulated and observed water levels shows good 

agreement. As for bed deformation and bank erosion, the model could simulate the bank 

failure during rising water levels, while there are some deficiencies in predicting the fluvial 

erosion in the main channel and bank toe. Specifically, erosion was mainly concentrated in 

the center of the main channel, while deposition occurred on both sides. Observing the near-

bed velocity and bed shear stress distribution at different stages during the flood, it was found 

that as the flowrate increased and the water level rose, the main flow and high-stress areas 

tended to move away from the outer bank towards the center. Based on this observation, it 

could be inferred that the bank erosion process of this reach involves erosion of the bank toe 

at lower flow, followed by collapse occurring when the sediment strength of the bank 

decreases during or after the flood peak. 

Two cases with spacings of 2𝑏, 4𝑏, respectively, were simulated. Only the results in a 

lower flow stage, where the bank toe was more likely to be eroded, were analyzed. The spur 

dikes effectively diverted the flow away from the outer bank, reducing the velocity at the 

bank toe and providing protection against erosion. Two spacings exhibited similar 

performance. The spur dikes in the vicinity of the apex (CS43) seemed unnecessary, with 

only the upstream spur dikes playing a role. Besides, the aquatic habitat evaluation for Zacco 

platypus was performed. The weighted usable area (WUA) increased slightly, by 1.69% for 

2𝑏 and 3.03% for 4𝑏. In this reach, the impact of spur dikes on the aquatic habitat for Zacco 

platypus was minimal. 

6.2. Recommendation for future studies 

The current numerical study still has several limitations and a summary of issues for 

improvement and consideration in future research is provided below: 

(1) The simulations for meandering channels in Chapter 3 were based on laboratory 

conditions, having channel width-to-depth (𝐵 ℎ⁄ ) ratio many times smaller than that of an 
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extensively meandering river, which could lead to the exaggeration of the effect of secondary 

currents in meanders. The performance of spur dikes in channels with different 𝐵 ℎ⁄  ratios 

needs to be investigated. 

(2) The current model did not consider non-uniform sediment and neglected the effect 

of particle size distribution and sediment sorting on sediment transport. For instance, in Uji 

River, the particle size in the bank is much smaller than that in the main channel. overlooking 

the non-uniformity of sediment will result in an overestimation of the sediment transport rate 

in the channel center and an underestimation of the sediment transport rate at the bank toe. 

(3) The logarithmic law of velocity distribution was employed to compute the bed shear 

stress for bed load transport. Its applicability to regions near spur dikes may need to be 

further investigated. 

(4) The calculation method of average step length in the sediment transport model 

should be improved. As mentioned in Chapter 2, the movement distance of a bed load parcel 

is restricted to three times the average step length. In the filed application in Chapter 5, 

according to the equation in Chapter 2, when the dimensionless bed shear stress is infinitely 

large, the average step length reaches its maximum value of 1.467 m for the Uji River. The 

actual average step length is much smaller than this value. Therefore, the maximum 

movement distance of a bed load parcel is much smaller than 4.365 m. Compared to the cell 

size of 5 to 15 m, this value is relatively small. This could limit the bed load movement.  

(5) The current bank mass failure operator was limited to non-cohesive sediment. Only 

water depth was considered when determining the critical stability slope angle, and factors 

such as groundwater table, pore water pressure, sediment properties, and sediment strength 

variations were not taken into account. These factors can be considered in future research to 

improve the model. 

(6) Vegetation on the river banks affects not only the flow structure but also the strength 

of banks and can be considered in the future. 

(7) The current study focused on impermeable spur dikes under non-submerged 

conditions. However, impermeable spur dikes could become submerged at high flood levels, 

and the overtopping flow may result in serious erosion. Therefore, the submergence should 

be taken into account in spur dike design. 
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