# Formation mechanism of spatial and temporal fractals in bipedal walking 

Kota OKAMOTO

# Formation mechanism of spatial and temporal fractals in bipedal walking 

Author:

Kota Окамото

Prof. Kei SEndA

> A thesis submitted in fulfillment of the requirements for the degree of Doctor of Philosophy
> in the

Dynamics in Aeronautics and Astronautics
Department of Aeronautics and Astronautics, Graduate School of Engineering


## Acknowledgements

First and foremost, I would like to express my sincere gratitude to Dr. Kei Senda, Professor of Department of Aeronautics and Astronautics, Graduate School of Engineering, Kyoto University, for his continuous guidance and support. Without his valuable advice and comments, this thesis would never be completed.

I would like to express appreciation to Dr. Kenji Fujimoto, Professor of Department of Aeronautics and Astronautics, Graduate School of Engineering, Kyoto University, Dr. Ichiro Maruta, Associate Professor of Department of Aeronautics and Astronautics, Graduate School of Engineering, Kyoto University, and Dr. Toshiyuki Ohtsuka, Professor of Department of Informatics, Graduate School of Informatics, Kyoto University, for their valuable comments and suggestions.

I would like to extend the deepest appreciation to Dr. Shinya Aoi, Professor of Department of Mechanical Science and Bioengineering, Graduate School of Engineering Science, Osaka University, for his continuous guidance and grateful support thorough out my research. He has tirelessly used exertion for teaching and supporting me. Without his valuable advice and support, this thesis would not have materialized.

I would like to express my cordial gratitude to Dr. Tsuchiya Kazuo, Professor of Department of Aeronautics and Astronautics, Graduate School of Engineering, Kyoto University, for his invaluable comments and suggestions. I was indeed stimulated by discussion with him and strongly influenced by his perspective to researches.

I would like to express appreciation to Dr. Hiroshi Kokubu, Professor of Department of Mathematics, Graduate School of Science, Kyoto University, and Dr. Ippei Obayashi, Professor of Cyber-Physical Engineering Information Research Core (Cypher), Okayama University, for the collaboration in experimental works and their useful comments and discussions.

I would like to express appreciation to Dr. Nozomi Akashi, Assistant Professor of Graduate School of Informatics, Kyoto University, for the collaboration in experimental work. I was taught a lot of things through the experiment with him.

I would like to express appreciation to Dr. Yuichi Ambe, Assistant Professor of Department of Mechanical Science and Bioengineering, Graduate School of Engineering Science, Osaka University, Dr. Nozomi Tomita, Researcher of Department of Mechanical Science and Bioengineering, Graduate School of Engineering Science, Osaka University, and Dr. Mau Adachi, Researcher of Department of Mechanical Science and Bioengineering, Graduate School of Engineering Science, Osaka University, for encouragement and advice. Taking a coffee break refreshed me and when I had minor technical problems, they helped me to solve them.

I would like to thank the members of the laboratory of Dynamics in Aeronautics and Astronautics and the laboratory of Systems and Control. Thanks to seminar, discussion, experiment, conversation, and activity with them, I have fully enjoyed my student life. Especially, I would like to express appreciation to Mr. Ryo Iba.

Lastly, I am deeply grateful to my parents, Takashi and Kumiko Okamoto, for their generous attitude, constant support, and warm encouragement during my student life.

## Contents

Acknowledgements ..... iii
1 Introduction ..... 1
1.1 Background ..... 1
1.2 Related works ..... 1
1.2.1 Fractal ..... 1
Spatial fractal ..... 1
Temporal fractal ..... 2
1.2.2 Spatial fractal in passive dynamic walking ..... 3
Passive dynamic walking ..... 3
Limit cycle ..... 3
Bifurcation ..... 4
Spatial fractal in basin of attraction ..... 4
1.2.3 Central pattern generators ..... 5
1.2.4 Temporal fractal in human gait ..... 5
1.3 Purpose of this thesis ..... 6
1.4 Outline of this thesis ..... 6
2 Mechanism of generation of spatial fractal in basin of attraction in passive dynamic walking ..... 9
2.1 Introduction ..... 9
2.2 Method ..... 10
2.2.1 Model ..... 10
2.2.2 Structure of phase space by hybrid dynamics ..... 10
2.2.3 Domain of Poincaré map and basin of attraction ..... 13
2.3 Results ..... 13
2.3.1 $D_{n}$ and basin of attraction ..... 13
2.3.2 $\quad D_{1} \cap R$ ..... 14
2.3.3 Characteristics of $S^{-1}$ ..... 15
2.3.4 Appearance of a fractal ..... 19
2.3.5 No fractal appears ..... 20
2.4 Discussion ..... 22
2.4.1 Stability and basin of attraction ..... 22
2.4.2 Initial-value sensitivity and convergence to attractor ..... 22
2.4.3 Limitations of our analysis ..... 23
2.4.4 Biological relevance ..... 24
3 Mechanism of changes in spatial fractal in basin of attraction in passive dynamic walking ..... 25
3.1 Introduction ..... 25
3.2 Passive dynamic walking ..... 26
3.2.1 Model ..... 26
3.2.2 Governing equations ..... 26
3.2.3 Structure of phase space by hybrid dynamics ..... 27
3.3 Characteristics of basin of attraction ..... 28
3.3.1 Basin size ..... 28
3.3.2 Fractality of basin boundary ..... 29
3.4 Mechanism for sharp changes in the basin of attraction ..... 30
3.4.1 Formation of basin of attraction through stretch-bending de- formation by $S^{-1}$ ..... 30
3.4.2 Comparison of basin state before and after sharp changes in its characteristics ..... 31
3.4.3 Mechanism for sharp changes in basin characteristics based on the number of non- $R$-penetrating slits ..... 34
Increase of number of slits in formation process for basin of attraction for $n$ ..... 35
Mechanism for sharp changes in basin characteristics when number of non- $R$-penetrating slits decreases from 2 to 1 ..... 36
Mechanism for sharp changes in basin characteristics when number of non- $R$-penetrating slits decrease from $k+1$ to $k$ ..... 40
3.4.4 Mechanism for disappearance of basin of attraction ..... 41
3.5 Discussion ..... 41
4 Mechanism of changes in temporal fractal in stride intervals in simple neu- romechanical model ..... 47
4.1 Introduction ..... 47
4.2 Methods ..... 48
4.2.1 Mechanical model ..... 48
4.2.2 CPG model ..... 50
4.2.3 Torque noise ..... 51
4.2.4 Detrended fluctuation analysis ..... 52
4.3 Results ..... 53
4.3.1 Determination of parameters for each gait speed ..... 53
4.3.2 Stride interval fluctuations ..... 53
4.4 Discussion ..... 56
4.4.1 Mechanisms for statistical persistence and anti-persistence of stride intervals ..... 56
4.4.2 Biological relevance of our findings ..... 58
4.4.3 Limitations of our model and future work ..... 60
4.5 Conclusion ..... 61
5 Conclusion ..... 63
5.1 Summary ..... 63
5.2 Future work ..... 64
A Deformation of $T^{-1}\left(D_{1} \cap R\right)$ by $U^{-1}$ ..... 67

## Chapter 1

## Introduction

### 1.1 Background

Fractal is a general term for complex spatial and temporal features that do not take simple shapes regardless of how much they are magnified. This fractal nature can be observed in various things in nature. Spatial fractality is observed in branching trees, complexly shaped coastlines, and anatomical structures such as dendritic structures in human arteries and veins. Temporal fractality is observed in signals emitted from living organisms, such as human heart rate. Both spatial and temporal fractals are observed during bipedal walking. Usually, studies have focused on stability, speed, and energy efficiency as the characteristics of walking, but fractality has not been sufficiently studied. However, fractality has been suggested to play an important role in the characterization of gait because it is related to gait stability and the degree of functional disability in human gait. In this study, we investigated the roles of body and neural control systems in the fractal nature of bipedal gait using a model.

### 1.2 Related works

### 1.2.1 Fractal

Spatial fractal
The term "fractal" was coined by B. Mandelbrot, a mathematician at IBM, in the 1960s. It is generally accepted that fractals exhibit the following three properties: complex structures at multiple length scales, repetition of structures at different length scales (self-similarity), and "fractal dimension" which is not an integer. To satisfy these requirements, a fractal object is composed of units, whose structure resembles that of an entire object, and subunits, whose structure resembles that of each unit.

We consider the Cantor set an example of a fractal geometric structure. The Cantor set is defined as follows. Starting from the closed interval $S_{0}=[0,1]$, the middle third is removed. The two resulting intervals are $S_{1}=[0,1 / 3] \cup[2 / 3,1]$, and the central third of each interval is removed to obtain $S_{2}$, which consists of four intervals. This is repeated and $S_{\infty}$ is obtained as the limit is the Cantor set. This Cantor
set is fractal because of its complexity over a wide range of spatial scales and selfsimilarity, as described above.

When an object has a fractal structure, its dimension (fractal dimension) is not integer. Generally, dimension is the minimum number of coordinates required to specify a point in the object. For example, a smooth curve has one dimension, and a smooth surface has two dimensions. However, the Cantor set is not onedimensional because its entire length is $\lim _{n \rightarrow \infty}\left(\frac{2}{3}\right)^{n}=0$. The Cantor set is also not zero-dimensional, because it is a set of countless points. Therefore, the dimensions of the Cantor set are less than 1 and larger than 0 . The non-integer dimension representing a fractal object obtained from this concept is called the fractal dimension.

There are several ways to obtain fractal dimensions. For example, one definition of a fractal is that it has complex structures at multiple length scales. Based on this property, the number of boxes required to cover a fractal figure with equally spaced boxes is investigated. A fractal dimension is quantified by examining how the number of boxes to cover changed as the size of the box decreased. Any twodimensional rectangle in $\mathbb{R}^{2}$ can be covered by $C(1 / \epsilon)^{2}$ squares of side $\epsilon$, where $C$ is a constant that depends on object size. Similarly, a $d$-dimensional ( $d$ is an integer) region requires $C(1 / \epsilon)^{d}$ boxes with size $\epsilon$. That is, the number of boxes of size $\epsilon$ is scaled by $(1 / \epsilon)^{d}$. Extending this idea to more complex objects such as fractals, we consider using this "scaling rule" to define the dimension $d$ ( $d$ may not be an integer) of an object whose dimension is not known in advance. What is defined by this idea is called the box-counting dimension, which is one of the several definitions of the fractal dimension. In the case of the Cantor set described above, $d=\log 2 / \log 3$ because the number of necessary boxes doubles every time $\epsilon$ is multiplied by $1 / 3$.

Other definitions of the fractal dimension include the similarity dimension based on the self-similarity of fractals, the correlation dimension, which is obtained from the density of points on a chaotic attractor, and the Hausdorff dimension, which measures the number of elements using a box of variable sizes instead of constant sizes [28]. All seek a dimension that is "the smallest element necessary to define the object," but it is difficult to characterize whatever fractal dimension means by a single dimension.

## Temporal fractal

The concept of a fractal can be applied not only to geometric forms with complex shapes over a wide range of scales, where repeated structures appear at different spatial scales, but also to complex time series processes over a wide range of scales, where repeated structures appear at different time scales [79,101,104,132]. Fractal time series processes generate irregular fluctuations across multiple timescales. This is analogous to a spatial feature that is composed of units that resemble the structure of an entire object. We focus on fluctuations at different temporal resolution scales to
understand the self-similarity of time series processes with fractality. When examining fractal time series at different temporal resolutions, the irregularities at different scales are indistinguishable and have statistical self-similarity [78,123].

As with the fractal dimension in geometry, there are several ways to quantify the fractal time series. For example, if a time series $Y$ is fractal, a small window of the time series has the same standard deviation as a larger window because they are statistically self-similar. In this case, $Y(L t) \equiv L^{H} Y(t)$, where $H$ is the Hurst exponent ( $L$ refers to the ratio of window sizes of the time series of interest, and $Y(t)$ is the standard deviation in that window). The Hurst exponent is a measure of the self-similarity of a time series.

Other methods include power spectrum analysis, which determines selfsimilarity based on the relationship between amplitude and frequency [29]. In particular, when considering the fractal nature of biological signals, because both stationary and non-stationary time series exist, Detrended Fluctuation Analysis (DFA), which does not assume stationarity, and the scaling index $\alpha$ obtained from DFA are often used to quantify self-similarity [39]. In this case, when $\alpha=0.5$, the time series is white noise, whereas it is statistically persistent when $0.5<\alpha<1$ and statistically anti-pertinent when $0<\alpha<0.5$. Statistical pertinence is present when the fluctuations of the time series are statistically more likely to fluctuate in the same direction, whereas statistical anti-pertinence is present when the fluctuations are more likely to fluctuate in the opposite direction.

### 1.2.2 Spatial fractal in passive dynamic walking <br> Passive dynamic walking

Passive dynamic walking is a robot or a model that walks down a shallow slope without any actuators, sensors, or controls but only through the interaction between the walking machine and the environment. Because passive dynamic walking does not consume energy, controllers designed based on passive dynamic walking would be energy efficient and the dynamics is similar to that of human walking [85]. It is widely used to explore the mechanical principles of gait (gait dynamics) [9,12,15,17, $18,23,58,60,70-73,130,131]$.

In an experiment on a real machine, McGeer realized a passive walker with knees [86, 87]. McGeer's passive dynamic walker has four identical legs, with two pairs of inner and outer legs that move synchronously. This condition constrains the walking motion in a two-dimensional sagittal plane. This walker also has knee stoppers that prevent the knees from bending backward and circular feet.

## Limit cycle

McGeer [85-87] showed from numerical simulations that passive walking has two limit cycles: one stable and the other unstable. Walking continues for as long as the
state is in the limit cycle. Furthermore, when the limit cycle is stable, the state is pulled back into the limit cycle even if it leaves the limit cycle. When the trajectory is on a limit cycle, the periodic gait can be regarded as an equilibrium point in the Poincaré section. From this equilibrium point, the generation of the limit cycle and its stability can be analyzed.

McGeer analyzed not only a passive walker with knees but also rimless wheel locomotion, a compass-type model, and a model with an upper body. The basic framework for the analysis of passive dynamic walking was largely developed by McGeer in the early 1990s.

## Bifurcation

After McGeer's studies, Goswami et al. [40] performed a detailed numerical simulation analysis of passive dynamic walking using a compass-type model. They found that the period-doubling bifurcation repeats as the slope angle increases. Specifically, as the slope angle increases, the period of the walking cycle changes from period-1 to period-2, from period-2 to period-4, and so on. The new gait doubled the period and eventually led to chaos. This period-doubling bifurcation occurs when the limit cycle changes from stable to unstable and the state transitions to another limit cycle.

At about the same time as Goswami et al., Garcia et al. [36] proposed the simplest walking model, which simplifies the compass-type model. They numerically confirmed that this model also exhibits the stable limit cycle and period-doubling bifurcation. They also showed the existence of multiple limit cycles and their stability by the perturbation method. The simplest walking model is used in various studies because it is useful for understanding the essence of the phenomenon [6,72,112,131].

## Spatial fractal in basin of attraction

Schwab \& Wisse [112] computed the basin of attraction using the simplest walking model and demonstrated that it exhibits a small and thin shape with fractal characteristics. Akashi et al. [2] numerically showed that the basin of attraction has fractality in a more general passive dynamic walking model. They also suggested that this fractality emerges at a different slope angle from the slope angle associated with chaotic attractors resulting from period-doubling bifurcations.

Because it is difficult to identify the basin of attraction in complex models and robotic systems, previous research has predominantly focused on simple models for researching the basin of attraction. However, it has been suggested that this fractality is generated by the saddle characteristics inherent in the inverted pendulum, which are common characteristics in bipedal walking [94]. Therefore, it would be a universal characteristic of bipedal locomotion. Because the fractality of the basin of
attraction directly influences a key measure of robustness known as final-state sensitivity [41], understanding the spatial fractality of the basin of attraction is important in elucidating the fundamental principles governing stable bipedal walking.

### 1.2.3 Central pattern generators

A neural circuit in the mammalian spinal cord generates a basic motor rhythm and produces alternating flexor and extensor motoneuron activities, which are the basis of locomotion. This circuit is called the central pattern generator (CPG), which can operate without sensory feedback [44,98,106,107]. The role of afferent feedback in adjusting motor patterns to the motor task, environment, and biomechanical characteristics of limbs and body is crucial [100,107]. For example, continuous electrical stimulation of the midbrain locomotor region of a fixed decerebrate cat produces "fictive locomotion," in which the flexor and extensor motoneurons are rhythmically alternately activated, similar to what occurs during normal movement in intact animals [106]. To investigate the effects of afferent inputs on the movement patterns generated by CPGs, experiments were conducted to reproduce fictive locomotion by stimulating sensory afferents in the flexor and extensor [50, 82, 105,116]. These studies have revealed that, in many cases, afferent stimulation accelerates or delays the phase transition in an ongoing step cycle [83,109]. Although these findings are based on animal studies, it has been suggested that CPGs are present in the human spinal cord $[61,88]$.

Although the anatomical structure of CPG circuits remains unclear, mathematical models have been used to study the general effects of afferent stimulation on CPG behavior. Recent neurophysiological findings suggest that CPGs are composed of a hierarchical network, including rhythm generator (RG) and pattern formation (PF) networks, and mathematical models have been devised based on this idea $[13,75,108,109]$. In the RG, rhythm generation was simply modeled by a van der Pol oscillator [24,127], Matsuoka oscillator [52,69,81,95,120,121], or a phase oscillator [3-5,26,31,99, 122, 133]. In PF, the generation of electromyography in each muscle was modeled $[3,4]$ from the basic patterns $[65,66]$ via $\alpha$-motoneurons based on the muscle synergy hypothesis proposed by Ivanenko et al. [63,64].

### 1.2.4 Temporal fractal in human gait

In human gait, fluctuations in the gait cycle exhibit temporal fractality [54]. Although the fluctuations in gait appeared to be random, the analysis using the DFA described above confirmed that the fluctuations in gait were statistically persistent. This statistical persistence indicates that fluctuations in gait are statistically more likely to be in the same direction, which is also called $1 / \mathrm{f}$ fluctuation. It has been shown that the persistence changes to uncorrelated by age and neural disease [39]. Because the fluctuation characteristics change with neural disease, it is believed that
the fluctuation characteristics of gait are derived from CPGs, and various CPG models have been proposed to reproduce this phenomenon [10,54,127]. However, even in simulations using bipedal models without CPGs, it has been confirmed that fluctuations in gait rhythm can have fractal characteristics [1,38], and the mechanism of generation and change in the fractality of bipedal walking has not yet been clarified. It is known that not only aging and diseases but also external factors such as external input by a metronome and changes in walking speed using a treadmill can change fractality [55]. Therefore, sensory feedback may influence fractality.

### 1.3 Purpose of this thesis

Based on the above discussion, this study focuses on the importance of the generation and change of spatial and temporal fractality produced by bipedal walking, and aims to reproduce these fractalities with simple models to elucidate their mechanisms.

Regarding spatial fractality, because passive dynamic walking has already been shown to generate fractality in the basin of attraction, we confirmed the fractality using the simplest walking model [36] and clarified its generation mechanism based on the dynamical systems theory. Next, to quantitatively evaluate the fractality of passive dynamic walking, we investigated fractal dimension. The mechanism how the fractal dimension changes was also clarified based on dynamical systems theory.

Regarding temporal fractality, we propose a model that combines a simple CPG model with a simple biomechanical model to confirm the fractality. In particular, we conducted simulations assuming that the sensory feedback of the CPG changes fractality, confirmed that fractality changes depending on the presence or absence of feedback, and discussed the mechanism based on phase response characteristics [34, 122].

### 1.4 Outline of this thesis

Chapter 1 described the background and purpose of this study based on previous studies.

In Chapter 2, we analyze the spatial fractality of the basin of attraction in passive dynamic walking based on the dynamical systems theory. In this chapter, we use the simplest walking model [36] to analyze the characteristics of the basin of attraction depending on the slope angle. As a result, it is shown that the basin boundary is fractal at a certain slope angle. The fractal generation mechanism is elucidated by focusing on the basin formation process.

In Chapter 3, we investigate the change of fractal characteristics of basin of attraction of passive dynamic walking by slope angle. In this chapter, the fractal dimension and size of the basin of attraction are quantitatively evaluated using the
simplest walking model, as used in Chapter 2. Consequently, we confirmed that both the fractal dimension and size of the basin changed sharply at several slope angles. This sharp change in the basin was elucidated by improving the analytical method that focuses on the formation process in Chapter 2.

In Chapter 4, we propose a model that combines a simple CPG model and a simple biomechanical model based on the assumption that temporal fractality appears because of the interaction between the neural control system and the body dynamical system. In particular, we confirmed that fractality changes depending on the presence or absence of sensory feedback, and showed that the changes correspond to those in the gait of healthy subjects and those of aging or diseased patients. Furthermore, we showed that the fractality change was caused by phase response characteristics.

In Chapter 5, we conclude this thesis and present our future work.

## Chapter 2

## Mechanism of generation of spatial fractal in basin of attraction in passive dynamic walking

### 2.1 Introduction

Passive dynamic walking is a model that walks down a shallow slope without any control or input [85], which is useful for investigating the mechanism of generating stable walking from a dynamic viewpoint. This has been widely used to examine how humans walk with low energy consumption $[12,15,23,71-73]$ and to provide design principles for energy-efficient biped robots [9,17,18,58,60,70,130,131]. However, the basin of attraction is very small and thin and has a fractal-like complicated shape $[2,93,112]$, which makes it difficult to produce stable walking. Furthermore, chaos appears in the walking behavior through a period-doubling cascade by increasing the slope angle [40], which makes producing stable walking even more difficult. Meanwhile, the basin of attraction shows a fractal-like shape, even without period doubling. In other words, the fractal-like basin of attraction appears even for a single attractor. Although this indicates that a different mechanism from the period doubling of the attractor induces a fractal-like basin of attraction, the mechanism is unclear.

In our previous study [94], we used the simplest walking model [36] for the analysis of passive dynamic walking and clarified the formation mechanism for the basin of attraction based on dynamical systems theory by focusing on the hybrid dynamics of the model composed of the continuous dynamics generated by the equations of motion during the swing phase with saddle hyperbolicity and the discontinuous dynamics generated by the impact upon foot contact. Specifically, we found that the fractal-like basin of attraction is generated through iterative stretching and bending deformations by sequential inverse images of the Poincaré map for the collection of initial conditions from which the model can walk at least one step, which corresponds to the domain of the Poincare map. However, whether the fractal-like basin of attraction is actually fractal, i.e., whether infinitely many self-similar patterns are embedded in the basin of attraction, is dependent on the model parameters, such


Figure 2.1: Passive dynamic walking. A. Compass-type model. B. Phase diagram $[\theta \dot{\theta}]$. Equilibrium point $[\theta \dot{\theta}]=[\gamma 0]$ is a saddle point. Stable walking (indicated by the two arrows below the equilibrium point) is obtained by the continuous dynamics during the swing phase and the discontinuous dynamics upon foot contact.
as the slope angle $[2,112]$. The mechanism that determines whether the basin of attraction is fractal remains unclear.

In the present study, we improved our previous analysis in order to clarify the mechanism. In particular, we newly focused on the range of the Poincaré map, which corresponds to the collection of states after the model walked one step starting from the domain, and specified the regions that are stretched and bent by the sequential inverse image of the Poincaré map. Through analysis of the specified regions, we clarified the condition and mechanism required for the basin of attraction to be fractal.

### 2.2 Method

### 2.2.1 Model

In the present study, we used a compass-type model (Fig. 2.1A) for the analysis of passive dynamic walking. This model has two legs (rigid links), the lengths of which are both $l$, connected by a frictionless hip joint. Here, $\theta$ is the angle of the stance leg with respect to the slope normal, and $\varphi$ is the relative angle between the stance and swing legs. The mass is located only at the hip and the leg. The hip mass is $M$, and the leg mass is $m$. The leg mass is located at a distance $b$ from the hip joint. In addition, $g$ is the acceleration due to gravity. This model walks on a slope of angle $\gamma$ without any control or input.

### 2.2.2 Structure of phase space by hybrid dynamics

In the present study, we focused on the simplest walking model, where $m / M \rightarrow$ 0 and $b / l \rightarrow 1$ [36], because the dynamical characteristics remain almost unchanged [94]. This model is governed by hybrid dynamics composed of the continuous dynamics generated by the equations of motion during the swing phase
and the discontinuous dynamics generated by the impact upon foot contact.
The equations of motion are given by

$$
\begin{align*}
\ddot{\theta}-\sin (\theta-\gamma) & =0  \tag{2.1}\\
(\cos \varphi-1) \ddot{\theta}+\ddot{\varphi}-\dot{\theta}^{2} \sin \varphi+\sin (\varphi-\theta+\gamma) & =0 \tag{2.2}
\end{align*}
$$

These equations are nondimensionalized by the time scale $\sqrt{l / g}$ and have an equilibrium point $[\theta \dot{\theta} \varphi \dot{\varphi}]=[\gamma 000]$, which describes the situation where both legs are upright. The eigenvalues of the linearized equations of motion at the equilibrium point are $\pm 1$ and $\pm i$, and the equilibrium point is a saddle center with one stable direction, one unstable direction, and two neutral directions. Specifically, $\theta$ is determined only by (2.1) and is not affected by $\varphi$. This equation for $\theta$ has a saddle equilibrium point at $[\theta \dot{\theta}]=[\gamma 0]$, as shown in Fig. 2.1B. In the phase diagram of [ $\theta \dot{\theta}]$ the trajectories going into and out of the equilibrium point are the stable manifold $W^{\mathrm{S}}$ and the unstable manifold $W^{\mathrm{u}}$, respectively. In the phase space of four variables $[\theta \dot{\theta} \varphi \dot{\varphi}], W^{\mathrm{S}} \times \mathbb{R}^{2}$ and $W^{\mathbf{u}} \times \mathbb{R}^{2}$ are the center-stable manifold and the center-unstable manifold, respectively, and we denote them by $W^{\mathrm{CS}}$ and $W^{\mathrm{Cu}}$.

Foot contact occurs when the following conditions are satisfied:

$$
\begin{align*}
2 \theta-\varphi & =0  \tag{2.3}\\
-\pi / 2 & <\theta<0  \tag{2.4}\\
2 \dot{\theta}-\dot{\varphi} & <0 \tag{2.5}
\end{align*}
$$

The impact upon foot contact yields the following relationship:

$$
\left[\begin{array}{c}
\theta^{+}  \tag{2.6}\\
\dot{\theta}^{+} \\
\varphi^{+} \\
\dot{\varphi}^{+}
\end{array}\right]=\left[\begin{array}{c}
-\theta^{-} \\
\dot{\theta}^{-} \cos 2 \theta^{-} \\
-2 \theta^{-} \\
\cos 2 \theta^{-}\left(1-\cos 2 \theta^{-}\right) \dot{\theta}^{-}
\end{array}\right]
$$

where $*^{-}$and $*^{+}$are the state $*$ just before and after the foot contact, respectively. The important property of this relationship is that the state just after foot contact [ $\theta^{+} \dot{\theta}^{+} \varphi^{+} \dot{\varphi}^{+}$] depends only on $\left[\theta^{-} \dot{\theta}^{-}\right]$and is independent of $\left[\varphi^{-} \dot{\varphi}^{-}\right]$. This means that the state just after foot contact forms a two-dimensional surface in the fourdimensional phase space $\left[\theta^{-} \dot{\theta}^{-} \varphi^{-} \dot{\varphi}^{-}\right]$and satisfies the following two conditions:

$$
\begin{align*}
& 2 \theta^{+}=\varphi^{+}  \tag{2.7}\\
& \dot{\varphi}^{+}=\dot{\theta}^{+}\left(1-\cos 2 \theta^{+}\right) \tag{2.8}
\end{align*}
$$

In addition, from (2.4), the state just after foot contact also satisfies

$$
\begin{equation*}
0<\theta^{+}<\pi / 2 \tag{2.9}
\end{equation*}
$$



Figure 2.2: Schematic diagram of the structure of the phase space.
A. Hybrid dynamics composed of the section $H$, jump $T$, and map $U$.
B. Relationship among $D_{n}, S\left(D_{n}\right)$, and $R$ on $T(H)$.

However, note that since the state just after foot contact is independent of $\dot{\varphi}^{-}$, (2.5) generates no condition.

This hybrid dynamic system determines the structure of the phase space, as shown in Fig. 2.2A. Here, $H$ is the section defined by the foot contact conditions (2.3)-(2.5) and forms a three-dimensional space in the four-dimensional phase space, and $T$ is the jump in the phase space from the state just before foot contact to the state just after foot contact, as defined by (2.6). Therefore, the image of $T, T(H)$, is the region representing all states just after foot contact, and a new step starts from $T(H)$. Moreover, $U$ is the map from the start of a step to the next instance of foot contact. In other words, $U$ is the map from $T(H)$ to $H$, as defined by the equations of motion (2.1) and (2.2). The Poincaré map $S$ is defined on the Poincaré section $T(H)$ by

$$
\begin{equation*}
S=T \circ U: T(H) \rightarrow T(H) \tag{2.10}
\end{equation*}
$$

This Poincaré map $S$ represents one step, and an attractor of $S$ represents stable walking. The basin of attraction of $S$ is the main topic of the present paper. Here, $S$ is parameterized by one parameter $\gamma$. In particular, $S$ has an attracting fixed point at $0<\gamma<0.015$, and there is a period-doubling cascade to chaos for $0.015<\gamma<$ 0.019 [36].

### 2.2.3 Domain of Poincaré map and basin of attraction

We define $D_{n}(n=1,2, \ldots)$ as the collection of initial conditions on $T(H)$ from which the model walks at least $n$ steps. This satisfies $D_{n+1} \subseteq D_{n}$ (Fig. 2.2B), which means that when the initial condition is in $D_{n}$ but out of $D_{n+1}$, the model will fall down at the $n+1$-th step. Since the Poincaré map $S$ represents walking one step, $S\left(D_{n}\right)$ indicates the state on $T(H)$ after the model walked one step starting from $D_{n}$. Since the model can walk at least $n-1$ steps from $S\left(D_{n}\right)$, the following condition is satisfied:

$$
\begin{equation*}
S\left(D_{n}\right) \subseteq D_{n-1} \tag{2.11}
\end{equation*}
$$

Since the domain $D$ of $S$ on $T(H)$ represents the collection of initial conditions on $T(H)$ from which the model walks at least one step, $D$ is identical to $D_{1}$.

Using the inverse image of $S$, we can write $D_{n}=S^{-1}\left(D_{n-1}\right)$. However, $S^{-1}$ acts only on a part of $D_{n-1}$, as shown in Fig. 2.2B, as clarified in the following section. First, the range $R$ of $S$ on $T(H)$ is given by $R=S\left(D_{1}\right)$ because $D_{1}$ is the domain of $S$, which corresponds to the collection of states after the model successfully walked one step starting from all states on $T(H)$. This means that the state after each step must be in $R$ unless the model falls down. The following equation is satisfied:

$$
\begin{equation*}
S\left(D_{n}\right)=D_{n-1} \cap R \tag{2.12}
\end{equation*}
$$

We prove this below. First, since $D_{n} \subseteq D_{1}, S\left(D_{n}\right) \subseteq R$. Based on this consideration and (2.11), $S\left(D_{n}\right) \subseteq D_{n-1} \cap R$. Second, we assume that $d \nsubseteq S\left(D_{n}\right)$ for $\exists d \subseteq D_{n-1} \cap$ $R$. Since $d$ is in $R, S^{-1}$ is applicable to $d$, and, since $d$ is in $D_{n-1}, S^{-1}(d) \subseteq D_{n}$. This contradicts $d \nsubseteq S\left(D_{n}\right)$. Therefore, this assumption is not satisfied. Since any state in $D_{n-1} \cap R$ is in $S\left(D_{n}\right)$, we obtain (2.12). Therefore, instead of $D_{n}=S^{-1}\left(D_{n-1}\right)$, we use

$$
\begin{equation*}
D_{n}=S^{-1}\left(D_{n-1} \cap R\right) \tag{2.13}
\end{equation*}
$$

In the same manner, instead of $D_{n}=S^{-n+1}\left(D_{1}\right)$, we use

$$
\begin{equation*}
D_{n}=S^{-1}\left(S^{-1}\left(\cdots\left(S^{-1}\left(D_{1} \cap R\right) \cap R\right) \cdots \cap R\right) \cap R\right) \tag{2.14}
\end{equation*}
$$

Since the model walks at least $n$ steps from $D_{n}, D_{n}$ approximates the basin of attraction as $n$ increases. We confirmed the convergence by comparing $D_{100}$ and $D_{200}$ using $10^{4} \times 10^{4}$ initial states.

### 2.3 Results

### 2.3.1 $\quad D_{n}$ and basin of attraction

Figs. 2.3A and 2.3C show $D_{1}, D_{2}, D_{3}$, and the basin of attraction for $\gamma=0.001$ and 0.013 , respectively. In order to clarify these geometric characteristics, we used $\theta+\dot{\theta}$
and $\theta-\dot{\theta}$ for the axes for $\gamma=0.001$ and 0.013 in Figs. 2.3B and 2.3D, respectively, as in our previous study [94]. Here, $D_{2}$ and $D_{3}$ are V-shaped, and $D_{3}$ has a thin slit (note that a V -shaped region indicates that the basin has one large slit). The basins of attraction have multiple slits and are complicated. In particular, while the basin of attraction has only a few slits for $\gamma=0.001$, the basin has a number of slits, and selfsimilar patterns are embedded for $\gamma=0.013$. In order to quantitatively clarify these properties, we examined how many gaps $D_{1}, D_{2}, D_{3}$, and the basin of attraction have on the line $\theta-\dot{\theta}=0.5$. As a result, there are zero, one, two, and four gaps in $D_{1}, D_{2}, D_{3}$, and the basin of attraction, respectively, for $\gamma=0.001$. In contrast, there are zero, one, two, and infinitely many gaps in $D_{1}, D_{2}, D_{3}$, and the basin of attraction, respectively, for $\gamma=0.013$. We further investigated the number of slits in $D_{1}, D_{2}, D_{3}$, and the basin of attraction for $\gamma$ based on the gaps on $\theta-\dot{\theta}=0.5$ in Fig. 2.3E. The number of slits in $D_{n}$ increases as $n$ increases, and that in the basin of attraction increases exponentially as $\gamma$ increases. Fractal structures appear in the basin of attraction over $\gamma \approx 0.0075$.

### 2.3.2 $\quad D_{1} \cap R$

Since $D_{n}=S^{-1}\left(S^{-1}\left(\cdots\left(S^{-1}\left(D_{1} \cap R\right) \cap R\right) \cdots \cap R\right) \cap R\right)$ approximates the basin of attraction as $n \rightarrow \infty$, we begin with $D_{1} \cap R$ to investigate the formation mechanism of the basin of attraction. As shown in Fig. 2.3E, the numbers of slits in $D_{1}, D_{2}$, and $D_{3}$ remain unchanged for $\gamma$. Therefore, we assume that the mechanism is common for $\gamma$ when $n$ is small. We used $\gamma=0.013$ to show the results below.

Since $R=S\left(D_{1}\right)=T\left(U\left(D_{1}\right)\right)$, we first examine $U\left(D_{1}\right)$. In particular, the boundaries of $U\left(D_{1}\right)$ are $\theta=0, \theta=-\pi / 2$, and $2 \dot{\theta}=\dot{\varphi}$ from the foot contact conditions (2.4) and (2.5), as shown in Fig. 2.4A. In addition, since $D_{1}$ does not intersect with $W^{\mathrm{cu}}, D_{1}$ and $U\left(D_{1}\right)$ are on the same side with respect to $W^{\mathrm{cu}}$, and $U\left(D_{1}\right)$ also has a boundary near $W^{\mathrm{cu}}$ (strictly speaking, $D_{1}$ intersects with $W^{\mathrm{cu}}$ in a small range of $0<\theta<\gamma$, but has no influence in the formation of $D_{1} \cap R$ and so is ignored). Fig. 2.4B shows the result for $U\left(D_{1}\right)$ projected onto the $\theta-\dot{\theta}$ plane (Fig. 2.4C uses $\theta+\dot{\theta}$ and $\theta-\dot{\theta}$ for the axes in order to clarify the geometric characteristics).

Since $T$ is a one-to-one mapping for $[\theta \dot{\theta}]$, the boundaries of $U\left(D_{1}\right)$ on the $\theta-\dot{\theta}$ plane become the boundaries of $R$ by $T$, as shown in Fig. 2.4A. Fig. 2.4D shows the result of $R$ obtained from (2.6) (Fig. 2.4E uses $\theta+\dot{\theta}$ and $\theta-\dot{\theta}$ for the axes to clarify the geometric characteristics). The boundaries $\mathrm{a}_{1} \mathrm{~b}_{1}$ and $\mathrm{c}_{1} \mathrm{~d}_{1}$ of $D_{1} \cap R$ are obtained by applying $T$ to the boundaries near $W^{\mathrm{cu}}$ and $2 \dot{\theta}=\dot{\varphi}$, respectively, of $U\left(D_{1}\right)$.


Figure 2.3: Evolution of the basin of attraction through $D_{1}, D_{2}$, and $D_{3}$. A-D. $D_{1}, D_{2}, D_{3}$, and the basin of attraction for $\gamma=0.001$ (A and B ) and $0.013(\mathrm{C}$ and D$)$ in the $\theta-\dot{\theta}$ plane and $(\theta+\dot{\theta})-(\theta-\dot{\theta})$ plane, respectively. Parts of the basin of attraction are enlarged. E. The number of gaps on $\theta-\dot{\theta}=0.5$ depending on $\gamma$.

### 2.3.3 Characteristics of $S^{-1}$

Next, we investigate $D_{2}=S^{-1}\left(D_{1} \cap R\right)$. Since $S^{-1}\left(D_{1} \cap R\right)=U^{-1}\left(T^{-1}\left(D_{1} \cap R\right)\right)$, we first examine $T^{-1}\left(D_{1} \cap R\right)$. From (2.6), $T^{-1}\left(D_{1} \cap R\right)$ is described by

$$
\begin{equation*}
\left\{\left[-\theta^{+}-2 \theta^{+} \dot{\theta}^{+} \sec 2 \theta^{+} \dot{\varphi}^{-}\right] \mid\left[\theta^{+} \varphi^{+} \dot{\theta}^{+} \dot{\varphi}^{+}\right] \in D_{1} \cap R, \dot{\varphi}^{-} \in \mathbb{R}\right\} \tag{2.15}
\end{equation*}
$$

[ $\theta \varphi \dot{\theta}]$ in $T^{-1}\left(D_{1} \cap R\right)$ is uniquely determined using $D_{1} \cap R$ in Fig. 2.4D. Fig. 2.5A shows the result of $T^{-1}\left(D_{1} \cap R\right)$ in the $\theta-\dot{\theta}$ plane. (Fig. 2.5B uses $\theta+\dot{\theta}$ and $\theta-\dot{\theta}$ for the axes to clarify the geometric characteristics.) The boundary $\hat{\mathrm{a}}_{1} \hat{\mathrm{~b}}_{1} \hat{\mathrm{c}}_{1} \hat{\mathrm{~d}}_{1}$ of $T^{-1}\left(D_{1} \cap R\right)$ is obtained by applying $T^{-1}$ to the boundary $\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{c}_{1} \mathrm{~d}_{1}$ of $D_{1} \cap R$ in Fig. 2.4D. Note


Figure 2.4: Relationship among $D_{1}, U\left(D_{1}\right)$, and $R$. A. Schematic diagram in phase space. B and C. $U\left(D_{1}\right)$ in the $\theta-\dot{\theta}$ plane and $(\theta+\dot{\theta})-$ $(\theta-\dot{\theta})$ plane, respectively. D and E. $D_{1} \cap R$ in the $\theta-\dot{\theta}$ plane and the $(\theta+\dot{\theta})-(\theta-\dot{\theta})$ plane, respectively.
that $*_{1}$ and $\hat{*}_{1}$ (except for $D_{1}$ ), such as a $a_{1}$ and $\hat{\mathrm{a}}_{1}$, are used for $D_{1} \cap R$ and $T^{-1}\left(D_{1} \cap R\right)$, respectively. Since $T^{-1}\left(D_{1} \cap R\right)$ is thin, as shown in Fig. 2.5A, we extract a line segment $\hat{\mathrm{P}}_{1} \hat{\mathrm{Q}}_{1}$ from $T^{-1}\left(D_{1} \cap R\right)$. However, since $\dot{\varphi}$ in $T^{-1}\left(D_{1} \cap R\right)$ is not uniquely determined, we consider $T^{-1}\left(D_{1} \cap R\right)$ as a quadrangular prism, the height of which is in the $\dot{\varphi}$ direction, as shown in Fig. 2.5C. Then, line segment $\hat{P}_{1} \hat{Q}_{1}$ is considered to be a plane, which we call plane Z . We apply $U^{-1}$ to the plane Z . Since $U^{-1}$ is the map from $H$ to $T(H)$ and $T(H)$ is a two-dimensional surface that has two constraint conditions (2.7) and (2.8) in the four-dimensional phase space, $U^{-1}$ is applicable only to points in the plane $Z$ that simultaneously satisfy the two conditions when the points are moved in the phase space in the time reverse direction using the equations of motion (2.1) and (2.2), as shown in Fig. 2.5C. These points determine $\dot{\varphi}$ in $T^{-1}\left(D_{1} \cap R\right)$.


Figure 2.5: Characteristics of $S^{-1}\left(D_{1} \cap R\right)=U^{-1}\left(T^{-1}\left(D_{1} \cap R\right)\right)$. A and B. $T^{-1}\left(D_{1} \cap R\right)$ on $H$ in the $\theta-\dot{\theta}$ plane and the $(\theta+\dot{\theta})-(\theta-\dot{\theta})$ plane, respectively. C. Schematic diagram of applying $U^{-1}$ to plane $Z$. D. Curve $\hat{e}_{1} \hat{\mathrm{f}}_{1} \hat{\mathrm{~g}}_{1}$ in Z to which $U^{-1}$ is applicable. E and F . Curve $\mathrm{e}_{2} \mathrm{f}_{2} \mathrm{~g}_{2}$ and $D_{2}$ in the $\theta-\dot{\theta}$ plane and the $(\theta+\dot{\theta})-(\theta-\dot{\theta})$ plane, respectively.

Fig. 2.5D shows the result for the collection of the points in the plane Z indicated by the curve $\hat{\mathrm{e}}_{1} \hat{\mathrm{f}}_{1} \hat{\mathrm{~g}}_{1}$ to which $U^{-1}$ is applicable. We obtained the curve $\mathrm{e}_{2} \mathrm{f}_{2} \mathrm{~g}_{2}$ by applying $U^{-1}$ to this curve $\hat{e}_{1} \hat{\mathrm{f}}_{1} \hat{\mathrm{~g}}_{1}$, as shown in Fig. 2.5E. (Fig. 2.5F uses $\theta+\dot{\theta}$ and $\theta-\dot{\theta}$ for the axes to clarify the geometric characteristics.) Note that $*_{2}$ (except for $D_{2}$ ), such as $e_{2}$, is used for $D_{2}$. In order to obtain the curves $\mathrm{e}_{2} \mathrm{f}_{2} \mathrm{~g}_{2}$ and $\hat{\mathrm{e}}_{1} \hat{\mathrm{f}}_{1} \hat{\mathrm{~g}}_{1}$ in Figs. 2.5D through 2.5F, we linearized the equations of motion (2.1) and (2.2) for $\theta$ and $\varphi$ because the walking behavior appears around the saddle $[\gamma 000$ ]. Therefore, there are differences from the exact solution, as the approximately obtained curve $\mathrm{e}_{2} \mathrm{f}_{2} \mathrm{~g}_{2}$ is not inside $D_{2}$ (Figs. 2.5E and 2.5F, see the appendix for details). The curve $\mathrm{e}_{2} \mathrm{f}_{2} \mathrm{~g}_{2}$, specifically the curve $\mathrm{e}_{2} \mathrm{f}_{2}$ is bent to be V-shaped, as shown in Fig. 2.5E. (Fig. 2.5F


Figure 2.6: Schematic diagram of the process used to deform $D_{1}$ to $D_{2}$ and $D_{3}$ and generate slits. $D_{1} \cap R$ is extracted from A in B . Two regions are generated by $S^{-1}$ in C and are connected to form $D_{2}$ in D. In the same manner, $D_{2} \cap R$ is extracted in E . Two regions are generated by $S^{-1}$ in F and are connected to form $D_{3}$ in G .
uses $\theta+\dot{\theta}$ and $\theta-\dot{\theta}$ for the axes to clarify the geometric characteristics.)
In order to examine where in $D_{1} \cap R$ the curve $\mathrm{e}_{2} \mathrm{f}_{2} \mathrm{~g}_{2}$ is moved from by $S^{-1}(=$ $U^{-1} \circ T^{-1}$ ), we investigate where in $D_{1} \cap R$ the curve $\hat{e}_{1} \hat{\mathrm{f}}_{1} \hat{\mathrm{~g}}_{1}$ is moved from by $T^{-1}$. Since the curve $\hat{e}_{1} \hat{\mathrm{f}}_{1} \hat{g}_{1}$ is in $T^{-1}\left(D_{1} \cap R\right)$, the curve moves in $D_{1} \cap R$ by $T$. Figs. 2.4D and 2.4 E show the result indicated by the curve $\mathrm{P}_{1} \mathrm{Q}_{1}$. This shows that when $S^{-1}$ is applied to the curve $\mathrm{P}_{1} \mathrm{Q}_{1}$ in $D_{1} \cap R$, two curves $\mathrm{f}_{2} \mathrm{e}_{2}$ and $\mathrm{f}_{2} \mathrm{~g}_{2}$ are obtained in $T(H)$. Since $D_{1} \cap R$ is thin, as shown in Fig. 2.4D, the curve $\mathrm{P}_{1} \mathrm{Q}_{1}$ approximates $D_{1} \cap R$. Therefore, the process to obtain the V-shaped curve $\mathrm{e}_{2} \mathrm{f}_{2} \mathrm{~g}_{2}$ from the curve $\mathrm{P}_{1} \mathrm{Q}_{1}$ explains the process by which $D_{1} \cap R$ is transferred to $D_{2}$.

Figs. 2.6A through 2.6D show a schematic diagram of the summary by which to obtain $D_{2}$ from $D_{1}$. Specifically, $D_{1} \cap R$ is extracted from $D_{1}$ (Fig. 2.6B), and two regions are generated by $S^{-1}$, one of which is stretched and bent (Fig. 2.6C left), and the other of which is only stretched (Fig. 2.6C right). These regions are connected at the boundaries $\mathrm{a}_{1}^{\prime} \mathrm{b}_{1}^{\prime}$ to form $D_{2}$ (Fig. 2.6D).

Next, we move to $D_{3}=S^{-1}\left(D_{2} \cap R\right)$. Since $D_{2} \subseteq D_{1}$, the deformation from $D_{2}$ to $D_{3}$ (Figs. 2.6D through 2.6G) is the same as that from $D_{1}$ to $D_{2}$ (Figs. 2.6A through 2.6D). Since $D_{2}$ is $V$-shaped (Fig. 2.6D), the extracted $D_{2} \cap R$ is also $V$-shaped and has


Figure 2.7: Unchanged number of slits. When (A) the generated slit in $D_{n}$ does not reach $R,(\mathrm{~B})$ the number of slits remains unchanged in

$$
D_{n+1}
$$

a large slit at the boundary $\mathrm{c}_{2} \mathrm{~d}_{2}$ (Fig. 2.6E). The large slit becomes slits at the boundary $\mathrm{c}_{2}^{\prime} \mathrm{d}_{2}^{\prime}$ in $D_{3}$ by the deformation (Figs. 2.6F and 2.6G). Although Fig. 2.6F(right) has a slit, it is far from $R$ and so is ignored (Fig. 2.6G).

When the slit generated in $D_{n}$ reaches, but does not penetrate, $R$, one slit is added in $D_{n+1}$, as observed in the process from $D_{2}$ to $D_{3}$. In contrast, when the generated slit in $D_{n}$ does not reach $R$, the number of slits in $D_{n+1}$ remains unchanged, as shown in Fig. 2.7. Moreover, since $D_{n+1} \subseteq D_{n}$, it is possible that the slit becomes deeper as $n$ increases to reach $R$ and create a new slit. Therefore, when the generated slit in $D_{n}$ does not penetrate $R$, the number of slits of $D_{n+1}$ increases by one or remains unchanged.

### 2.3.4 Appearance of a fractal

We consider the cases in which the generated slit in $D_{n}$ penetrates $R$ for the first time at $n=N$, as shown in Fig. 2.8A. (There may be multiple slits that do not penetrate $D_{N} \cap R$ to the left and right of the generated slit, but because they do not affect the explanation below, they are not shown in Fig. 2.8.) By applying $S^{-1}$ to $D_{N}$ in the same manner as in Fig. 2.6, a penetrating slit appears close to the outer edge of the V-shaped $D_{N+1}$, as shown in Fig. 2.8D. In addition, since $D_{n+1} \subseteq D_{n}$ once a slit penetrates $R$, the slit penetrates $R$ for $n>N$. Furthermore, the penetrating slit close to the outer edge of $D_{N+1}$ generates a slit that penetrates $R$ near the right edge of $D_{N+1} \cap R$, as shown in Fig. 2.8E. As a result, a penetrating slit also appears close to the inner edge of the V-shaped $D_{N+2}$, as shown in Fig. 2.8G. Furthermore, the penetrating slit produces another penetrating slit in $D_{N+3}$ near the slit generated by the large slit of $D_{N+2}$ due to the V-shape, as shown in Fig. 2.8J. This slit also penetrates $R$. These penetrating slits produce new penetrating slits near the edge, and the number of slits increases at an accelerated rate as $n$ increases. As a result, a fractal basin of attraction appears.

Figs. 2.9A through 2.9E show $D_{4}$ to $D_{8}$ for $\gamma=0.013$. At $N=5$, the generated slit penetrated $R$ for the first time (Fig. 2.9B). After that, the penetrating slits were


FIGURE 2.8: Schematic diagram of the process by which to deform $D_{n}$ and generate penetrating slits after the generated slit penetrates $R$ for the first time at $n=N$ in A. A penetrating slit is generated close to the outer edge in $D_{N+1}$ in D . A penetrating slit is generated close to the inner edge in $D_{N+2}$ in G . A penetrating slit is generated close to the generated slit in $D_{N+3}$ in J .
generated close to the outer edge at $n=6$ (Fig. 2.9C), near the inner edge at $n=7$ (Fig. 2.9D), and close to the generated slit at $n=8$ (Fig. 2.9E) in that order. Therefore, infinitely many slits are generated and the fractal basin of attraction appears, as shown in Figs. 2.3C and 2.3D.

### 2.3.5 No fractal appears

Next, we consider the cases in which no slits in $D_{n}$ penetrate $R$, even when $S^{-1}$ is applied several times. In particular, suppose that $n$ is so large that $D_{n}$ converges and also suppose that $D_{n}$ has a slit that does not reach $R$. In this case, since the number


Figure 2.9: $D_{4}$ to $D_{8}$ for $\gamma=0.013$. A. No slit penetrates $R$. B. The generated slit penetrates $R$ for the first time. C. A penetrating slit is generated close to the outer edge of $D_{6}$. D. A penetrating slit is generated close to the inner edge of $D_{7}$. E. A penetrating slit is generated close to the generated slit of $D_{8}$.
of slits does not change even when $S^{-1}$ is applied, the basin of attraction does not have a fractal structure and has a finite number of slits.

Figs. 2.10A and 2.10B show $D_{50}$ and $D_{51}$, respectively, for $\gamma=0.001$. Here, $D_{50}$ has four slits, and the leftmost slit does not reach $R$. As a result, $D_{51}$ has four slits as in $D_{50}$. In addition, $D_{50}$ and $D_{51}$ have no difference and are identical to the basin of attraction (Fig. 2.3B), which we confirmed by comparing the regions using $10^{4} \times 10^{4}$ initial states, and so converge. Therefore, the basin of attraction does not have a fractal structure.


Figure 2.10: No appearance of fractal. A and B. $D_{50}$ and $D_{51}$, respectively, for $\gamma=0.001$. The generated slit in $D_{50}$ does not reach $R$. $D_{50}$ and $D_{51}$ have the same shape and converge. The number of slits never increases.

### 2.4 Discussion

### 2.4.1 Stability and basin of attraction

Bipedal walking has intrinsic instability due to saddle dynamics, and clarifying the mechanism by which walking can be stabilized is important. Passive dynamic walking is a useful model to examine the mechanism from a dynamic viewpoint. In order to clarify the stabilization mechanism, investigating both the stability and basin of attraction is crucial. However, while previous studies have focused on the stability by the eigenvalue analysis of the linearized Poincaré map around the fixed point on the Poincaré section $[16,36,40,49,58,118,130,131]$, the basin of attraction has not been well studied. This is partly because while eigenvalue analysis allows us to easily investigate the stability, no general analytical method has been provided for investigating the basin of attraction. We used an analytical approach based on dynamical systems theory to clarify a specific property embedded in the basin of attraction, which is useful to further investigate the characteristics of the basin of attraction in walking. While passive dynamic walking has no control or input, the use of control and input changes the dynamic characteristics of walking and also varies the stability and the basin of attraction $[7,8,94,96,114]$. We would like to improve and clarify our analysis in the future.

### 2.4.2 Initial-value sensitivity and convergence to attractor

The Poincaré map $S$ represents walking one step, and slits are generated by applying the inverse image $S^{-1}$ many times to the region from which the model walks at least one step. These slits come from the large slit of the V-shaped $D_{2}$ (Fig. 2.6).

When there are only a finite number of slits in the basin of attraction, the generated slit in $D_{n}$ does not reach $R$ and is not used in $D_{n+1}$ (Fig. 2.7). Therefore, these slits are not stretched much. In contrast, once the generated slit in $D_{n}$ penetrates $R$, the generated slits for $n \geq N$ are stretched greatly and create stripe patterns by producing penetrating slits, especially close to the basin boundary (Fig. 2.8). These penetrating slits become thinner as $n$ increases. Since slits indicate a region in which the model will fall down, whether the model continues to walk or not becomes very sensitive around the basin boundary. Furthermore, since penetrating slits become thinner, two states located at different sides of the large slit of $D_{2}$ become closer as $S^{-1}$ is applied to the two states many times. This means that two states located at different sides of a thin slit in the basin of attraction move away from each other as $S$ is applied many times and the two states come to reach different sides of the large slit of $D_{2}$.

When the basin of attraction is fractal, there are infinitely many penetrating slits close to the basin boundary. Therefore, when the model walks from an initial state near the boundary on the basin of attraction, there are numerous penetrating slits between the initial state and the attractor, and the model must traverse the slits for the state to approach the attractor. The model must walk at least the steps that are required to generate the penetrating slits by applying $S^{-1}$. Therefore, the model takes a long time to approach the attractor, depending on the initial state.

### 2.4.3 Limitations of our analysis

In the present study, we clarified that the fractal basin of attraction appears when the generated slit in $D_{n}$ penetrates $R$ and that fractal basin of attraction does not appear when the generated slit in $D_{n}$ does not reach $R$ for an $n$ so large that $D_{n}$ converges. However, it is possible that the generated slit in $D_{n}$ reaches, but does not penetrate, $R$ for so large $n$ that $D_{n}$ converges. In this case, although it is not at an accelerated rate, the number of slits increases as $n$ increases. While infinitely many slits appear in the basin of attraction, no penetrating slits are generated. Although our analysis does not exclude this possibility, our simulation results did not show such a case for any $\gamma$.

We used the simplest walking model for the analysis of passive dynamic walking, i.e., we assumed the extreme case $m / M \rightarrow 0$ and $b / l \rightarrow 1$ for the compass-type model [36]. Therefore, we did not explain the mechanism of the basin of attraction for general models of passive dynamic walking. However, the period-doubling cascade to chaos appears and the fractal basin of attraction is observed without the period doubling even when the extreme case is not assumed [2]. This suggests that similar mechanisms to those observed herein are embedded in general models of passive dynamic walking.

### 2.4.4 Biological relevance

The fractal appears in human walking, especially in the gait rhythm [39,53-55]. However, unlike passive dynamic walking, human walking is generated through the control. The basin of attraction of compass-type models used in passive dynamic walking is enlarged by the control and the number of slit changes [93,96,114]. However, the stance leg during human walking is almost straight and rotates around the foot contact point like an inverted pendulum [90]. In addition, the stance and swing legs are switched by the foot contact and lift off. Therefore, saddle instability and hybrid properties are inevitable in the gait dynamics, as in passive dynamic walking, and the stretching and bending deformation remains crucial for the formation mechanism of basin of attraction. In fact, our previous study [93,96] showed that even when a controller inspired by spinal central pattern generators [98] is incorporated in a compass-type model, the basin of attraction has slits due to the deformation.

Human walking is generated through the central nervous system and the body mechanical system. Fractal properties are reduced by aging and pathological disorders such as Parkinson's and Huntington's diseases [39,53]. A simple neuromechanical model demonstrated that fractal properties are reduced by changing the motor control model to emulate the pathological disorder [31]. These properties suggest that the neural system contributes to the fractal in human walking. In contrast, the body mechanical system also has potential to contribute to the fractal in human walking. Passive dynamic walking exhibits a chaos attractor depending on the model parameter $[36,40]$ and shows a fractal basin of attraction even for the single attractor as shown in the present study. The steady state of a dynamical system with a single attractor never shows a fractal, but instead shows regular behavior, unless the system is disturbed. However, when the dynamical system is specific and has a fractal basin of attraction, fractal behavior can be induced by a disturbance or noise without fractal properties. In fact, the fractal appears in walking of compasstype models with a controller and noise without fractal properties [1,38]. Even for passive dynamic walking, the mechanisms for fractal and non-fractal basins of attraction clarified in the present study will provide useful insights for understanding human walking. The analysis of measured human data has limitations for elucidating the underlying mechanism in human walking, and physical models are useful to overcome the limitations.

## Chapter 3

# Mechanism of changes in spatial fractal in basin of attraction in passive dynamic walking 

### 3.1 Introduction

A passive dynamic walker is a mechanical system that walks down a slope without any control [85], and gives useful insights into the dynamic mechanism of stable walking. This system has been used extensively for the study of human walking with low energy consumption $[12,15,23,60,71-73,91,110,119]$ and has been the basis for the design of energy-efficient bipedal robots [8,9,17,18,58,70,89,130,131]. Because the walking speed for this system changes with slope angle, it is important to clarify its influence on walking. In particular, this system shows specific characteristics due to nonlinear dynamics depending on the slope angle. For example, a chaotic attractor appears through a period-doubling cascade when the slope angle increases [40], and it abruptly disappears at a critical slope angle [47,94]. Furthermore, fractal basin boundaries appear even without period-doubling [2,94,112]. To understand the dynamics that generate walking, it is important to elucidate the mechanism for these characteristics.

The change in the attractor by the slope angle and its mechanism have been clarified in previous studies [35,36, 40, 47-49], whereas the change in the basin of attraction and its mechanism remain largely unclear. In our previous studies [94,97], we showed that the basin of attraction is produced through iterative stretching and bending deformation by the inverse image of the Poincaré map. As a result, the basin boundaries become fractal when the slope angle exceeds a critical value. However, other characteristics of the basin of attraction remain unclear.

In this study, we focused on the size, fractality, and disappearance of the basin of attraction. Because the basin of attraction is the set of initial states that converge to an attractor, the basin size indicates the robustness of walking and is thus an important feature for walking. The fractal basin boundary has a final state sensitivity [41,84]. This means that even when the system is deterministic, unpredictability exists for the attractor or final state when the initial condition contains uncertainties. Although
the unpredictability of chaotic attractors has been investigated based on the initialstate sensitivity $[36,40]$, the final state sensitivity in fractal basin boundaries has not been investigated thoroughly. The final state sensitivity makes the prediction of walking easily affected by inevitable noise and is thus also an important feature for walking. The disappearance of the chaotic attractor and its basin of attraction indicates that the system cannot produce stable walking and falls down regardless of the initial state. While the disappearance of the chaotic attractor can be explained by a boundary crisis [47,94], the mechanism for the disappearance of the basin of attraction remains unclear.

The stretching-bending deformation revealed in our previous study [97] creates horseshoes [115] that cause complex phenomena, such as chaos and fractals, and is an important property in nonlinear dynamics. It is expected to play an important role in determining the size, fractality, and disappearance of the basin of attraction in passive dynamic walking. In the present study, we first calculated the size and fractality of the basin of attraction for passive dynamic walking depending on the slope angle using the simplest walking model, which is useful for the analysis of passive dynamic walking, and found sharp changes in these parameters at specific slope angles. We then clarified the mechanism for the sharp changes and disappearance of the basin of attraction based on stretching-bending deformation in the basin of attraction by improving our previous analysis [97].

### 3.2 Passive dynamic walking

### 3.2.1 Model

In this study, we analyzed passive dynamic walking using the simplest walking model [36] (Fig. 3.1). This model has two legs, swing and stance legs, connected by a frictionless hip joint and walks down a slope of angle $\gamma$ without any control. The leg length is $l$. The tip of the stance leg is fixed on the slope, and the stance leg rotates around the leg tip without friction. The angles between the stance leg and slope normal and between the stance and swing legs are denoted by $\theta$ and $\varphi$, respectively. The hip mass and leg tip mass are $M$ and $m$, respectively. We assumed $m / M \rightarrow 0$ as in [36]. The gravitational acceleration is $g$.

### 3.2.2 Governing equations

This model is governed by hybrid dynamics that consist of continuous dynamics generated by the equations of motion when the swing leg is in motion and discontinuous dynamics generated by the impact when the foot makes contact with the ground.


FIGURE 3.1: Simplest walking model for analysis of passive dynamic walking.

The equations of motion are given by

$$
\begin{align*}
\ddot{\theta}-\sin (\theta-\gamma) & =0  \tag{3.1}\\
(\cos \varphi-1) \ddot{\theta}+\ddot{\varphi}-\dot{\theta}^{2} \sin \varphi+\sin (\varphi-\theta+\gamma) & =0 . \tag{3.2}
\end{align*}
$$

The equations are made dimensionless by the timescale $\sqrt{l / g}$. The swing leg tip touches the slope (touchdown) when the following conditions are satisfied:

$$
\begin{align*}
2 \theta-\varphi & =0  \tag{3.3}\\
\theta & <0  \tag{3.4}\\
2 \dot{\theta}-\dot{\varphi} & <0 . \tag{3.5}
\end{align*}
$$

We utilized the condition (3.4) to ensure that touchdown takes place exclusively in front of the model to move forward, and condition (3.5) to disregard the scuffing of the leg tip on the slope when the swing leg moves forward. We considered the touchdown as a completely inelastic collision, where no slip or bounce occurs, and assumed that the stance leg lifts off without interaction just after touchdown. Because the roles of the swing and stance legs are reversed just after touchdown, we obtain

$$
\left[\begin{array}{c}
\theta^{+}  \tag{3.6}\\
\dot{\theta}^{+} \\
\varphi^{+} \\
\dot{\varphi}^{+}
\end{array}\right]=\left[\begin{array}{c}
-\theta^{-} \\
\dot{\theta}^{-} \cos 2 \theta^{-} \\
-2 \theta^{-} \\
\cos 2 \theta^{-}\left(1-\cos 2 \theta^{-}\right) \dot{\theta}^{-}
\end{array}\right]
$$

where the notations $*^{-}$and $*^{+}$indicate the state of $*$ just before and after touchdown, respectively. The key aspect of this relationship is that the state just after touchdown, denoted by $\left(\theta^{+}, \dot{\theta}^{+}, \varphi^{+}, \dot{\varphi}^{+}\right)$, depends solely on $\left(\theta^{-}, \dot{\theta}^{-}\right)$and is not influenced by ( $\varphi^{-}, \dot{\varphi}^{-}$).

### 3.2.3 Structure of phase space by hybrid dynamics

The structure of the phase space is determined by the hybrid dynamic system, as shown in Fig. 3.2A. The section $H$ is defined by the touchdown conditions (3.3)(3.5) and forms a three-dimensional space in four-dimensional phase space. The


Figure 3.2: Schematic diagram of the structure of phase space. (A) Hybrid dynamics composed of the section $H$, jump $T$, map $U$, and Poincaré map $S$. (B) Relationship among the regions $D_{n}$ and $S\left(D_{n}\right)$, and the range $R$ of $S$ on $T(H)$.
jump $T$ in the phase space from the state just before touchdown to the state just after touchdown is defined by (3.6). Therefore, the image of $T, T(H)$, represents all states just after touchdown, and a new step starts from $T(H)$. The map $U$ is defined by the equations of motion (3.1) and (3.2) from the start of a step to the next touchdown instance, i.e., from $T(H)$ to $H$. The Poincaré section is defined as $T(H)$ and the Poincaré map $S$ is defined by $S=T \circ U: T(H) \rightarrow T(H)$, which represents one step. $T(H)$ is two-dimensional in the simplest walking model as shown in (3.6), which is useful for analyzing $S$. $S$ is parameterized only by the slope angle $\gamma$ and an attractor of $S$ represents stable walking. In particular, $S$ has an attracting fixed point at $0<\gamma<0.015$, and there is a period-doubling cascade to chaos for $0.015<\gamma<$ 0.019 [36]. While the basin of attraction of $S$ has smooth boundaries for $\gamma<0.0075$, it has fractal boundaries for $\gamma>0.0075$ [97].

### 3.3 Characteristics of basin of attraction

### 3.3.1 Basin size

Because the basin of attraction is the collection of initial conditions on $T(H)$ from which the model keeps walking, we computed the basin using the governing equations (3.1)-(3.6). Specifically, we used 1560 bins for $0.1<\theta \leq \pi / 2$ with increments of 0.001 and 1500 bins for $-1.5<\dot{\theta} \leq 0$ with increments of 0.001 for the initial conditions on $T(H)$; that is, we used $2.34 \times 10^{6}$ initial conditions in total. This range of $\theta$ and $\dot{\theta}$ was sufficient to contain the basin of attraction irrespective of $\gamma$. We approximated the basin of attraction by the set of initial states from which the model can walk at least 50 steps, and determined the size of the basin of attraction by counting the number of initial conditions within it.

Figure 3.3A shows the basins of attraction for $\gamma=0.01,0.012$, and 0.016 , where $\theta+\dot{\theta}$ and $\theta-\dot{\theta}$ are used for the axes to clarify the geometric characteristics as in $[93$,


Figure 3.3: Basin of attraction for $\gamma$. (A) Basin of attraction for $\gamma=0.01,0.012$, and 0.016 . Blue and orange lines show the boundaries of the basin of attractions and the lower edge of range $R$, respectively. Black lines show the regions used to calculate the uncertainty exponent $\alpha:(\theta+\dot{\theta} \times \theta-\dot{\theta})=[0.00133,0.00633] \times[0.4233,0.5233]$ for $\gamma=0.010,[0.00266,0.00766] \times[0.4366,0.5366]$ for $\gamma=0.012$, and $[0.00533,0.01033] \times[0.4633,0.5633]$ for $\gamma=0.016$. (B) Basin size versus $\gamma$. (C) Proportion of uncertainty box $f_{\varepsilon}$ versus $\varepsilon$ for various $\gamma$ values. Dotted lines represent corresponding linear regression lines. (D) Uncertainty exponent $\alpha$ versus $\gamma$. (E) Number of non-Rpenetrating slits versus $\gamma$.

94,97]. Because $\gamma>0.0075$ in these figures, the basins have an infinite number of slits and fractal boundaries [97]. The size of the basin decreases as $\gamma$ increases, as shown in Fig. 3.3B. In particular, it abruptly decreases around $\gamma=0.0103,0.0135$, and 0.019 .

### 3.3.2 Fractality of basin boundary

We evaluated the fractality of the basin boundary based on the uncertainty exponent [41,84], which is defined as follows:

$$
\begin{equation*}
\alpha=\operatorname{dim}(B)-\operatorname{dim}(\partial B) \tag{3.7}
\end{equation*}
$$

where $\alpha$ is the uncertainty exponent, $B$ is the basin of attraction, $\partial B$ is the basin boundary, and $\operatorname{dim}(\xi)$ is the dimension of set $\xi$. If $0<\alpha<1$, the basin boundary
has a non-integer dimension and is fractal.
We calculated the uncertainty exponent $\alpha$ using a previously reported method [41,84]. First, we placed many squares with a length $\varepsilon$, which is sufficiently larger than the bin size in the initial conditions, randomly on a limited range of the Poincaré section. We calculated the proportion $f_{\varepsilon}$ of the squares that touch the basin boundary. When the square is coarse-grained as a single point, it is "uncertain" whether the point is inside or outside the basin. Therefore, $\alpha$ describes not only the fractality but also the final state sensitivity. The following relationship between $\alpha$ and $\varepsilon$ holds:

$$
\begin{equation*}
f_{\varepsilon} \propto \varepsilon^{\alpha} . \tag{3.8}
\end{equation*}
$$

Therefore, we can obtain $\alpha$ by calculating the slope of the linear regression line for $f_{\varepsilon}$ versus $\varepsilon$ using a $\log -\log$ plot.

We placed 30,000 squares randomly in a limited region to calculate $\alpha$, as shown in Fig. 3.3A. Because the basin of attraction moves depending on $\gamma$, the limited region moves in the same way as the basin of attraction. However, the area of the limited region is identical for all $\gamma$. Figure 3.3C shows $f_{\varepsilon}$ versus $\varepsilon$ for $\gamma=0.01,0.012$, 0.016 , and 0.01925 , and linear regression lines using a $\log -\log$ graph. We obtained the uncertainty exponent $\alpha$ from the coefficient for this regression. Figure 3.3D shows a plot of $\alpha$ versus $\gamma$. When $\gamma<0.008$, the basin boundary is not fractal because $\alpha \approx 1$. When $\gamma>0.008$, the basin boundary becomes fractal because $0<\alpha<1$. We can find dramatic changes in $\alpha$ at certain values of $\gamma$, which include $\gamma \approx 0.0103,0.0135$, and 0.019 , where the basin size shows remarkable changes in Fig. 3.3C.

### 3.4 Mechanism for sharp changes in the basin of attraction

### 3.4.1 Formation of basin of attraction through stretch-bending deformation by $S^{-1}$

We introduce the notation $D_{n}(n=1,2, \ldots)$ to denote the set of initial conditions on the Poincaré section $T(H)$ from which the model walks at least $n$ steps. As $n$ increases to infinity, $D_{n}$ approximates the basin of attraction. Furthermore, this set satisfies $D_{n+1} \subseteq D_{n}$ (Fig. 3.2B), which means that if the initial condition is in $D_{n}$ but not in $D_{n+1}$, the model will fall down at the ( $n+1$ )th step. In our previous study [97], we showed that $S\left(D_{n}\right)$ represents the state on $T(H)$ after the model walked one step starting from $D_{n}$, which is in $D_{n-1}$ (Fig. 3.2B) because the Poincaré map $S$ represents walking one step. Moreover, $S\left(D_{n}\right)$ is also in the range $R$ of $S$, which is given by $R=S\left(D_{1}\right)$ because $D_{1}$ is the domain of $S$. Therefore, the following condition is satisfied: $S\left(D_{n}\right)=D_{n-1} \cap R$, which gives

$$
\begin{equation*}
D_{n}=S^{-1}\left(S^{-1}\left(\cdots\left(S^{-1}\left(D_{1} \cap R\right) \cap R\right) \cdots \cap R\right) \cap R\right) . \tag{3.9}
\end{equation*}
$$

This indicates that the basin of attraction is obtained by iterative processes to extract the intersection with $R$ of $S$ and to apply the inverse image $S^{-1}$ starting from $D_{1}$. Because saddle instability due to the inverted pendulum induces a stretchingbending effect in $S^{-1}$ [94,97], $D_{1}$ is stretched and bent many times to create many slits (Fig. 3.4).

Suppose that a slit (red) in $D_{n}$ penetrates the lower edge of $R$ for the first time at $n=N$, as shown in Fig. 3.5A. By applying $S^{-1}$ to $D_{N} \cap R$ (Fig. 3.5B) in the same manner as in Fig. 3.4, the slit penetrates the U-shaped $D_{N+1}$ along and near the outer edge (Fig. 3.5C). When a slit penetrates $D_{n}$, we call it a $D_{n}$-penetrating slit. When it does not, we call it a non- $D_{n}$-penetrating slit. The $D_{n}$-penetrating slit in $D_{N+1}$ corresponds to two slits near the left and right edges in $D_{N+1} \cap R$ (Fig. 3.5D). The right slit penetrates $D_{N+2}$ along and near the inner edge and surrounds the slit (blue) generated by the inner edge (Fig. 3.5E). Because these slits do not penetrate $R$, they remain in $D_{N+2} \cap R$ (Fig. 3.5F) and $D_{N+3}$ (Fig. 3.5G). However, these two slits in $D_{N+3}$ penetrate $R$ and one of them (red) corresponds to two slits in $D_{N+3} \cap R$ (Fig. 3.5H). The number of slits increases at an accelerated rate as $n$ increases, and some slits are surrounded by many $D_{n}$-penetrating slits (Fig. 3.5I). Through these procedures, the basin boundaries become fractal in $\gamma>0.0075$.

### 3.4.2 Comparison of basin state before and after sharp changes in its characteristics

Figures 3.6A and B show the basin of attraction at $\gamma=0.0134$ (before the sharp changes in the basin characteristics at $\gamma \approx 0.0135$ ) and $\gamma=0.0136$ (after the sharp changes), respectively. In the specific region of each figure, we used at least $1500 \times 1500$ initial conditions to obtain accurate boundaries, which was confirmed by investigating if the boundary remained unchanged even when we used $3000 \times 3000$ initial conditions (we used the same conditions to calculate $D_{n}$ in the following sections). As shown in the enlarged figures, a purple non- $D_{n}$-penetrating slit is surrounded by $D_{n}$-penetrating slits. While these slits do not reach the lower edge of the range $R$ in Fig. 3.6A, many slits reach and penetrate the lower edge of $R$ in Fig. 3.6B. This difference could cause the sharp changes in the basin characteristics.

When the basin boundaries become fractal ( $\gamma>0.0075$ ), non- $D_{n}$-penetrating slits are surrounded by $D_{n}$-penetrating slits through the formation process for the basin of attraction, as shown in Figs. 3.5E and G. For large enough $n, D_{n}$ has many such $D_{n}$-penetrating slits and consists of an infinite number of regions separated by the $D_{n}$-penetrating slits. We define $D_{n}=\bigcup_{i=1}^{\infty} D_{n}^{i}$ as shown in Fig. 3.7A, where $D_{n}^{i}(i=1,2, \ldots)$ is the separated region and $D_{n}^{1}$ contains the attractor. If a non-$D_{n}$-penetrating slit in $D_{n}^{1}$ reaches and penetrates the lower edge of $R$, we call it a $R$-penetrating slit (Fig. 3.7B). If it does not penetrate the lower edge, we call it a non- $R$-penetrating slit.


Figure 3.4: Schematic diagram of process to deform $D_{1}$ to $D_{2}$, to $D_{3}, \cdots$, to $D_{\infty}$ and generate slits. $D_{1} \cap R(\mathrm{~B})$ is extracted from $D_{1}$ (A) and stretched and bent by $S^{-1}$ to form U-shaped $D_{2}$ with one slit (C). In the same way, $D_{2} \cap R$ is extracted (D) and stretched and bent by $S^{-1}$ to form $D_{3}$ with two slits (E). $D_{3} \cap R$ is extracted (F) and stretched and bent by $S^{-1}$ to form $D_{4}$ with three slits (G). $D_{\infty}$ has many slits through this process $(\mathrm{H})$.


Figure 3.5: Formation process for fractal basin of attraction. When a red slit in $D_{N}$ penetrates the lower edge of the range $R$ for the first time (A), $D_{N} \cap R$ is separated into two regions (B). $D_{N+1}$ has a red $D_{n}$-penetrating slit near the outer edge (C) and it is separated into two red slits in $D_{N+1} \cap R(\mathrm{D}) . D_{N+2}$ and $D_{N+2} \cap R$ have a red $D_{n^{-}}$ penetrating slit, which surrounds the center blue slit (E,F). $D_{N+3}$ has a red $D_{n}$-penetrating slit, which surrounds a blue slit and penetrates the lower edge of $R(\mathrm{G})$, and it is also separated into two red slits in $D_{N+3} \cap R(\mathrm{H})$. These slits produce new penetrating slits, and the number of slits increases at an accelerated rate as $n$ increases after

$$
D_{N+4}(\mathrm{I})
$$



Figure 3.6: Penetration of the lower edge of the range $R$ by $D_{n^{-}}$ penetrating slits in the basin of attraction at $\gamma \approx 0.0135$. (A) $\gamma=$ 0.0134 (before penetration). (B) $\gamma=0.0136$ (after penetration). The orange and blue regions are $R$ and the basin of attraction $D_{\infty}$, respectively. The orange, blue, and red lines are the boundaries of $R, D_{\infty}$, and $D_{\infty}^{1}$, respectively.


Figure 3.7: Regions and slits when basin boundaries become fractal. (A) $D_{n}$ is separated into $D_{n}^{i}(i=1,2, \ldots, \infty)$ by $D_{n}$-penetrating slits, where $D_{n}^{1}$ contains the attractor. (B) $R$-penetrating and non- $R$ penetrating slits in $D_{n}^{1}$. A $R$-penetrating slit reaches and penetrates the lower edge of $R$ and a non- $R$-penetrating slit does not.

In Fig. 3.3A, we can find three non- $R$-penetrating slits in $D_{50}^{1}\left(\approx D_{\infty}^{1}\right)$ for $\gamma=0.01$, two for $\gamma=0.012$, and one for $\gamma=0.016$, which means that the number of non- $R$ penetrating slits decreases as they penetrate $R$ through the increase of $\gamma$. Figure 3.3E shows the number of non- $R$-penetrating slits versus $\gamma$ and confirms that it decreases as $\gamma$ increases. There could be an infinite number of non- $R$-penetrating slits for $\gamma \approx 0.0075$, where fractal basin boundaries appear. By comparing Figs. 3.3C-E, we can find that when the number of non- $R$-penetrating slits changes, the basin characteristics sharply change.

### 3.4.3 Mechanism for sharp changes in basin characteristics based on the number of non- $R$-penetrating slits

Because the basin of attraction is the set of initial states that asymptotically converge to an attractor, any state in the basin of attraction moves toward the attractor by
repeated application of $S$. That is, the basin of attraction is obtained by the iterative application of the inverse image $S^{-1}$ to the proximity of the attractor. Therefore, the formation process for the basin of attraction can be explained by the iterative application of $S^{-1}$ not only to $D_{n}$ as in Figs. 3.4 and 3.5, but also to $D_{n}^{1}$ that contains the attractor.

We investigated the relationship between the sharp change in the basin characteristics with $\gamma$ and the change in the number of non- $R$-penetrating slits in $D_{\infty}^{1}$. First, we examined how the number of slits increases in the formation process for the basin of attraction by focusing on the deformation of $D_{n}^{1}$ with $n$ when the basin boundary is not fractal, when it is fractal with one non- $R$-penetrating slit, and when it is fractal with two non- $R$-penetrating slits. Second, we investigated the mechanism for the sharp changes in the basin characteristics when the number of non- $R$-penetrating slits decreases from 2 to 1 . Finally, we determined that this mechanism is applicable when the number of non- $R$-penetrating slits decreases from $k+1$ to $k(k=1,2, \ldots)$.

## Increase of number of slits in formation process for basin of attraction for $n$

First, we investigated how the number of slits increases in the formation process for the basin of attraction when no slit reaches the lower edge of $R$ and the basin boundary is not fractal as in Fig. $3.4(\gamma<0.0075)$. Although a red slit in $D_{2}$ in Fig. 3.4C is stretched and bent by $S^{-1}$, it never reaches the lower edge of $R$ and there is only one red slit in both $D_{3}$ in Fig. 3.4E and $D_{4}$ in Fig. 3.4G. No matter how many times $S^{-1}$ is applied, there is only one red slit in $D_{n}(n \geq 2)$.

Second, we investigated how the number of slits increases when the basin boundary is fractal and there is one non- $R$-penetrating slit in $D_{\infty}^{1}(0.0135<\gamma<$ 0.019 ). Because the formation process for the basin of attraction is explained by $D_{n}^{1}$, Fig. 3.5 explains the basin formation for one non- $R$-penetrating slit by replacing $D_{N}$ by $D_{N}^{1}$ in Fig. 3.5A. We define $\hat{D}_{n}^{1}(n \geq N+1)$ as the region obtained by applying $S^{-1}$ to $D_{N}^{1}$. Fig. 3.5A shows one red $R$-penetrating slit and one yellow non-$R$-penetrating slit in $D_{N}^{1}$. The red $R$-penetrating slit generates red $D_{n}$-penetrating slits in $\hat{D}_{N+1}^{1}, \hat{D}_{N+2}^{1}$, and $\hat{D}_{N+3}^{1}$ in Figs. 3.5C, E, and G, respectively. Because these $D_{n}$-penetrating slits also reach and penetrate the lower edge of $R$, these slits are divided into two slits in $\hat{D}_{N+1}^{1} \cap R, \hat{D}_{N+2}^{1} \cap R$, and $\hat{D}_{N+3}^{1} \cap R$ in Figs. 3.5D, F, and H, respectively. Therefore, the number of red $D_{n}$-penetrating slits increases one by one in $\hat{D}_{N+1}^{1} \rightarrow \hat{D}_{N+2}^{1} \rightarrow \hat{D}_{N+3}^{1}$ (one red slit in $\hat{D}_{N+1}^{1}$, two red slits in $\hat{D}_{N+2}^{1}$, and three red slits in $\hat{D}_{N+3}^{1}$ ). In addition, $\hat{D}_{N+3}^{1}$ has a red $D_{n}$-penetrating slit, which surrounds a blue $R$-penetrating slit and penetrates the lower edge of $R$ as shown in Fig. 3.5G. This red slit is also divided into two slits in $\hat{D}_{N+3}^{1} \cap R$, as shown in Fig. 3.5H. Therefore, while the number of red slits increases one by one in $\hat{D}_{N+1}^{1} \rightarrow \hat{D}_{N+2}^{1} \rightarrow \hat{D}_{N+3}^{1}$, it increases by two in $\hat{D}_{N+3}^{1} \rightarrow \hat{D}_{N+4}^{1}$. In addition, the red slits divided in $\hat{D}_{N+3}^{1} \cap R$ generate two $D_{n}$-penetrating slits in $\hat{D}_{N+4}^{1}$ (Fig. 3.5I), each of which is also divided into
two slits in $\hat{D}_{N+4}^{1} \cap R$. These findings indicate that the number of red slits increases at an accelerating rate by two effects: a $D_{n}$-penetrating slit at the left of $\hat{D}_{n}^{1}$ is divided into two slits in $\hat{D}_{n}^{1} \cap R$ and a $D_{n}$-penetrating slit surrounding a $R$-penetrating slit is divided into two slits in $\hat{D}_{n}^{1} \cap R$. Figure 3.8 shows the formation process for the basin of attraction for $\gamma=0.018$, where the basin boundary is fractal and there is one non- $R$-penetrating slit. A non- $D_{n}$-penetrating slit penetrates the lower edge of $R$ in $D_{4}\left(N=4, D_{4}^{1}=D_{4}\right)$. A $D_{n}$-penetrating slit surrounds the $R$-penetrating slit in $D_{7}\left(N+3=7, \hat{D}_{7}^{1}=D_{7}\right)$, which penetrates the lower edge of $R$ and is divided into two slits in $D_{7} \cap R$.

Finally, we investigated how the number of slits increases when the basin boundary is fractal and there are two non- $R$-penetrating slits in $D_{\infty}^{1}(0.0103<\gamma<0.0135)$. Figure 3.9 explains the basin formation process for two non- $R$-penetrating slits. Fig. 3.9A shows one red $R$-penetrating slit and one blue and one purple non- $R$ penetrating slits in $D_{N}^{1}$. The red $R$-penetrating slit generates red $D_{n}$-penetrating slits in $\hat{D}_{N+1}^{1}, \hat{D}_{N+2}^{1}, \hat{D}_{N+3}^{1}$, and $\hat{D}_{N+4}^{1}$ in Figs. 3.9C, E, G, and I, respectively. Because these $D_{n}$-penetrating slits also reach and penetrate the lower edge of $R$, these slits are divided into two slits in $\hat{D}_{N+1}^{1} \cap R, \hat{D}_{N+2}^{1} \cap R, \hat{D}_{N+3}^{1} \cap R$, and $\hat{D}_{N+4}^{1} \cap R$ in Figs. 3.5D, F, H, and J, respectively. Therefore, the number of red $D_{n}$-penetrating slits increases one by one in $\hat{D}_{N+1}^{1} \rightarrow \hat{D}_{N+2}^{1} \rightarrow \hat{D}_{N+3}^{1} \rightarrow \hat{D}_{N+4}^{1}$ (one red slit in $\hat{D}_{N+1}^{1}$, two red slits in $\hat{D}_{N+2}^{1}$, three red slits in $\hat{D}_{N+3}^{1}$, and four red slits in $\hat{D}_{N+4}^{1}$ ). In addition, $\hat{D}_{N+4}^{1}$ has a red $D_{n}$-penetrating slit, which surrounds a yellow $R$-penetrating slit and penetrates the lower edge of $R$, as shown in Fig. 3.9I. This red slit is divided into two slits in $\hat{D}_{N+4}^{1} \cap R$, as shown in Fig. 3.9J. In addition, the red slits divided in $\hat{D}_{N+4}^{1} \cap R$ generate two $D_{n}$-penetrating slits in $\hat{D}_{N+5}^{1}$, each of which is also divided into two slits in $\hat{D}_{N+5}^{1} \cap R$. The number of red slits increases at an accelerating rate in the same way as that when there is one non- $R$-penetrating slit in $D_{\infty}^{1}$. Figure 3.10 shows the formation process for the basin of attraction for $\gamma=0.013$, where the basin boundary is fractal and there are two non- $R$-penetrating slits. A non- $D_{n}$-penetrating slit penetrates the lower edge of $R$ in $D_{5}\left(N=5, D_{5}^{1}=D_{5}\right)$. A $D_{n}$-penetrating slit surrounds the $R$-penetrating slit in $D_{9}\left(N+4=9, \hat{D}_{9}^{1}=D_{9}\right)$, which penetrates the lower edge of $R$ and is divided into two slits in $D_{9} \cap R$.

Mechanism for sharp changes in basin characteristics when number of non- $R$ penetrating slits decreases from 2 to 1

In the comparison of the basin formation processes when one non- $R$-penetrating slit exists in $D_{\infty}^{1}$ and when two exist, it is common that the number of slits in $D_{n}^{1}$ increases at an accelerating rate to generate fractal basin boundaries. However, how the number of slits increases in the basin formation processes is different. Specifically, it takes three applications of $S^{-1}$ to surround the $R$-penetrating slit by a $D_{n^{-}}$ penetrating slit and to be divided into two slits in $\hat{D}_{n}^{1} \cap R$ for one non- $R$-penetrating


FIGURE 3.8: Formation process for basin of attraction from $D_{3}$ to $D_{7}$ (A-F) for $\gamma=0.018$, where there is one non- $R$-penetrating slit in $D_{\infty}^{1}$. The red slits correspond to those for $N=4$ in Fig. 3.5. A non- $D_{n^{-}}$ penetrating slit penetrates the lower edge of the range of $R$ in $D_{4}$ and a $D_{n}$-penetrating slit surrounding the $R$-penetrating slit penetrates $R$ in $D_{7}$.


Figure 3.9: Formation process for fractal basin of attraction when there are two non-R-penetrating slits. When a red slit in $D_{N}$ penetrates the lower edge of the range $R$ for the first time (A), $D_{N} \cap R$ is separated into two regions (B). $D_{N+1}$ has a red $D_{n}$-penetrating slit near the outer edge (C), and it is separated into two red slits in $D_{N+1} \cap R(\mathrm{D}) . D_{N+2}$ and $D_{N+2} \cap R$ have a red $D_{n}$-penetrating slit, which surrounds the center, yellow non- $R$-penetrating slit ( E , F). $D_{N+3}$ and $D_{N+3} \cap R$ have a red $D_{n}$-penetrating slit, which surrounds the non- $R$-penetrating slit at the left of the center, yellow non-$R$-penetrating slit (G, H). $D_{N+4}$ has a red $D_{n}$-penetrating slit, which surrounds a yellow $R$-penetrating slit and penetrates the lower edge of $R(\mathrm{I})$, and it is also separated into two red slits in $D_{N+4} \cap R(\mathrm{~J})$. While it takes three applications of $S^{-1}$ to surround the $R$-penetrating slit by a $D_{n}$-penetrating slit for one non- $R$-penetrating slit (Fig. 3.5), it takes four applications for two non- $R$-penetrating slits.


Figure 3.10: Formation process for basin of attraction from $D_{4}$ to $D_{9}$ (A-G) for $\gamma=0.013$, where two non- $R$-penetrating slits exist in $D_{\infty}^{1}$. The red slits correspond to those for $N=5$ in Fig. 3.9. A non- $D_{n}{ }^{-}$ penetrating slit penetrates the lower edge of the range of $R$ in $D_{5}$ and a $D_{n}$-penetrating slit surrounding the $R$-penetrating slit penetrates $R$ in $D_{9}$.
slit. In contrast, it takes four applications for two non- $R$-penetrating slits. This implies that one non- $R$-penetrating slit has a faster rate of increase than two non- $R$ penetrating slits. This difference is due to the formation process for $D_{n}$-penetrating slits. Specifically, $\hat{D}_{N+1}^{1}$ has a red $D_{n}$-penetrating slit near the outer edge, as shown in Figs. 3.5C and 3.9C. $\hat{D}_{N+2}^{1}$ also has another red $D_{n}$-penetrating slit, which surrounds the non- $R$-penetrating slit at the middle, as shown in Figs. 3.5E and 3.9E. For two non- $R$-penetrating slits, $\hat{D}_{N+3}^{1}$ has another red $D_{n}$-penetrating slit, which surrounds the non- $R$-penetrating slit left of the middle non- $R$-penetrating slit, as shown in Fig. 3.9G. Finally, $\hat{D}_{N+3}^{1}$ for one non- $R$-penetrating slit and $\hat{D}_{N+4}^{1}$ for two non- $R-$ penetrating slits have a red $D_{n}$-penetrating slit, which surrounds a $R$-penetrating slit, as shown in Figs. 3.5G and 3.9I. This means that the surrounding $D_{n}$-penetrating slits appear one by one from $D_{N+2}^{1}$ to $D_{N+k+2}^{1}$, where $k$ is the number of non- $R-$ penetrating slits. As a result, one non- $R$-penetrating slit forms a larger number of slits and more complex boundaries in $D_{n}$ for any $n$ than two non- $R$-penetrating slits, which leads to a smaller basin size and a lower uncertainty exponent for basin boundaries. This mechanism induces the sharp changes in the basin characteristics at $\gamma \approx 0.0135$, where the number of non- $R$-penetrating slits decreases from 2 to 1 .

Mechanism for sharp changes in basin characteristics when number of non- $R$ penetrating slits decreases from $k+1$ to $k$

The mechanism for the sharp change in the basin characteristics described in the previous section is applicable when the number of non- $R$-penetrating slits decreases from $k+1$ to $k(k=1,2, \ldots)$. Suppose that there are $(k+1)$ non- $R$-penetrating slits. When $\hat{D}_{N}^{1}$ has an $R$-penetrating slit, $\hat{D}_{N+1}^{1}$ has a $D_{n}$-penetrating slit near the outer edge in the same way for one and two non- $R$-penetrating slits in Figs. 3.5C and 3.9C, respectively. $\hat{D}_{N+2}^{1}$ has a $D_{n}$-penetrating slit, which surrounds the center non-$R$-penetrating slit. $\hat{D}_{N+n}^{1}(3 \leq n \leq k+2)$ has a $D_{n}$-penetrating slit, which surrounds the non- $R$-penetrating slit at the $(n-2)$ th slit left from the center non- $R$-penetrating slit. Finally, $\hat{D}_{N+k+3}^{1}$ has a $D_{n}$-penetrating slit that surrounds an $R$-penetrating slit. This means that it takes $k+3$ applications of $S^{-1}$ to generate the $D_{n}$-penetrating slit that surrounds the $R$-penetrating slit. Therefore, when the number of non- $R-$ penetrating slits decreases from $k+1$ to $k$, the number of iterations changes from $k+3$ to $k+2$. The rate of this change is $\frac{k+2}{k+3}$, which is $\frac{3}{4}$ for $k=1$ for $\gamma \approx 0.0135$ and $\frac{4}{5}$ for $k=2$ at $\gamma \approx 0.0105$. It is almost 1 for $k \gg 1$ for $0.0075<\gamma<0.01$. Therefore, the change in the basin of attraction is most remarkable for $\gamma \approx 0.0135$ with $k=1$, and is less significant for smaller $\gamma$ with larger $k$, as shown in Figs. 3.3C and D. In particular, the changes for $0.0075<\gamma<0.01$ are difficult to recognize.

### 3.4.4 Mechanism for disappearance of basin of attraction

The mechanism for the sharp changes in the basin characteristics described in the previous section is applicable when the number of non- $R$-penetrating slits decreases from $k+1$ to $k$ for $k=1,2, \ldots$. In this section, we investigate the formation process for the basin of attraction when the number of non- $R$-penetrating slits decreases from 1 to 0 and all non- $D_{n}$-penetrating slits penetrate the lower edge of $R$.

Figure 3.11 explains the basin formation process when all non- $D_{n}$-penetrating slits penetrate the lower edge of $R$. Suppose that all non- $D_{n}$-penetrating slits penetrate $R$ at $n=N$ in $D_{N}^{1}$ (Fig. 3.11A). Then, a $D_{n}$-penetrating slit is generated in $\hat{D}_{N+1}^{1}$, which penetrates the lower edge of $R$ (Fig. 3.11C) and is divided into two slits in $\hat{D}_{N+1}^{1} \cap R$ (Fig. 3.11D). Moreover, each divided slit also penetrates the lower edge of $R$ in $\hat{D}_{N+2}^{1}$ (Fig. 3.11E) and is divided into two slits in $\hat{D}_{N+2}^{1} \cap R$ (Fig. 3.11F). Each application of $S^{-1}$ produces this penetration of $R$ and subsequent division into two slits. This formation process for the basin of attraction can be assumed as a onedimensional Cantor set [117]. Therefore, the area of $\hat{D}_{n}^{1}$ decreases as $n$ increases and it finally disappears. That is, the basin of attraction disappears when the number of non- $R$-penetrating slits decreases from 1 to 0 . However, note that we cannot observe that the number of non- $R$-penetrating slits is 0 as in Fig. 3.3E. This is because we cannot calculate the number of non- $R$-penetrating slits when the basin of attraction disappears. (Actually, $D_{n}^{1}$ does not exist when all non- $D_{n}$-penetrating slits penetrate $R$ because there is neither an attractor nor a basin of attraction. However, we used it only in the basin formation process to simply explain the disappearance mechanism for the basin of attraction.)

Figure 3.12 shows the disappearance process for the basin of attraction for $\gamma=$ 0.021 , where all non- $D_{n}$-penetrating slits penetrate the lower edge of $R$. A non- $D_{n^{-}}$ penetrating slit penetrates $R$ in $D_{6}^{1}(N=6)$ and non- $R$-penetrating slits disappear in Fig. 3.12B. As a result, $D_{7}$ has one red $D_{n}$-penetrating slit (Fig. 3.12C), as shown in Fig. 3.11C. Furthermore, $D_{8}$ and $D_{9}$ have two and four red $D_{n}$-penetrating slits (Figs. 3.12D and E), respectively. $D_{n}$ becomes thinner as $n$ increases. By repeating these processes, the basin of attraction disappears.

### 3.5 Discussion

In this study, we showed that sharp changes in the size and fractality of the basin of attraction for passive dynamic walking depends on the slope angle $\gamma$. In addition, we clarified the mechanism for the sharp changes based on the formation process by improving our previous analysis. We also proposed a mechanism for the disappearance of the basin of attraction, which was previously explained by a boundary crisis [47,94], based on the formation process for the basin of attraction. These mechanisms are commonly based on the stretching-bending deformation caused by the


FIGURE 3.11: Formation process for basin of attraction when all non-$D_{n}$-penetrating slits penetrate lower edge of range $R$. When the last non- $R$-penetrating slit penetrates $R$ at $n=N(\mathrm{~A}), D_{N}^{1} \cap R$ has one red slit (B). $\hat{D}_{N+1}^{1}$ has one red $D_{n}$-penetrating slit inside the U-shaped region (C). $\hat{D}_{N+1}^{1} \cap R$ has two red slits (D). $\hat{D}_{N+2}^{1}$ has two red $D_{n^{-}}$ penetrating slits inside the U-shaped region (E). $\hat{D}_{N+2}^{1} \cap R$ has four red slits (D). $\hat{D}_{n}^{1} \cap R(n=N, N+1, \ldots)$ can be assumed as a onedimensional Cantor set.


Figure 3.12: Formation process for basin of attraction from $D_{5}$ to $D_{9}$ (A-E) for $\gamma=0.021$, where all non- $D_{n}$-penetrating slits penetrate lower edge of range $R$. The red slits correspond to the red slits for $N=6$ in Fig. 3.11. $D_{7}$ has one red $D_{n}$-penetrating slit inside the Ushaped region. $D_{8}$ and $D_{9}$ have two and four red $D_{n}$-penetrating slits, respectively.
inverse image of the Poincaré map. Specifically, abrupt alterations of the overlap between region $D_{n}$ and the range $R$ of the Poincare map in the formation process for the basin of attraction induce these sharp changes in the basin of attraction.

We used a computational resolution that allowed us to identify sharp changes in fractal dimension at $\gamma=0.0103,0.0135$, and 0.019 . However, even at higher resolution, two technical difficulties prevented us from finding sharp changes for $0.0075<\gamma<0.01$. The first difficulty is the regional dependence of the fractal dimension, since different parts of the basin of attraction have different fractal dimensions. In addition, the basin of attraction moves in phase space depending on $\gamma$. Because we cannot necessarily calculate the fractal dimension in the same region of the basin boundary for each $\gamma$, this region-dependent effect is a serious problem. The second difficulty is the accuracy of the calculation for the basin of attraction. To determine if an initial state is inside or outside the basin of attraction, we determined whether or not the model fell within 50 steps, as described in Sect. 3.3.1. Near the fractal basin boundary, it takes an extremely long time for the model to fall, which affects the fractality of the basin boundary.

Our model is a hybrid system. The boundaries of the domain and the range of the Poincaré map for our model are mainly obtained from touchdown conditions (Eqs. (3.4) and (3.5), respectively), as previously described [94,97]. Because the basin boundary is obtained from the inverse image of the Poincaré map of these boundaries, it can be considered to have the same properties as the boundaries for the domain and the range. Therefore, the basin boundary in our model is dominated by the touchdown conditions and does not correspond to a stable manifold as in continuous systems. In future studies, we intend to investigate the relationship between manifolds and basin boundaries.

Sharp changes in the basin of attraction are also observed in the Hénon map, which is a well-studied example of a nonlinear dynamical system exhibiting chaotic attractors [42]. Because the inverse image of the Hénon map also induces a stretching-bending effect, a common mechanism is expected for the sharp changes in the basin of attraction between passive dynamic walking and the Hénon map. However, sharp changes occur countless times during passive dynamic walking, whereas they occur only twice in the Hénon map [42]. Furthermore, the Poincaré map for passive dynamic walking is neither surjective nor injective because the system is a hybrid system, whereas the Hénon map is bijective. Therefore, different mechanisms are expected for the Hénon map. Clarifying common and specific features of the basin of attraction for dynamical systems is a subject for future study.

To understand the stabilization mechanism for bipedal walking, not only the simplest walking model used in this study, but also more general models with knees and an upper body have been considered $[18,21,35]$. To carry out a stability analysis of these models, a method for designing an explicit expression for the Poincaré map
has been proposed [134-136]. The disappearance of attractors in these models is not solely attributed to the boundary crisis, but also to other bifurcations, such as flip bifurcation and saddle-node bifurcation [21,45,46]. However, the basin characteristics for these models remain largely unclear. The principal dynamic characteristic of bipedal walking is saddle instability due to the inverted pendulum, which induces the stretching-bending effect in the inverse image of the Poincaré map [94]. Therefore, the formation process for the basin of attraction clarified in this study is expected to be applicable to the formation mechanisms for the basin of attraction of other models, and for clarifying their basin characteristics.

## Chapter 4

## Mechanism of changes in temporal fractal in stride intervals in simple neuromechanical model

### 4.1 Introduction

Human walking is not perfectly periodic. The stride interval fluctuates from one stride to the next, exhibiting statistical persistence $[22,54,125,126]$, which indicates that deviations in a time series are statistically more likely to be followed by subsequent deviations in the same direction. Although the stride interval fluctuations change depending on the gait speed and during development from childhood to adulthood, the statistical persistence remains unchanged [55,56]. However, the stride interval fluctuations for elderly subjects [53] and patients with Huntington's disease [53] or Parkinson's disease [30] become uncorrelated. Experimental interventions for walking, such as the use of a metronome, also make the stride interval fluctuations uncorrelated [55]. It is largely unclear why statistical persistence appears in stride intervals in human walking and why this statistical property is changed by aging, neural disorders, and experimental interventions.

It has been hypothesized that the central nervous system has an underlying persistence and is responsible for the statistical persistence in stride intervals. This is supported by the finding that statistical persistence remains in patients with significant peripheral nerve degeneration [37]. Various neural system models have been developed to reproduce the statistical persistence and investigate the associated mechanisms. [54] developed a model of the central pattern generators (CPGs) in the spinal cord and introduced "memory" into the CPG model by allowing transitions from frequency to frequency. [10] extended this model by introducing a random walk for the signal transmission of neural circuits. [127] developed a "Super CPG" model that introduces external interventions via a forced van der Pol oscillator.

Human walking is a complex phenomenon generated through dynamic interactions between the central nervous system and the biomechanical system. It has also been hypothesized that the statistical persistence in stride intervals emerges through
complex interactions during walking. [31] integrated a biomechanical model composed of seven rigid links with a CPG model, which incorporated a phase resetting mechanism as sensory feedback as well as feedforward, trajectory tracking, and intermittent feedback controllers, to reproduce statistical persistence. They showed that a lack of phase resetting induces a loss of statistical persistence. However, it is difficult to fully understand the essential mechanisms responsible for generating and changing this statistical property because of the complexity of the neural and biomechanical models.

In human walking, the stance leg, which is almost straight, rotates around the foot contact point like an inverted pendulum. To investigate the essential mechanisms responsible for generating human walking from a dynamic viewpoint, simple compass-type mechanical models have been used [12, 23, 71, 73, 97]. [38] and [1] reproduced the statistical persistence in stride intervals using simple compass-type models with sensory feedback controllers. However, they did not investigate the contribution of the feedback controllers to changes in the statistical persistence; thus, the essential mechanisms remain unclear.

The aim of this study is to clarify the contribution of phase resetting to the generation and change in the statistical persistence using a simple model. Specifically, we used a simplified neuromechanical model composed of a simple compass-type biomechanical model and a simple CPG model that incorporates phase resetting and a feedforward controller. Our model reproduced the statistical persistence in stride intervals. A lack of phase resetting induced a loss of statistical persistence, as observed in [31]. Furthermore, we clarified the mechanisms responsible for changes in this statistical property caused by phase resetting based on the phase response characteristics. Our findings provide important insights into the mechanisms underlying the generation and change of the statistical persistence in the stride intervals in human walking.

### 4.2 Methods

### 4.2.1 Mechanical model

We used a simple compass-type model (Fig. 4.1). This model has two legs (swing and stance legs), the lengths of which are both $l$, connected by a frictionless hip joint. The masses are located at the hip and on the legs at a distance $b$ from the hip joint; $M$ is the hip mass and $m$ is the leg mass. $\theta_{1}$ is the angle of the stance leg with respect to the vertical, and $\theta_{2}$ is the relative angle between the stance and swing legs. The tip of the stance leg, which corresponds to the ankle, is fixed on the ground. The stance leg rotates freely without friction. This model walks on level ground via joint torques $u_{1}$ (at the ankle) and $u_{2}$ (at the hip). $g$ is the acceleration due to gravity.


Figure 4.1: Neuromechanical model of human walking composed of CPG model with phase resetting and compass-type biomechanical model.

We used the following model parameters based on [129]: $M=50 \mathrm{~kg}, m=11 \mathrm{~kg}$, $l=1 \mathrm{~m}, b=0.4 \mathrm{~m}$, and $g=9.8 \mathrm{~m} / \mathrm{s}^{2}$.

When the tip of the swing leg is in the air, the equations of motion for our model are

$$
\begin{array}{r}
{\left[\begin{array}{cc}
M l^{2}+m\left\{l^{2}+(l-b)^{2}\right\}-2 m l b \cos \theta_{2}+m b^{2} & m l b \cos \theta_{2}-m b^{2} \\
m l b \cos \theta_{2}-m b^{2} & m b^{2}
\end{array}\right]\left[\begin{array}{l}
\ddot{\theta}_{1} \\
\ddot{\theta}_{2}
\end{array}\right]} \\
+\left[\begin{array}{c}
-m l b\left(\dot{\theta}_{2}-2 \dot{\theta}_{1}\right) \dot{\theta}_{2} \sin \theta_{2} \\
-m l b \dot{\theta}_{1}^{2} \sin \theta_{2}
\end{array}\right] \\
+\left[\begin{array}{c}
-\{g m(2 l-b)+g M l\} \sin \theta_{1}-g m b \sin \left(\theta_{2}-\theta_{1}\right) \\
g m b \sin \left(\theta_{2}-\theta_{1}\right)
\end{array}\right]=\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right] \tag{4.1}
\end{array}
$$

The tip of the swing leg touches the ground (touchdown) when the following conditions are satisfied:

$$
\begin{align*}
2 \theta_{1}-\theta_{2} & =0  \tag{4.2}\\
\theta_{1} & <0  \tag{4.3}\\
2 \dot{\theta}_{1}-\dot{\theta}_{2} & <0 \tag{4.4}
\end{align*}
$$

We used condition (4.3) so that touchdown occurs only in front of the model to move forward, and condition (4.4) to ignore the scuffing of the leg tip on the ground when the swing leg is swung forward. We assumed that touchdown is a fully inelastic collision (no slip, no bounce) and that the stance leg lifts off the ground just after touchdown. Because the roles of the swing and stance legs are reversed just after
touchdown, we obtain

$$
\begin{align*}
& \theta_{1}^{+}=-\theta_{1}^{-}  \tag{4.5}\\
& \theta_{2}^{+}=-\theta_{2}^{-} \tag{4.6}
\end{align*}
$$

where $*^{-}$and $*^{+}$are the state $*$ just before and after touchdown, respectively. Due to this collision, the angular velocities discontinuously change. We assumed that when the stance leg leaves the ground, it does not interact with the ground and the work of the joint torques can be neglected. These assumptions yield

$$
\left[\begin{array}{c}
\dot{\theta}_{1}^{+}  \tag{4.7}\\
\dot{\theta}_{2}^{+}
\end{array}\right]=\left\{Q^{+}\left(\theta_{1}^{-}\right)\right\}^{-1} Q^{-}\left(\theta_{1}^{-}\right)\left[\begin{array}{c}
\dot{\theta}_{1}^{-} \\
\dot{\theta}_{2}^{-}
\end{array}\right]
$$

where

$$
\begin{aligned}
& Q^{+}\left(\theta_{1}^{-}\right)=\left[\begin{array}{cc}
-M l^{2}-2 m(l-b)^{2}-2 m l b\left(1-\cos 2 \theta_{1}^{-}\right) & m b\left(b-l \cos 2 \theta_{1}^{-}\right) \\
-m l\left(b-l \cos 2 \theta_{1}^{-}\right) & m l b
\end{array}\right] \\
& Q^{-}\left(\theta_{1}^{-}\right)=\left[\begin{array}{cc}
2 m(l-b)\left(b-l \cos 2 \theta_{1}^{-}\right)-M l^{2} \cos 2 \theta_{1}^{-} & -m(l-b) b \\
m l(l-b) & 0
\end{array}\right]
\end{aligned}
$$

### 4.2.2 CPG model

The CPGs in the spinal cord are largely responsible for rhythmic leg movements, such as during locomotion [43,98,113]. They can produce oscillatory behavior even in the absence of rhythmic input and sensory feedback. However, sensory feedback is crucial for producing adaptive locomotor behavior. To investigate the contribution of CPGs to adaptive locomotion in humans, various oscillator models, such as the van der Pol oscillator [24,127], Matsuoka oscillator [52,69,81,95,120,121], and phase oscillator [3-5,26,31,99,122,133], have been developed.

In this study, we used a phase oscillator, whose phase is $\phi(0 \leq \phi<2 \pi)$, to generate the motor commands for our model. The oscillator phase follows the dynamics expressed by

$$
\begin{equation*}
\dot{\phi}=\omega \tag{4.8}
\end{equation*}
$$

where $\omega$ is the basic frequency. We determined the joint torques $u_{1}$ and $u_{2}$ as

$$
\begin{align*}
& u_{1}=A_{1} \cos \phi+\sigma_{1}  \tag{4.9}\\
& u_{2}=A_{2} \cos (\phi+\Delta)+\sigma_{2} \tag{4.10}
\end{align*}
$$

where $A_{1}$ and $A_{2}$ are the amplitudes, $\sigma_{1}$ and $\sigma_{2}$ are noise terms, and $\Delta$ is the phase difference between $u_{1}$ and $u_{2}$.

It has been reported that locomotion rhythm and phase are regulated by the production of a phase shift and rhythm resetting (phase resetting) for periodic motor commands in response to sensory feedback [75,108]. Cutaneous feedback has been observed to contribute to phase shift and rhythm resetting behavior [25,111]. Phase
resetting has thus been modeled so that the oscillator phase is reset based on foot contact information $[3,5,31,122,133]$. In this study, we used the following relationship at touchdown:

$$
\begin{equation*}
\phi^{+}=\phi_{0} \tag{4.11}
\end{equation*}
$$

where $\phi_{0}$ is a constant. When phase resetting is not applied, $\phi$ is not regulated at touchdown. However, because the roles of the swing and stance legs are reversed just after touchdown so that $\theta_{i}^{+}=-\theta_{i}^{-}(i=1,2)$, we used the following relationship at touchdown:

$$
\begin{equation*}
\phi^{+}=\phi^{-}-\pi \tag{4.12}
\end{equation*}
$$

so that $u_{i}^{+}=-u_{i}^{-}(i=1,2)$ when the noise terms $\sigma_{1}$ and $\sigma_{2}$ are neglected. We designated $\phi_{0}$ as the value to which $\phi^{+}$converged during steady walking (limit cycle) for the model without phase resetting and noise. Therefore, steady walking is identical between the models with and without phase resetting in the absence of noise. This allows us to clearly investigate the difference in the response to torque noise between cases with and without phase resetting.

This CPG model has four parameters, namely $\omega, A_{1}, A_{2}$, and $\Delta$. We used $\omega=4.8$ $\mathrm{rad} / \mathrm{s}$ based on [55]. Without noise ( $\sigma_{1}=\sigma_{2}=0$ ), we first investigated the dependence of gait speed during steady walking on $A_{1}, A_{2}$, and $\Delta$, and then calculated the energy cost $\varepsilon=\int\left(u_{1}^{2}+u_{2}^{2}\right) d t$ for one step cycle for $A_{1}, A_{2}$, and $\Delta$. We determined the parameter set $\left(A_{1}, A_{2}, \Delta\right)$ required to minimize $\varepsilon$ for each gait speed. When phase resetting was used, we determined $\phi_{0}$ for each gait speed using the obtained parameter set.

### 4.2.3 Torque noise

To simulate the stochastic fluctuation of the gait, we used two independent series of white Gaussian noise for torque noise terms $\sigma_{1}$ and $\sigma_{2}$ in (4.9) and (4.10), respectively, as follows:

$$
\begin{equation*}
\sigma_{i}=\xi U_{i} \quad i=1,2 \tag{4.13}
\end{equation*}
$$

where $\xi$ is the amplitude of the noise, and $U_{1}$ and $U_{2}$ are independent white Gaussian noise with standard deviation 1. This torque noise never induces consecutive touchdowns at extremely short intervals because of discontinuous and large changes in the state variables (4.5)-(4.7) at touchdown. We numerically solved the governing equations using the Euler-Maruyama method [57] with a time step of $10^{-5} \mathrm{~s}$.

To be consistent with previous experiments on humans [53-55], a stride was defined as two consecutive steps. Stride intervals were calculated based on the time difference between every other touchdown (strides did not overlap). Each simulation trial required the model to walk 1300 steps ( 650 strides). The first 150 strides were omitted from the analysis to remove transient behavior due to initial conditions.

### 4.2.4 Detrended fluctuation analysis

We used detrended fluctuation analysis (DFA) to determine the statistical persistence in the time series of stride intervals for each trial of the computer simulation. This method decreases the effect of noise and removes local trends, making it less affected by non-stationarities. The details of the method can be found elsewhere [51,54,62,101-103]. Briefly, the feature amount $F(n)$ constructed from segments of length $n$ of the time series exhibits a power-law relationship, indicating the presence of scaling as $F(n) \sim n^{\alpha}$. We investigate the scaling exponent $\alpha$ to determine the statistical persistence for the time series data.

In this study, we first formed the following accumulated sum using the sequence of stride intervals $x(i)$ for $i=1,2, \ldots, N$, where $N$ is the total number of strides ( $N=500$ ):

$$
\begin{equation*}
y(i)=\sum_{k=1}^{i}[x(k)-\bar{x}] \quad i=1,2, \ldots, N \tag{4.14}
\end{equation*}
$$

where $\bar{x}$ is the mean stride interval from $x(1)$ to $x(N)$. We then divided the integrated series $y(i)$ into segments of length $n(n<N), y_{j}(s)(j=1,2, \ldots, N / n, s=$ $1,2, \ldots, n)$, so that each segment is equal in length and non-overlapping. We next detrended each segment $y_{j}(s)$ by subtracting a least squares linear regression line $\hat{y}_{j}(s)$ fit to $y_{j}(s)$, and averaged the squares of the detrended data (i.e., the residuals). We thus obtained the standard deviation $F(n)$ as

$$
\begin{equation*}
F(n)=\sqrt{\frac{1}{n} \sum_{s=1}^{n}\left[y_{j}(s)-\hat{y}_{j}(s)\right]^{2}} \tag{4.15}
\end{equation*}
$$

We used a set of $n$ distributed equally on a logarithmic scale between 4 and $N / 4$ [68], specifically, $n=4,5,6, \ldots, 87,104$, and 125 (sample size is 20 ).

In general, $F(n)$ increases with increasing $n$ and a graph of $\log F(n)$ versus $\log n$ exhibits a power-law relationship, indicating the presence of scaling as $F(n) \sim n^{\alpha}$. We fit $\log F(n)$ versus $\log n$ plots with a linear function using a standard least squares regression approach, and obtained the scaling exponent $\alpha$ from the slope of this line. In particular, $\alpha=0.5$ indicates that the stride intervals are completely uncorrelated (i.e., white noise). That is, DFA will still produce $\alpha=0.5$ even if the time series is rearranged in any manner (through surrogate data analysis). In contrast, $\alpha<0.5$ indicates statistical anti-persistence in stride intervals and $0.5<\alpha \leq 1.0$ indicates statistical persistence. When $\alpha>1.0$, the time series is brown noise (i.e., integrated white noise) [54].

### 4.3 Results

### 4.3.1 Determination of parameters for each gait speed

Without noise $(\xi=0)$, our model achieved stable walking with a gait speed $v$ of 0.25 to $0.6 \mathrm{~m} / \mathrm{s}$ depending on the parameters $A_{1}, A_{2}$, and $\Delta$. Figure 4.2A shows the contour of the evaluation criterion $\varepsilon$ for $A_{1}, A_{2}$, and $\Delta$, which generated $v=0.3$, 0.4 , and $0.5 \mathrm{~m} / \mathrm{s}$. Figure 4.2 B shows the parameter sets $\left(A_{1}, A_{2}, \Delta\right)$, each of which minimized $\varepsilon$ for a given gait speed $v$. The use of phase resetting did not affect these results. We use the parameter set $A_{1}=A_{1}(v), A_{2}=A_{2}(v)$, and $\Delta=\Delta(v)$ in the following sections.

### 4.3.2 Stride interval fluctuations

Figure 4.3 compares the simulation results between the models with and without phase resetting at a walking speed of $0.4 \mathrm{~m} / \mathrm{s}\left(A_{1}=4.9, A_{2}=10, \Delta=0.47\right)$ using the noise amplitude $\xi=1$. Figures 4.3A and B show the angles $\theta_{1}$ and $\theta_{2}$ and the stride intervals, respectively, during 500 strides. Although $\xi$ is identical between the models, the model without phase resetting has larger stride interval fluctuations than those for the model with phase resetting. Figure 4.3C shows a plot of $\log F(n)$ for $\log n$ and the scaling exponent $\alpha$ obtained from the slope of the fitted line. The model with phase resetting exhibits statistical persistence in stride intervals ( $0.5<\alpha \leq 1.0$ ), which is consistent with observations of healthy adults [54]. Furthermore, the standard deviation of stride interval fluctuations of the model with phase resetting is 0.03, which is also consistent with observations of healthy adults [54]. In contrast, the model without phase resetting exhibits statistical anti-persistence in stride intervals $(\alpha<0.5)$. Figure 4.4 shows the dependence of $\alpha$ on $\xi$. The models with and without phase resetting, both of which kept walking when $\xi \leq 1$, exhibited statistical persistence and anti-persistence, respectively, regardless of $\zeta$.

Figure 4.5 compares the simulation results for the models with and without phase resetting for various values of gait speed $v$ using $\xi=10^{-2}$. Figures 4.5A and $B$ show the stride intervals and $\log F(n)$ plot, respectively, for $v=0.3 \mathrm{~m} / \mathrm{s}$ ( $A_{1}=1.3, A_{2}=6.1, \Delta=0.57$ ), $0.4 \mathrm{~m} / \mathrm{s}\left(A_{1}=4.9, A_{2}=10, \Delta=0.47\right)$, and $0.5 \mathrm{~m} / \mathrm{s}$ ( $A_{1}=14, A_{2}=15, \Delta=0.37$ ). Figure 4.5C shows the dependence of $\alpha$ on $v$. The model with phase resetting exhibits statistical persistence regardless of $v$, which is consistent with observations of healthy adults [55]. In contrast, the model without phase resetting exhibits statistical anti-persistence regardless of $v$.


Figure 4.2: Dependence of gait performance on parameters $A_{1}, A_{2}$, and $\Delta$ without noise. A. Contour of evaluation criterion $\varepsilon$ for parameters that generate gait speed $v=0.3,0.4$, and $0.5 \mathrm{~m} / \mathrm{s}$. Data point indicates the parameter set that minimizes $\varepsilon$. B. Parameter sets that minimize $\varepsilon$ for each gait speed $v$.


Figure 4.3: Comparison of gait fluctuations between models with and without phase resetting at gait speed $v=0.4 \mathrm{~m} / \mathrm{s}$ using noise amplitude $\xi=1$ (see Supplementary Movie). A. Angles $\theta_{1}$ and $\theta_{2}$. Black lines and colored areas indicate the average and standard deviation, respectively. B. Stride intervals. C. Plot of $\log F(n)$ for $\log n$ and scaling exponent $\alpha$ obtained from slope of fitted line.


FIGURE 4.4: Comparison of scaling exponent $\alpha$ for noise amplitude $\xi$ between models with and without phase resetting at gait speed $v=$ $0.4 \mathrm{~m} / \mathrm{s}$. Data points and error bars correspond to the means and standard deviations, respectively, of the results of ten simulations.

### 4.4 Discussion

### 4.4.1 Mechanisms for statistical persistence and anti-persistence of stride intervals

In this study, the model with phase resetting exhibited statistical persistence in stride intervals ( $0.5<\alpha \leq 1.0$ ), whereas the model without phase resetting exhibited statistical anti-persistence $(\alpha<0.5)$ (Fig. 4.3), as observed in a previous modeling study [31]. Statistical anti-persistence is characterized by the alternation of large and small values. [31] performed a linearized stability analysis on a model without phase resetting and noise, and showed that the dominant mode (least stable mode) characterized by Floquet multipliers was a pair of complex conjugates whose amplitude was less than but close to unity and whose argument was greater than $\pi / 2$. This suggests that the fluctuation $\xi_{n}$ of the stride number $n$ can be approximately written as $\xi_{n}=(-r)^{n} \xi_{1}$, where $r \sim 1(r<1)$ and $\xi_{1}$ is an initial deviation, corresponding to a slowly damped period-2 oscillation. They explained that this period-2 oscillation induced the alternation of long and short stride intervals and statistical anti-persistence. Although we performed the same stability analysis for our model, the dominant mode of our model without phase resetting and noise was positive real, whose amplitude is less than 1, indicating that the initial deviation monotonically decreases. In addition, our model with phase resetting had almost the same dominant mode as that for our model without phase resetting and it is difficult to conclude that these stability characteristics explain the difference in the statistical properties in stride intervals between the models with and without phase resetting. Furthermore, the amplitude of our dominant mode was 0.65 and the damping was relatively fast.

Next, we directly consider the difference in the response of the stride interval to disturbances. Specifically, we focus on the phase response curve in phase reduction theory $[74,128]$, which explains how the phase of a limit cycle oscillator shifts


FIGURE 4.5: Comparison of stride interval fluctuations for various values of gait speed $v$ between models with and without phase resetting using noise amplitude $\xi=10^{-2}$. A. Stride intervals and B. plot of $\log F(n)$ for $\log n$ for gait speed $v=0.3,0.4$, and $0.5 \mathrm{~m} / \mathrm{s}$. C. Scaling exponent $\alpha$ versus gait speed $v$. Data points and error bars correspond to the means and standard deviations, respectively, of the results of ten simulations.


FIgURE 4.6: Phase shift caused by disturbance to limit cycle of walking. After recovery, locomotion phase is shifted $\left(x_{1}+\cdots+x_{N}>N \tau\right)$.


Figure 4.7: Comparison of accumulated sum $y$ of stride intervals between models with and without phase resetting at gait speed $v=$ $0.4 \mathrm{~m} / \mathrm{s}$ and using noise amplitude $\xi=1$ in Fig. 4.3.
by a perturbation at an arbitrary phase (Fig. 4.6). The model with phase resetting shows a shift of the locomotion phase after the recovery due to phase resetting in (4.11) at foot contact, whereas the model without phase resetting shows no phase shift [122]. Furthermore, the phase shift for the model with phase resetting varies depending on the timing of the disturbance. Therefore, the accumulated sum $y$ of stride intervals in (4.14) tends to move to the cumulative sum of the amount of phase shifts induced by input noise in the model with phase resetting, which results in a relatively smooth signal with large low-frequency components, as shown in Fig. 4.7. In contrast, $y$ tends to converge to 0 in the model without phase resetting, which results in a rough signal with large high-frequency components. Because the scaling exponent $\alpha$ increases with the degree of smoothness [27], this difference induces the difference in the scaling exponent $\alpha$ and statistical properties between the models with and without phase resetting.

### 4.4.2 Biological relevance of our findings

The scaling exponent $\alpha$ greatly decreases during walking to a metronome in humans [55], where the stride interval is constrained by an external cadence (i.e., metronome). This corresponds to the walking of the model without phase resetting,
where the stride interval is constrained by the frequency $\omega$ in (4.8) of the phase oscillator. Therefore, the locomotion phase remains almost unchanged during walking to a metronome, and $\alpha$ decreases as in the model without phase resetting (Fig. 4.3), as discussed in Section 4.4.1. It has been reported that $\alpha$ also greatly decreases for the stride interval fluctuations of elderly subjects [53] and patients with Huntington's disease [53] or Parkinson's disease [30]. Although the phase response characteristics have been clarified during walking for healthy adults [34,92,133], those during walking for elderly subjects and patients with neural disorders remain unclear. Investigating them would help clarify the mechanisms responsible for changes in the statistical persistence caused by aging and neural disorders.

Although stride interval fluctuations change depending on gait speed in humans, the statistical persistence remains unchanged [55]. Our model with phase resetting also exhibited statistical persistence regardless of the gait speed (Fig. 4.5). The constraint on gait rhythm seems more crucial for the statistical persistence than the constraint on gait speed, as observed for walking to a metronome [55].

The standard deviation of stride interval fluctuations is about 0.04 s in human walking, which is $3 \%$ of the mean stride interval [54]. It was difficult for previous studies $[31,38]$ using biomechanical models to reproduce a magnitude of stride interval fluctuations similar to that for humans. Although [38] reproduced statistical persistence in stride intervals ( $0.5<\alpha \leq 1.0$ ) using a simple biomechanical model as in this study, their model was not robust and the noise amplitude was limited. Therefore, their stride interval fluctuations were much smaller than those in humans. Furthermore, the scaling exponent $\alpha$ was sensitive to the noise amplitude, and the fluctuations exhibited brown noise at high noise levels ( $\alpha>1.0$ ). In contrast, phase resetting made our model robust, which allowed a magnitude of stride interval fluctuations similar to that for healthy adults (Fig. 4.3). Furthermore, $\alpha$ was 0.5 to 1.0 , which is consistent with observations of healthy adults, and was not sensitive to the noise amplitude (Fig. 4.4), but sensitive to the controller (i.e., whether phase resetting was used).

Previous studies $[3,32,122,133]$ have shown that phase resetting contributes to adaptive walking. In this study, we found that it also contributes to the statistical persistence of gait. In addition to the fact that statistical persistence is impaired by aging [53], central nervous system diseases, such as Parkinson's disease [30] and Huntington's disease [53], and experimental intervention for walking [55], it has been suggested that statistical persistence is linked to important characteristics of gait. [11] suggested that fluctuation persistence leads to redundancies in gait and helps predict and prevent fall risk. [1] and [31] showed that fluctuation persistence appears in gait with low gait stability. [38] showed that a decrease in the ability to perform finely controlled movements leads to an increase in motor output noise and impairs the persistence of fluctuations.

Many studies have reported long-range correlations in stride intervals in human walking based on the results of DFA [10,53-55], which indicates that stride-to-stride correlations decay in a scale-free (fractal-like) power-law fashion and suggests that each stride depends explicitly on many previous strides. However, DFA is highly sensitive to yielding false positive results [59,80], and it is difficult to conclude the presence of long-range correlations from DFA alone. Instead, DFA provides a valid indicator of statistical persistence and anti-persistence in a time series [80]. In this study, we used statistical persistence instead of long-range correlations to interpret the results of DFA, as discussed in [22].

### 4.4.3 Limitations of our model and future work

Based on the hypothesis that the statistical persistence in stride intervals emerge through dynamic interactions between the neural and biomechanical systems, we integrated a simple neural model and a simple biomechanical model to reproduce statistical persistence in stride intervals and change in this statistical property. However, our model is very simple and has limitations with regard to replicating many aspects of human walking. In particular, because the feedforward torques (4.9) and (4.10) were simply composed of a sinusoidal wave, the gait speeds of our model were slower than those of healthy adults (Fig. 4.2). In addition, although statistical persistence could be associated with low gait stability (low convergence speed to the limit cycle) [1,31], our model had higher stability than that of complicated models due to its simplicity. The high stability of our model with phase resetting might have caused the scaling exponent $\alpha$ to be $\sim 0.6$, which is smaller than that ( $\sim 1$ ) in healthy adults [54]. Furthermore, stochastic noise is ubiquitous in the central nervous system and peripheral sensory-motor systems [14, 67,124]. However, our model used only torque noise, which may result in the difference between the statistical antipersistence in the model without phase resetting and the white noise in walking to a metronome in humans $[11,55]$.

Based on the findings in this study, it is important to verify the essential mechanisms responsible for changes in the statistical persistence by using biologically detailed neuromusculoskeletal models. In a previous study [122], we integrated a musculoskeletal model composed of seven rigid links and 18 muscles with a CPG model with a muscle synergy-based controller to investigate the contribution of phase resetting to the phase response characteristics during walking. In another previous study [33], we used a half-center type CPG model composed of a rhythm generator network, which was modeled using neuron populations of flexor and extensor centers based on $[19,20]$ and [108], to clarify the mechanisms responsible for the CPG responses to afferent stimulation using dynamic systems theory based on nullclines. We plan to incorporate these biologically detailed models to further investigate the mechanisms responsible for changes in the statistical persistence.

### 4.5 Conclusion

In this study, we clarified the contribution of phase resetting to the generation and change of statistical persistence using a simple neuromechanical model. Specifically, our model reproduced the statistical persistence in stride intervals. A lack of phase resetting induced a loss of statistical persistence. Furthermore, we clarified the mechanisms responsible for changes in statistical persistence caused by phase resetting based on the phase response characteristics. Our findings provide important insight into the mechanisms underlying the generation and change of the statistical persistence in the stride intervals in human walking.

## Chapter 5

## Conclusion

### 5.1 Summary

In this study, we focused on the importance of the generation and change of spatial and temporal fractals generated by bipedal walking, and reproduced these fractals using simple models to clarify these mechanisms. For spatial fractal, we investigated the fractality of the basin of attraction using the simplest walking model. For temporal fractal, we created a model that combines a simple neural system and a body mechanical system, and reproduced fractal fluctuations in humans. In particular, we discussed its mechanism by focusing on the fact that the sensory feedback changes fractality.

In Chapter 2, we calculated the basin of attraction of passive dynamic walking using the simplest walking model. We investigated the range of slope angle in which the basin of attraction becomes fractal and confirmed that the basin of attraction becomes fractal when a certain slope angle is exceeded. Furthermore, the mechanism of formation of the fractal basin of attraction was clarified by focusing on the formation process of the basin of attraction based on the stretching and bending properties of the inverse image of the Poincaré map, which has been clarified in previous research [94]. In particular, we newly focused on the range of the Poincare map, which corresponds to the collection of states after the model walked one step starting from the domain, and specified the regions that are stretched and bent by the sequential inverse image of the Poincare map. The results showed that when the slit formed in the process of forming the basin of attraction penetrated the range, the number of slits increased at an accelerated rate owing to the stretching and bending effects of the Poincaré map, and the basin of attraction became fractal. On the other hand, when the slit did not penetrate the range, the formation of the slit stopped, and the basin of attraction did not become fractal.

In Chapter 3, we used the model used in Chapter 2 to investigate the changes in the basin of attraction depending on the slope angle. The results showed that the size and fractality changed sharply at specific slope angles. The mechanism by which these sharp changes occurred was elucidated by improving the analytical method in Chapter 2. Specifically, when a new slit penetrates the range by increasing the slope angle, the rate of increase in the number of slits in the formation process of
the basin of attraction changes. As a result, it was shown that the fractality and size of the basin of attraction changed drastically after the penetration. We also clarified that the formation process for the basin of attraction can be assumed to be a onedimensional Cantor set when a specific slit penetrates at a certain slope angle and the basin of attraction disappears.

In Chapter 4, we assumed that fractality appears through the interaction between the neural system and the body mechanical system and reproduced the fractality of fluctuation in walking by using a simple CPG model combined with a simple biomechanical model. We confirmed that the model with sensory feedback showed statistical persistence, whereas the model without sensory feedback showed antipersistence, and showed that this difference in persistence would correspond to the different characteristics between healthy subjects and aging or neural disease patients. Furthermore, we suggested that this difference would be due to different phase response characteristics. Specifically, based on the previous study [122] showing that sensory feedback affects the phase response characteristics in gait, we clarified that the phase response characteristics determine the fluctuation trend in the gait cycle, and as a result, may influence fractality. This suggests that fractality in other bipedal models and in actual humans could be explained based on phase response characteristics.

### 5.2 Future work

As shown in Chapters 2 and 3, the spatial fractality of the basin of attraction in passive dynamic walking was analyzed based on the dynamical systems theory. Similarly, the fractality of the basin of attraction has been reported in the Hénon map [41], which is often studied in the field of nonlinear dynamics. The map generates many periodic saddle orbits, whose manifolds cross each other. These crossings explain the generation of and changes in fractality in the basin of attraction [42]. Because many periodic saddle orbits could appear in the simplest walking model [76,77], we would like to clarify if the crossing of these manifolds affects fractality in the basin of attraction in the future.

As shown in Chapter 4, temporal fractality in gait would be related to the phase response characteristics. However, it remains unclear how phase response characteristics affect fractality. We would like to investigate temporal fractals using a more detailed neuromusculoskeletal model [122], which investigated phase response characteristics during walking. Furthermore, we would also like to clarify how phase response characteristics affect temporal fractals based on stochastic process theory in the future.

Future work should also be conducted on how spatial and temporal fractals interact with each other in walking. Because temporal fractality is explained based
on stochastic process theory, it is difficult to discuss the relation with spatial fractality, which is generally discussed in deterministic dynamical systems. However, as shown in Chapter 4, it has been shown that temporal fractality is related to the phase response characteristics, and by extending this argument, temporal fractals could arise from deterministic arguments. We would like to extend this discussion in the future to clarify how spatial and temporal fractals are related to each other in walking.

## Appendix A

## Deformation of $T^{-1}\left(D_{1} \cap R\right)$ by $U^{-1}$

Here, we approximately solve the deformation of $T^{-1}\left(D_{1} \cap R\right)$ by $U^{-1}$ based on the analysis in our previous study [94]. We first denote the solution of equations of motion (2.1) and (2.2) by $\Theta(t)=[\theta(t) \dot{\theta}(t) \varphi(t) \dot{\varphi}(t)]$. From the definition of $U$, for a point $\Theta(0) \in T^{-1}\left(D_{1} \cap R\right) \subset H$, there exists $\Delta>0$ such that

$$
\begin{equation*}
\Theta(-\Delta)=U^{-1}(\Theta(0)) \in T(H) \tag{A.1}
\end{equation*}
$$

where $-\Delta$ is used as the negative time to analyze $U^{-1}$ (Fig. 2.2A). $\Theta(0), \Theta(-\Delta)$, and $-\Delta$ correspond to the state just before foot contact, the state just after foot contact, and the duration of a step, respectively. $\Theta(-\Delta)$ gives the deformation of $T^{-1}\left(D_{1} \cap\right.$ $R)$ by $U^{-1}$.

Since $\Theta(-\Delta)$ is in $T(H)$, the following equations are satisfied from (2.7), (2.8), and (2.9):

$$
\begin{align*}
2 \theta(-\Delta) & =\varphi(-\Delta)  \tag{A.2}\\
\dot{\varphi}(-\Delta) & =\dot{\theta}(-\Delta)(1-\cos 2 \theta(-\Delta))  \tag{A.3}\\
\theta(-\Delta) & >0 \tag{A.4}
\end{align*}
$$

In addition, since $\Theta(-\Delta)$ is in $H$, the following equation is satisfied from (2.3):

$$
\begin{equation*}
2 \theta(0)=\varphi(0) \tag{A.5}
\end{equation*}
$$

In order to approximately solve (A.1), we linearize the equations of motion (2.1) and (2.2) around [ $\gamma 000$ ] by

$$
\begin{align*}
& \ddot{\theta}=\theta-\gamma  \tag{A.6}\\
& \ddot{\varphi}=-(\varphi-\theta+\gamma) \tag{A.7}
\end{align*}
$$

The solution is obtained by

$$
\begin{align*}
& \theta=\gamma+C_{1} \exp (t)+C_{2} \exp (-t)  \tag{A.8}\\
& \varphi-\frac{\theta-\gamma}{2}=K \cos (t+\phi) \tag{A.9}
\end{align*}
$$

where $C_{1}, C_{2}, K$, and $\phi$ are the integration constants $(0 \leq \phi<2 \pi)$. Here, $\dot{\varphi}$ on plane Z is obtained by

$$
\begin{equation*}
\dot{\varphi}(0)=\frac{C_{1}-C_{2}}{2}-K \sin \phi \tag{A.10}
\end{equation*}
$$

$C_{1}$ and $C_{2}$ are determined by the initial conditions of $\theta$ and $\dot{\theta}$, as follows:

$$
\begin{align*}
& C_{1}=\frac{\theta(0)-\gamma+\dot{\theta}(0)}{2} \\
& C_{2}=\frac{\theta(0)-\gamma-\dot{\theta}(0)}{2} \tag{A.11}
\end{align*}
$$

In contrast, $K$ and $\phi$ are determined by the initial conditions of $\theta, \varphi, \dot{\theta}$, and $\dot{\varphi}$.
From (A.2), (A.3), (A.5), (A.8), and (A.9), we have the following equations:

$$
\begin{align*}
& \theta(-\Delta)=C_{1} \exp (-\Delta)+C_{2} \exp \Delta+\gamma  \tag{A.12}\\
& \dot{\theta}(-\Delta)=C_{1} \exp (-\Delta)-C_{2} \exp \Delta  \tag{A.13}\\
& K \cos (-\Delta+\phi)=\frac{3 \theta(-\Delta)}{2}+\frac{\gamma}{2}  \tag{A.14}\\
& K \sin (-\Delta+\phi)=-\dot{\theta}(-\Delta)\left\{\frac{1}{2}-\cos 2 \theta(-\Delta)\right\}  \tag{A.15}\\
& K \cos \phi=\frac{3}{2}\left(C_{1}+C_{2}+\frac{4 \gamma}{3}\right) \tag{A.16}
\end{align*}
$$

where $\Delta, \phi, K, \theta(-\Delta)$, and $\dot{\theta}(-\Delta)$ are unknown variables ( $C_{1}$ and $C_{2}$ are determined in (A.11) from $[\theta(0) \dot{\theta}(0)]$ ). We obtain $\Theta(-\Delta)$ from $[\theta(0) \dot{\theta}(0)]$ by solving (A.12)(A.16).

In order to show how $U^{-1}$ deforms $T^{-1}\left(D_{1} \cap R\right)$, we used the approximated solution given above. In particular, we used the line segment $\hat{\mathrm{P}}_{1} \hat{\mathrm{Q}}_{1}$ within $T^{-1}\left(D_{1} \cap R\right)$, as shown Fig. 2.5A ( $\left.\hat{\mathrm{P}}_{1}:[\theta \dot{\theta}]=[-0.2311-0.2536], \hat{\mathrm{Q}}_{1}:[\theta, \dot{\theta}]=[-0.3085-0.3915]\right)$. This segment was moved to two curves $\mathrm{f}_{2} \mathrm{e}_{2}$ and $\mathrm{f}_{2} \mathrm{~g}_{2}$ by $U^{-1}$, which approximate $U^{-1}\left(T^{-1}\left(D_{1} \cap R\right)\right)$, as shown in Fig. 2.5E.
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