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This thesis embarks on a comprehensive exploration of multilingual
representation learning, addressing the three identified challenges within this
domain: (1) high computational demands, (2) data scarcity, and (3) limitations in
Transformer architecture, with a specific focus on sentence alignment and
translation tasks. These tasks are essential in the broader context of multilingual
NLP, enabling machines to understand and translate across diverse human
languages with increased proficiency and efficiency.

Chapter 1 introduces the background of multilingual representation learning
and its challenges

Chapter 2 introduces a method for multilingual sentence embedding (MSE)
learning that efficiently addresses high computational demands. To balance
training efficiency against data and computational needs while maintaining MSE
quality, we develop an innovative approach to concurrently train generative token-
level reconstruction and sentence-level contrastive objectives. The effectiveness of
the proposed method is validated through empirical evaluations on four cross-
lingual sentence retrieval tasks and three cross-lingual sentence classification
tasks.

Chapter 3 introduces a streamlined model designed to produce compact MSE,
addressing the 1issue of computational intensity during inference. The
experimental outcomes indicate that our model achieves robust performance
across 109 languages after distilling knowledge from the previous state-of-the-art
model, LaBSE.

Chapter 4 introduces dJapanese-specific sequence-to-sequence pre-training
(JASS) and English-specific sequence-to-sequence pre-training (ENSS), which
incorporate syntactic structures of sentences, based on language-agnostic schemes
like masked sequence-to-sequence pre-training (MASS), to address data scarcity in
low-resource languages for neural machine translation (NMT). Utilizing abundant
monolingual data and syntactic analysis, these methods enhance language-specific
structure awareness during pre-training. Experiments on various language pairs
show that JASS and ENSS surpass MASS and similar methods in low-resource
contexts, highlighting the value of language-specific inputs and multi-task pre-
training. They significantly improve translation adequacy and fluency, as

confirmed by adequacy evaluations, human evaluations, and case studies.




In Chapter 5, we introduce a word-level contrastive learning approach for
multilingual NMT to tackle the challenge of data scarcity in low-resource
languages. Our experiments demonstrate notable improvements in translation
quality across various language pairs, further elucidated by analysis linking
BLEU scores to the sentence retrieval capabilities of the NMT encoder.

Chapter 6 presents AlignInstruct, a method that aims at improving the fine-
tuning of large language models (LLMs) for NMT in low-resource, previously
unseen languages, with a focus on minimizing the need for extra training corpora
to address the data scarcity issue. The results from our multilingual and zero-shot
experiments highlight AlignInstruct's superiority compared to the baseline
method.

In Chapter 7, we unveil an innovative variable-length neural interlingua
method, which not only enhances zero-shot translation outcomes but also yields a
more reliable model compared to earlier fixed-length interlingua techniques,
addressing the issue of suboptimal model architecture for zero-shot NMT. Despite
observing a decline in performance in translations to English, our analysis
pinpoints the specific model component responsible, setting the stage for targeted
improvements in future research.

Chapter 8 thoroughly examines the impact of layer normalization (LayerNorm)
on the performance of zero-shot NMT, aiming to overcome issues related to the
Transformer model configurations for zero-shot NMT. The findings reveal that
post-layer normalization (PostNorm) has a consistent edge over pre-layer
normalization (PreNorm) in zero-shot NMT scenarios, independent of language
tag and residual connection configurations. By analyzing off-target rates and
identifying structural weaknesses in the PreNorm model, we uncover the reasons
behind this performance gap. The insights from our study emphasize the
importance of careful LayerNorm configuration choices in future zero-shot NMT
research.

In Chapter 9, the dissertation is concluded with a summary and a discussion of
future work.
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