
Advancing Dialogue Systems through Corpus

Construction Focusing on User Internal

States and External Knowledge

Takashi Kodama

February 2024





Abstract

Dialogue systems are computational systems designed to interact with humans

using natural language. Their considerable practical utility has made their devel-

opment a critical area of research in the realm of natural language processing. In

recent years, end-to-end learning methods based on deep neural networks have at-

tracted much attention in the field of dialogue systems. Such systems are trained

to generate responses from dialogue contexts, leveraging a large-scale dataset of

context-response pairs. While this method has facilitated a more adaptable gen-

eration of responses, it concurrently presents unresolved challenges.

One such challenge is the understanding of user internal states. The user

internal states represent the user’s underlying states behind their utterance. In

this thesis, we primarily focus on the user’s knowledge, interest, and willingness.

Understanding these states can help dialogue systems identify user intentions and

generate responses effectively. However, existing research in dialogue systems has

not tracked these user internal states in detail.

The second challenge involves the utilization of external knowledge. Exter-

nal knowledge refers to information external to the dialogue system, obtainable

through means like internet searches. By leveraging external knowledge, dialogue

systems can generate more specific and informative responses. Prior research on

external knowledge-grounded dialogue systems has primarily concentrated on the

search for external knowledge and its incorporation into responses, often overlook-

ing the underlying engagingness of the dialogue itself.

This thesis addresses the two challenges: user internal states and external

knowledge. To tackle these challenges, we adopt an approach through the con-

struction of dialogue corpora to improve dialogue systems. This corpus-driven
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approach not only contributes to the advancement of dialogue systems via dataset

utilization but also aids in the understanding of human behavior through corpus

analysis.

First, we study dialogue management based on user internal states. We de-

velop a rule-based dialogue system and collect dialogues between the system and

humans. Then, we annotate all the user utterances with three user internal states:

knowledge, interest, and willingness. Using the constructed corpus, we train clas-

sifiers to estimate each user internal state. Finally, we propose a system designed

to modify responses based on the estimated internal states of the user. Our exper-

imental results show that the proposed system can provide more natural responses

than the baseline system.

Second, we tackle dialogue response generation based on external knowledge.

We first construct a dialogue collection framework capable of constructing large-

scale, human-to-human dialogue datasets in Japanese. Leveraging this framework,

we construct a Japanese external knowledge-grounded dialogue dataset. Employ-

ing the constructed dataset, we present a strong baseline model that simultane-

ously selects external knowledge and generates responses based on it.

Third, we analyze the engagingness of external knowledge-grounded responses.

We annotate every entity in external knowledge-grounded responses, labeling

whether the entity is derived from external knowledge sources or from the speaker’s

inherent knowledge and opinions. Our analysis of this annotated corpus reveals

that information derived from the speaker plays a significant role in enhancing

the engagingness of the response.

Last, we study response generation based on both user internal states and

external knowledge. We construct a movie recommendation dialogue dataset an-

notated at the entity level focusing on two user internal states: knowledge and

interest. By employing movie enthusiasts as recommenders, we realize a more en-

gaging dialogue collection. Furthermore, using this dataset, we propose a model

that generates responses based on both user internal states and external knowl-

edge utilizing Chain-of-Thought prompting.
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Chapter 1

Introduction

1.1 Background

Dialogue entails the exchange of information through communication in natural

language (Nakano et al., 2015). Humans engage in numerous dialogues in daily

life, sharing their thoughts and knowledge with each other. Dialogue plays a

crucial role in human social life, contributing significantly to the formation of

culture and the transmission of history.

Dialogue systems are computational systems designed to interact with humans

using natural language. Dialogue systems can provide a user-friendly interface

by employing natural language for the system’s input and output. Owing to

its characteristic of minimal user burden, the practical applicability of dialogue

systems is highly significant, making their development a critical area of research

within the field of natural language processing (NLP).

Text dialogue systems use text as system input and output, and have been

studied for many years. Early text dialogue systems, like ELIZA (Weizenbaum,

1966), predominantly used rule-based pattern matching to generate responses to

human utterances. These systems used a limited set of response patterns, limiting

the flexibility of the dialogue response.

In recent years, end-to-end learning methods based on deep neural networks

have attracted much attention in the field of dialogue systems. End-to-end dia-

logue systems are trained to generate responses from the dialogue context using

1
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a large number of context-response pairs. This learning method simplifies the

construction of dialogue systems and allows for more flexible response generation.

However, dialogue systems still face challenges. One such challenge is the

understanding of user internal states. The user internal states refer to the user’s

underlying states behind their utterance, with emotions being a prime example.

In this thesis, we primarily focus on the user’s knowledge, interest, and willingness.

Below are the definitions of each internal state.

• Knowledge: Whether the user has knowledge of the topic.

• Interest: Whether the user has an interest in the topic.

• Willingness: Whether the user actively participates in the dialogue.

Understanding such states behind utterances can help dialogue systems identify

user intentions and generate appropriate responses. However, existing research in

dialogue systems has not tracked these user internal states in detail.

The second challenge involves the utilization of external knowledge. External

knowledge refers to information external to the dialogue system, which can be

acquired through means such as internet searches. By leveraging external knowl-

edge, dialogue systems can generate more specific and informative responses. Prior

research on external knowledge-grounded dialogue systems has focused on the re-

trieval of external knowledge and its incorporation into responses, often neglecting

the underlying engagingness of the dialogue itself.

In this thesis, we address the two challenges: user internal states and exter-

nal knowledge. To tackle these challenges, we adopt an approach through the

construction of dialogue corpora to improve dialogue systems. With the advent

of versatile generative models like the Transformer (Vaswani et al., 2017), the

significance of dialogue corpora in dialogue system research has increased. This

corpus-driven approach not only contributes to the improvement of the dialogue

system via dataset utilization but also aids in the understanding of human behav-

ior through corpus analysis.

For the remainder of this chapter, we first review the dialogue systems in

Section 1.2. Then, we describe the challenges of current dialogue systems and
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our approaches in Section 1.3. Finally, we present the outline of this thesis in

Section 1.4.

1.2 Review of Dialogue Systems

Dialogue systems require a variety of NLP techniques, from utterance understand-

ing to response generation. Thus, the development of human-like dialogue systems

has been considered one of the ultimate goals in the field of NLP and has attracted

much attention. In this section, we will give a detailed review of dialogue systems.

1.2.1 Typology of Dialogue Systems

In this section, we present the representative types of dialogue systems from the

perspectives of task, domain, and modality and describe the characteristics of

each.

Task is an objective that a user seeks to accomplish. Users may or may not

have an explicit task through dialogue. For instance, when the user says to the

dialogue system, “Tell me the weather tomorrow,” the user assigns the task of

providing weather information to the system. On the other hand, when the user

says, “It is hot today,” the user is not assigning any task. Like the former scenario,

a dialogue system designed to perform a task is referred to as a “task-oriented

dialogue system.” Conversely, like the latter scenario, a dialogue system that is

not primarily engaged in any task is referred to as a “non-task-oriented dialogue

system.”

Domain represents the range of topics the dialogue system can handle. A

weather information retrieval system handles only topics related to weather fore-

casts, and a restaurant reservation system handles only topics related to restau-

rants. Like these examples, dialogue systems that limit the topics they can handle

are called “closed-domain dialogue systems.” On the other hand, dialogue systems

that do not limit the topics are called “open-domain dialogue systems.”



4 CHAPTER 1. INTRODUCTION

Modality refers to the style of information exchange, encompassing aspects

such as tone of voice, facial expressions, gestures, and eye gaze. Dialogue systems

can be classified based on their input and output modalities. Dialogue systems

that use text for both input and output are referred to as “text dialogue sys-

tems.” In contrast, systems that employ voice for input and output are referred

to as “spoken dialogue systems.” Additionally, systems that incorporate multiple

modalities are termed “multimodal dialogue systems.”

1.2.2 Rule-based Dialogue Systems

Rule-based dialogue systems generate responses based on hand-crafted rules. The

earliest rule-based non-task-oriented dialogue system is ELIZA (Weizenbaum,

1966), developed in 1966 by Weizenbaum. ELIZA mimics a psychotherapist and

engages in chat with the user, a patient. This system selects responses from a

collection of response templates by pattern matching. Example (1) shows an ex-

ample of an interaction with ELIZA. Upon detecting the word “depressed” in the

user’s utterance, ELIZA responds with a predefined response template associated

with “depressed” like “I am sorry to hear you are depressed.”

(1) USER: Men are all alike.

ELIZA: In what way.

USER: They’re always bugging us about something or other.

ELIZA: Can you think of a specific example.

USER: Well, my boyfriend made me come here.

ELIZA: Your boyfriend made you come here.

USER: He says I’m depressed much of the time.

ELIZA: I am sorry to hear you are depressed.

Although ELIZA does not attempt to understand the user’s utterances, well-

designed response rules have successfully made users feel that the system is lis-

tening to their utterances.

One of the pioneering systems in rule-based task-oriented dialogue systems is

SHRDLU (Winograd, 1972). SHRDLU is able to understand instructions given

by users in natural language, manipulate blocks, and inquire about the state
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Do you have a favorite movie? I love Iron man.
Step1: Retrieve a pair containing input 
utterance similar to user utterance

What movie do you like the most? I love Iron man.

User Utterance System Utterance

Input Utterances Output Utterances

Step2: Return output utterance of 
retrieved pair as system utterance

Figure 1.1: An overview of the retrieval-based dialogue system.

of these blocks. Analyzing the results of language analysis and the block states

enables the understanding of user utterances. While SHRDLU demonstrates these

behaviors by restricting the dialogue domain to a simple block world, extending

these capabilities to the real world presents significant challenges.

These rule-based dialogue systems are able to generate accurate responses

within highly limited domains. However, as the domain expands, the description

of rules becomes more complex, leading to decreased maintainability. Further-

more, these systems have issues with flexibility in responding to user utterances.

1.2.3 Retrieval-based Dialogue Systems

Retrieval-based dialogue systems generate responses by retrieving similar utter-

ances from a database of dialogue examples. Figure 1.1 shows an overview of

retrieval-based dialogue systems. In the first step, a large number of input and

output utterance pairs are collected and stored in a database. In the next step,

the system searches for the most similar input utterance to the user utterance.

Finally, the system returns the corresponding output utterance as its response.

To construct a database of input and output utterance pairs, Ritter et al.

(2011) collect Twitter reply pairs, which are pairs of a user’s tweet and a reply

to that tweet. They collect 1.3 million reply pairs and use them to construct

a dialogue system. Banchs and Li (2012) utilize movie scripts, which are freely

available at The Internet Movie Script Data Collection.1

To retrieve utterance pairs, it has been common to employ information re-

trieval algorithms such as TF-IDF and BM25. Recently, neural network-based

1https://imsdb.com/

https://imsdb.com/
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Are you anythinginto [EOS]?

Watching movie

Watching movie

[EOS]

User Utterance System Utterance

Encoder
Decoder

Figure 1.2: An overview of seq2seq dialogue system.

methods have been proposed to calculate the similarity between utterances (Lowe

et al., 2015, 2017). Methods employing powerful pre-trained language models,

particularly those like BERT (Devlin et al., 2019), have become increasingly preva-

lent (Lu et al., 2020; Han et al., 2021).

Retrieval-based systems can prepare responses for any user utterance, elimi-

nating the need for costly hand-crafted rule descriptions. However, the responses

are limited to utterances within the database, leading to a lack of flexibility.

1.2.4 Generation-based Dialogue Systems

Generation-based dialogue systems generate responses from scratch to user ut-

terances without predefined rules or response candidates stored in a database.

This generation-based method has rapidly developed along with recent advance-

ments in deep neural networks and has become mainstream in current dialogue

system research. In this section, we first discuss the initially developed model

architecture-based approach, followed by the later corpus-based approach. Fi-

nally, we describe the rapidly evolving large language model-based approach.

Model Architecture-based Approach

The most fundamental generative model is the sequence-to-sequence (seq2seq)

model (Sutskever et al., 2014). Originally proposed as a neural machine transla-

tion model, it has since been applied to dialogue systems. Figure 1.2 shows an

overview of dialogue systems using the seq2seq model (Shang et al., 2015; Vinyals
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and Le, 2015). The seq2seq model comprises an encoder, which processes the

input, and a decoder, which generates the output. Consider a user utterance such

as “Are you into anything?” as input. The sequence of tokens in this input (i.e.,

“Are”, “you”, “into”, “anything”, “?”, “[EOS]”) is fed into the encoder and con-

verted into a vector ([EOS] is a special token indicating the end of a sentence).

The last state of the encoder represents the contextualized embedding of the input

utterance. The decoder receives this vector and generates the system utterance

“Watching Movie”, word by word.

This seq2seq model is trained by end-to-end learning. Specifically, the model is

trained to generate the output system utterance from the input user utterance us-

ing large-scale dialogue data. This training scheme demands a substantial amount

of dialogue data and extensive computational resources. Nonetheless, the growing

accessibility of the internet and advancements in computational technology have

made this feasible.

This simple framework has dramatically simplified the construction of a com-

plex dialogue system. On the other hand, the encoder compresses input sequences

into a fixed-length vector; thus, handling longer input sequences has remained a

challenge. Consequently, improvements from the perspective of model architec-

ture continued for some time.

Hierarchical Recurrent Encoder-Decoder (HRED) (Serban et al., 2016) ex-

tends the seq2seq model to consider not only the immediate prior user utterance

but also the multi-turn dialogue contexts. Figure 1.3 shows the HRED architec-

ture. The HRED encoder consists of two encoders: an utterance-level encoder

and a context-level encoder. The utterance-level encoder encodes each utterance

and compiles it into a vector. The context-level encoder consolidates the outputs

of the utterance-level encoder and outputs a vector representing the context of

the dialogue.

Attention mechanism (Bahdanau et al., 2015) highlights important words in

the dialogue context, helping the model focus on the most relevant parts to gen-

erate better responses. Specifically, this mechanism first computes weights that

signify levels of attention. Then, the weighted sum of the vectors of each word in

the input utterance is calculated based on these weights. During decoding, the
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Figure 1.3: The HRED architecture. Adapted from Serban et al. (2016).

model generates words while referring to this weighted vector. Such a mechanism

facilitates dynamic referencing of the dialogue context throughout the generation

process. Consequently, this approach facilitates the generation of responses that

are consistent with the dialogue contexts.

Transformer (Vaswani et al., 2017) refines the attention mechanism and has

become a de facto standard model in today’s NLP. Transformer employs self-

attention mechanisms in both its encoder and decoder. The self-attention mech-

anism attends to which parts of the input sequence concern each other to capture

relationships between words. This architecture can provide a robust understand-

ing of context, and such Transformer-based dialogue systems have exhibited higher

response quality than naive seq2seq models like HRED (Oluwatobi and Mueller,

2020).

Corpus-based Approach

With the maturation of versatile generative models like Transformer, the dialogue

systems have come to be constructed through a combination of pre-training on

large-scale data and fine-tuning on small-scale data (Wolf et al., 2019; Zhang

et al., 2020). Pre-training involves training versatile generative models using large
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corpora. At this stage, the focus is not on learning task-specific features but

rather on understanding language’s fundamental structures and contexts. The

large corpora primarily employed for this purpose include web documents like

Wikipedia and BookCorpus (Zhu et al., 2015), as well as dialogue format corpora

from sources such as Reddit, Twitter, and OpenSubtitles (Lison and Tiedemann,

2016; Lison et al., 2018).

Fine-tuning is a process that adapts a pre-trained model to a particular task

using a smaller, task-specific corpus. Unlike the extensive data needed for pre-

training, just a few thousand to tens of thousands of dialogue pairs are often

enough. This amount of data can be collected manually. Recently, crowdsourcing

has become a popular way to create such corpora for dialogue research. Here, we

introduce three representative tasks and their corresponding datasets.

Persona refers to an individual’s personality and background. For instance,

utterances like “I am a student” or “I like cats” reflect the personality and back-

ground of the speaker. Unlike humans, dialogue systems lack a consistent persona,

often resulting in contradictory utterances across multi-turn dialogues (Li et al.,

2016). In Example (2), the system answers with a different location each time the

user asks where the system lives.

(2) USER: Where do you live now?

SY STEM : I live in Los Angeles.

USER: In which city do you live now?

SY STEM : I live in Madrid.

USER: In which country do you live now?

SY STEM : England, you?

To address the issue of consistency in these personas, Zhang et al. (2018)

constructed a PersonaChat dataset. Figure 1.4 shows an example of PersonaChat.

Each speaker (i.e., worker) is given a persona consisting of short sentences like “I

like to ski.” or “I am an artist.” and instructed to engage in dialogue based on

that persona.
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Figure 1.4: A dialogue example from PersonaChat (Zhang et al., 2018).

Empathy refers to understanding and relating to the feelings of others. Empa-

theticDialogues (Rashkin et al., 2019) attempts to incorporate such human-like

behavior into dialogue systems. Figure 1.5 shows a dialogue example from Em-

patheticDialogues. In this dialogue collection, paired workers have different roles:

speaker and listener. The speaker is given one emotion randomly selected from 32

emotions (e.g., surprised, excited, and proud) and asked to describe a situation

that elicits this emotion in a few sentences. Subsequently, based on this situa-

tion, the speaker expresses that emotion in dialogue, and the listener responds to

demonstrate empathy towards the speaker.

External Knowledge refers to information external to the dialogue system,

accessible through the internet or database searches. This external knowledge

assists dialogue systems in generating more informative responses. Wizard of

Wikipedia (Dinan et al., 2019) is one of the most famous external knowledge-

grounded dialogue benchmarks. Figure 1.6 shows an example of dialogue in Wiz-

ard of Wikipedia. In Wizard of Wikipedia, workers are divided into the roles of
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Figure 1.5: A dialogue example from EmpatheticDialogues (Rashkin et al., 2019).

Figure 1.6: A dialogue example from Wizard of Wikipedia (Dinan et al., 2019).

“Wizard” and “Apprentice” to discuss a specific topic. The wizard worker, pro-

vided with Wikipedia articles as external knowledge, creates responses based on

these articles.

These three skills introduced so far are essential for dialogue systems to behave

in a human-like manner. However, each dataset is specialized for a single skill,

making it challenging to learn multiple skills simultaneously. To address this,

BlendedSkillTalk (Smith et al., 2020) is proposed, aiming to construct a dialogue

system that integrates these skills. This dataset is created by preparing generative

models specialized in each skill and guiding workers to collect dialogues that

combine these three skills. The BlenderBot (Roller et al., 2021), trained on this

BlendedSkillTalk, has been reported to generate human-level quality responses.
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In summary, approaches using such high-quality, small-scale datasets created by

manual efforts have succeeded considerably.

Large Language Model-based Approach

Large language models (LLMs) (Brown et al., 2020; OpenAI, 2023) are language

models with billions of parameters. These models are trained on massive amounts

of corpora, encompassing hundreds of billions to trillions of tokens. Such LLMs

have demonstrated remarkable performance across various benchmarks in NLP,

including translation tasks and natural language understanding, thereby exhibit-

ing their extensive versatility. For example, few-shot learning (Brown et al., 2020)

leverages the broad applicability of LLMs and solves a task by providing the model

with a task description and a few example solutions. Furthermore, zero-shot

learning (Brown et al., 2020), which does not require any example solutions, has

also been proposed. These methodologies, eliminating the need for task-specific

datasets, have garnered significant attention in the NLP field.

Dialogue systems have recently utilized LLM-based approaches (Kim et al.,

2021; Thoppilan et al., 2022; Shuster et al., 2022). Blenderbot 3.0 (Shuster et al.,

2022) is an open-domain chatting dialogue system that has been fine-tuned on

various datasets, built on the Open Pre-trained Transformer (Zhang et al., 2022)

with 175 billion parameters. Figure 1.7 shows the architecture of Blenderbot 3.0.

This Blenderbot 3.0 has been designed to generate higher-quality responses by

integrating various modules such as internet search and long-term memory. In-

structGPT (Ouyang et al., 2022) is the fine-tuned version of GPT-3 (Brown et al.,

2020) through reinforcement learning from human feedback (Christiano et al.,

2017; Stiennon et al., 2020) to follow human instructions. ChatGPT2 (GPT-3.5

and GPT-4 (OpenAI, 2023)), which is a successor to InstructGPT, demonstrates

outstanding performance, capable of handling a wide range of dialogues from

task-oriented to non-task-oriented dialogues.

In summary, generation-based dialogue systems have developed through end-

to-end learning. Due to the improvements in model architecture, general-purpose

generative models like Transformer have emerged. Additionally, specialized cor-

2https://openai.com/blog/chatgpt

https://openai.com/blog/chatgpt
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Figure 1.7: An overview of Blenderbot3.0 (Shuster et al., 2022).

pora that capture various aspects of human behavior have been created to produce

more human-like responses. In recent years, the emergence of large language mod-

els has further enhanced the quality of generated responses.

1.3 Challenges and Aproarches

With the recent advancements in deep neural networks, generation-based dia-

logue systems are increasingly achieving human-like response quality. However,

challenges remain. This thesis addresses the two major challenges in generation-

based dialogue systems: user internal states and external knowledge. To address

these challenges, we adopt a corpus-based approach, which collects small-scale but

high-quality corpora tailored to specific tasks to enhance the dialogue systems.

Dialogue corpora form the foundation of research and development in dialogue

systems. They are not merely a source of training data but also provide new

insights through their analysis.

Building on this foundation, this thesis examines recommendation dialogues,

considering the human tendency to seek information tailored to their interests. In

addition, our research specifically explores movie recommendation dialogues, cho-
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sen for their universal appeal and potential to stimulate engaging conversations.

This section details the challenges of user internal states and external knowledge,

and discusses a corpus-based approach to these issues.

1.3.1 User Internal States

User internal states refer to the user’s underlying mental states behind their utter-

ances. For dialogue systems, understanding the user internal state is instrumental

in identifying the user’s intentions. For instance, when a user says “That is fine,”

the user’s intention behind this utterance can vary depending on whether the user

is in a state of reassurance or frustration. In the former case, the user’s utter-

ance is likely to indicate approval or agreement. Here, the dialogue system should

confirm the user’s satisfaction and proceed to the next step. In contrast, in the

latter case, the utterance might encompass dissatisfaction or sarcasm. The word

“fine” in this context could actually imply that there is a problem. In such situ-

ations, the system needs to respond more cautiously, posing additional questions

or suggestions to resolve the user’s dissatisfaction. Thus, understanding the user

internal states enables dialogue systems to generate more appropriate responses.

The user internal states during a dialogue have been extensively studied from

various perspectives. Emotions (Poria et al., 2019; Zhou and Wang, 2018; Song

et al., 2019), capturing the user’s feelings of joy, sadness, anger, and more, provide

a foundation for dialogue systems to respond more appropriately. Intention (Griol

and Callejas, 2016) represents what the user seeks from the dialogue system and is

often managed through labels of dialogic acts (Stolcke et al., 2000) such as “ques-

tion” or “providing information.” Personality traits (Meguro et al., 2009) like the

Persona (Zhang et al., 2018) or the Big Five (Digman, 1990; Wu and Sakai, 2020;

Guo et al., 2021) are essential elements for generating responses that align with the

user’s character and background. Satisfaction (Arimoto et al., 2019; Deng et al.,

2022; Ye et al., 2023; Feng et al., 2023), beyond just understanding the user, is

also employed in the automatic evaluation of dialogue responses (Bodigutla et al.,

2020). Moreover, in counseling dialogues, it is crucial to understand the user men-

tal state, such as depression (Yang et al., 2023) and suicidal ideation (Lamichhane,

2023).
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In the context of user internal states focusing on the relationship between

users and systems, rapport (Acosta, 2009; Müller et al., 2018) denotes the extent to

which users believe in the system, which is acquired through mutual understanding

fostered during dialogues. Intimacy (Kodama et al., 2021; Arimoto et al., 2023)

indicates the level of closeness a user feels towards the system. When intimacy is

high, it is expected that the system behaves akin to a family member or a close

friend.

In task-oriented dialogue systems, it is effective to understand the user’s fa-

miliarity with the system and the urgency of the task (Komatani et al., 2003). For

users with high familiarity, dialogues can be made more efficient by omitting basic

information, while for users with low familiarity, providing more detailed infor-

mation is effective. Additionally, understanding the urgency of the task enables

the determination of whether the user is seeking specific information quickly or

requires a more detailed explanation.

Although there are various user internal states, as mentioned above, this thesis

focuses on knowledge, interest, and willingness, which are considered to be partic-

ularly important in the context of movie recommendations. The user’s knowledge

state represents the amount of knowledge the user possesses on a specific topic.

For instance, by examining the following utterances of User A and User B, it can

be inferred that User A has knowledge of “Iron Man,” whereas User B does not.

(3) User A: I love Iron Man.

User B: I am not familiar with Iron Man.

The user’s interest state refers to whether the user is interested in a specific topic.

For example, upon examining the utterances of User A and User B below, User A

seems to exhibit an interest in “Iron Man,” whereas User B seems to lack interest.

(4) User A: I want to see Iron Man.

User B: I have no desire to see Iron Man.

The user’s willingness state refers to whether the user intends to continue the
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dialogue. For instance, by examining the utterances of User A and User B below,

it appears that User A intends to continue the dialogue. In contrast, User B seems

to lack such an intention.

(5) User A: I think it’s an interesting idea. Can you tell me more about it?

User B: Oh, okay.

This willingness is closely related to interest, yet the two concepts are distinct.

Interest represents an interest in a specific topic, whereas willingness represents an

interest in the dialogue. Thus, some users exhibit a high willingness even without

interest in a particular topic, and vice versa.

These user internal states have been actively utilized in multimodal dialogue

systems that can handle non-linguistic features (Schuller et al., 2006; Miyazaki

et al., 2013; Ishihara et al., 2018; Inoue et al., 2018; Komatani and Okada, 2021).

However, the utilization of such features requires the technology to collect and

process high-quality video and eye-tracking data in real-time, which imposes sig-

nificant costs and computational resource demands.

In text dialogue systems, Inaba and Takahashi (2018) annotates the human-

to-human chat dialogues with the degree of interest in predetermined 24 topics,

such as travel, movies, and celebrities. Curiosity (Rodriguez et al., 2020) is a

dialogue dataset annotated with users’ prior knowledge about geographical topics.

Specifically, before collecting dialogues, users are presented with 15 entities related

to the topic, and they annotate in a binary manner whether they are familiar with

each entity. These previous studies label the user internal states at the dialogue

level. Considering the fact that the user internal states can change moment by

moment within a dialogue, more fine-grained annotation is required.

In this thesis, we present a fine-grained annotation of user internal states at

both the utterance and entity levels. Chapter 2 describes our initial step, where

we develop a rule-based dialogue system for movie recommendations and collect

dialogues between users and the system. In this phase, we annotate each user

utterance in the dialogues, focusing on their levels of knowledge, interest, and

willingness. Subsequently, in Chapter 5, we curate human-to-human dialogues

in the same context of movie recommendations. Here, one dialogue participant
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acts as a recommender, and the other acts as a seeker. Based on insights from

Chapter 2, we focus on knowledge and interest as important user internal states.

We then provide a more granular annotation of the seeker’s utterances, marking

degrees of knowledge and interest at the entity level, a step beyond the utterance-

level annotation. This approach enables us to track multiple user internal states

within a single utterance, such as “I know the movie title, but I do not know the

plot.”

1.3.2 External Knowledge

External knowledge refers to information external to the dialogue system and

is accessed through searches, such as on the internet or in databases. Utilizing

external knowledge is crucial for dialogue systems due to the limited capacity of

internal knowledge storage and management. For instance, a dialogue system with

data only up to the year 2020 would be unable to generate appropriate responses

to questions about the 2021 Tokyo Olympics. By acquiring external knowledge

through internet searches and other means and reflecting it in responses, the

system can provide more accurate and up-to-date responses.

In the realm of dialogue research, external knowledge-grounded dialogue re-

sponse generation (Ghazvininejad et al., 2018) is a significant topic of interest,

with numerous datasets having been proposed to facilitate this area of study (Zhou

et al., 2018; Moghe et al., 2018; Dinan et al., 2019; Wu et al., 2019; Gopalakrish-

nan et al., 2019; Zhou et al., 2020). However, these works primarily focus on the

selection of external knowledge or its incorporation into responses. Consequently,

the underlying dialogues often lack engagingness (Wang et al., 2021).

In this thesis, we aim to curate more engaging external knowledge-grounded

dialogues. In Chapters 3 and 4, we construct an external knowledge-grounded dia-

logue dataset and analyze engaging dialogues. The analysis, focusing on the infor-

mation sources, reveals that external knowledge-grounded dialogues are engaging,

especially when the recommenders utilize information they already possess about

the topic. Based on this finding, in Chapter 5, we construct a dialogue dataset

by hiring movie enthusiasts who possess knowledge about the topic (in this case,

movies) as the recommenders, thereby collecting more engaging dialogues based
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Figure 1.8: An overview of the thesis.

on external knowledge.

1.4 Outline of the Thesis

To conclude the introduction, we present the outline of the thesis. Figure 1.8 pro-

vides a visual overview of this thesis, illustrating the challenges to be addressed

and the types of dialogue corpora constructed for these challenges. In this the-

sis, we focus on utilizing user internal states and external knowledge, researching

these elements individually and their integrated utilization. To utilize these el-

ements effectively, we adopt approaches through the construction of specialized

dialogue corpora. At each stage, we aim to approximate dialogues in real-world

situations, encompassing human-to-system dialogues, human-to-human dialogues,

and engaging human-to-human dialogues.

In Chapter 2, we introduce our work on dialogue management based on user

internal states. We develop a dialogue system using pre-created scenarios and

rules and collect dialogues between the system and human participants. Then,

we annotate all the user utterances with three user internal states: knowledge,

interest, and willingness. Using the constructed corpus, we train classifiers to
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estimate each user internal state. Finally, by adding rules to alter responses

according to the estimated user internal states, we develop a dialogue system

capable of more natural responses and demonstrate the effectiveness of considering

the three user internal states.

In Chapter 3, we introduce our work on dialogue response generation based

on external knowledge. First, we develop a dialogue collection framework capable

of constructing large-scale, human-to-human dialogues in Japanese. Utilizing this

framework, we build a Japanese external knowledge-grounded dialogue dataset.

Using this dataset, we present a strong baseline model that simultaneously selects

external knowledge and generates responses based on it. This model utilizes

the attention mechanisms that focus on the history and structure of external

knowledge.

In Chapter 4, we introduce our work on analyzing the engagingness of external

knowledge-grounded responses. In the dialogue data constructed in Chapter 3,

we annotate every entity in the recommender’s utterances, classifying whether

the entity is derived from external knowledge or from the recommender’s inher-

ent knowledge and opinions. By analyzing the annotated corpus, we reveal that

information derived from the recommender contributes to the engagingness of the

response.

In Chapter 5, we introduce our work on response generation based on both

user internal states and external knowledge. We construct a dialogue dataset

annotated at the entity level for two user internal states: knowledge and interest.

By requesting annotations from the dialogue participants themselves, we aim to

reflect the participants’ actual internal states. Furthermore, using this dataset,

we propose a model that generates responses based on both user internal states

and external knowledge utilizing Chain-of-Thought prompting (Wei et al., 2022).

In Chapter 6, we present the overall conclusion of this thesis and discuss the

future prospects.



Chapter 2

Dialogue Management Based

on User Internal States

2.1 Introduction

In human dialogues, individuals pay careful attention to their interlocutor’s inter-

nal state (Chiba et al., 2014), including their level of understanding and emotional

state. For example, if their interlocutor does not seem to understand their ut-

terance, they add or rephrase their words to help their interlocutor understand.

Recent dialogue systems utilizing deep neural networks are trained to generate

plausible responses to input utterances based on large-scale dialogue-formatted

data (Adiwardana et al., 2020; Smith et al., 2020). However, the same input ut-

terances can have different underlying intents. Thus, dialogue systems should dis-

cern the interlocutor’s intent appropriately and adjust their responses accordingly.

In order to understand the interlocutor’s intent, we deal with the interlocutor’s

internal state during dialogue and address the following two issues.

1. Modeling the interlocutor’s internal state

2. Response changes based on the interlocutor’s internal state

In general, real-life dialogues always have specific purposes, such as “conveying

information through dialogue” or “influencing the interlocutor.” Under this con-

sistent purpose, we humans exchange information over multiple dialogue turns.

20
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Constructing Dialogue System without Response Change
• Constructing Baseline System (Sec. 2.3.1 – 2.3.4)

Constructing Corpus
• Collecting Dialogues using Baseline System (Sec. 2.4.1)
• Modeling User Internal State (Sec. 2.4.2)
• Annotating Dialogues with User Internal State Labels (Sec. 2.4.3)

Constructing Dialogue System with Response Change
• Training User Internal State Estimator (Sec. 2.5.1)
• Designing Response Change Rules based on User Internal State (Sec. 2.3.5)
• Evaluating System with Response Change (Sec. 2.5.2)

Figure 2.1: Flowchart of this study

Thus, when modeling the interlocutor’s internal state, dialogue data with multi-

ple turns and a consistent purpose throughout is required. However, analyzing

and modeling the internal states in human-to-human dialogues is challenging due

to the intertwining of intentions. On the other hand, while recent deep neural

network-based dialogue systems can provide appropriate responses at a single-

turn level, they face many challenges in multi-turn dialogues. In most cases,

these dialogues lack a consistent purpose.

In this study, we construct a rule-based dialogue system in the domain of movie

recommendations. We then collect multiple-turn dialogue data with a consistent

purpose between the dialogue system and humans. The consistent purpose here is

“movie recommendation.” Figure 2.1 shows the overall flow of this study. First,

we construct a baseline dialogue system and collect the dialogues between the

dialogue system and humans. Based on the analysis of the collected dialogues,

we model the interlocutor’s internal state in dialogue along the following three

distinct axes.

• Knowledge: Whether the interlocutor has knowledge of the topic.

• Interest: Whether the interlocutor has an interest in the topic.
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• Willingness: Whether the interlocutor actively participates in the dia-

logue.

Understanding the interlocutor’s knowledge and interest enables the dialogue sys-

tem to provide appropriate information or change topics accordingly. Moreover,

by considering the interlocutor’s willingness for dialogues, the dialogue system

can adapt its behavior, for instance, by playing a more passive listening role when

the interlocutor has a high willingness.

We annotate our collected dialogues with the modeled interlocutor’s internal

states, and subsequently train models to estimate these states using the anno-

tated data. As a result, we achieved a high estimation accuracy of approximately

80–85% for each internal state when allowing an error of ±1 on a 7-point scale.

Furthermore, we have the dialogue system change its response according to

the results of the trained model’s estimation. Specifically, we devise rules for

modifying responses depending on the presence or absence of knowledge, interest,

and willingness. Both dialogue-level and utterance-level evaluations showed that

the naturalness of responses improved when modified according to the estimated

interlocutor’s internal state.

Our contributions are two-fold:

• We constructed a text dialogue corpus of about 10,000 utterances with the

interlocutor’s internal states (knowledge, interest, and willingness) assigned

to each utterance.

• We empirically demonstrated the effectiveness of automatically estimating

the user internal state and modifying the system responses according to the

estimation results.

2.2 Related Work

For dialogue systems, it is crucial not only to comprehend the literal meaning of an

utterance but also to understand the internal states of the speaker who generates

the utterance. Here, we refer to the internal state of the speaker behind their
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utterance as “user internal states.” In this section, we introduce prior studies on

user internal states, including knowledge, interest, and willingness.

Emotion, one of the user internal states, has been actively used in dialogue

research. There has been a lot of research on estimating emotions from utterances

and generating utterances based on emotions. Poria et al. (2019) estimate emo-

tions (e.g., anger, disgust) using verbal and non-verbal information from speeches.

In utterance generation based on emotions, Zhou and Wang (2018) take emoticons

in tweets as emotion annotations and propose a method to generate emotional ut-

terances from a large number of tweets. Song et al. (2019) have proposed a method

of reflecting specific emotions in utterances, focusing on the explicit and implicit

expressions of emotions.

Persona (Li et al., 2016; Zhang et al., 2018) is a speaker’s personal background,

such as age and gender, as well as the way of speaking based on that background.

Various modeling methods have been proposed to realize consistent personalities,

such as IDs (Li et al., 2016), personal attributes (Qian et al., 2018), and short

personal profile texts (Zhang et al., 2018). Emotions and personas are mainly

used to make dialogue responses more informative, but the purpose of our study

is to understand the user internal states.

Research has also been conducted with a focus on users’ knowledge, interests,

and willingness. Miyazaki et al. (2013) investigate effective features for estimat-

ing callers’ levels of knowledge in call center dialogues and propose a method to

estimate their levels of knowledge. Schuller et al. (2006) estimate users’ interest

level from spoken dialogues. Inaba and Takahashi (2018) estimate the interest

level in 24 topics in text chit-chat dialogues between humans. Ishihara et al.

(2018) use multi-modal information to estimate the users’ willingness in interview

dialogues. Inoue et al. (2018) have attempted to estimate engagement using mul-

tiple non-verbal behaviors from dialogues between humans and the android robot

ERICA (Inoue et al., 2016).

While these prior works individually estimate knowledge, interest, and willing-

ness, our study concurrently addresses these three user internal states. Moreover,

we estimate these states at each turn of the dialogue, assuming these states fluctu-

ate dynamically. Subsequently, we construct a dialogue system that can interpret
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Dialogue Manager

4. Utter in order from the top
E.g., S1 → S2 → S3 → S4 → S5

3. Choose a dialogue scenario
E.g., Scenario1

2. Choose a movie to recommend
E.g., Movie1 (= “The Intern”)

1. Ask an Initial Question (Optional)
E.g., Who is your favorite actor?

User

System Utterance

User Utterance

Movie Database

ü Basic Information
ü Commentary 
ü Synopsis
ü News
ü Review

ScenarioMovie1

Movie2

Scenario1 (Pattern: T2)

Scenario2

S1: Are you interested in fashion?
S2: There is a movie related to

fashion. The title is “The Intern.”
S3: It’s simply wonderful.
S4: Robert De Niro is a kind and

cool gentleman. I admire him. 
S5: Please take a look.

Extract  information 
from web text

ü Web news
ü Movie Information Cite

Figure 2.2: Overview of our movie recommendation dialogue system.

the user internal states and respond naturally by changing the response appropri-

ately according to the estimation results.

2.3 Configuration of Dialogue System

In order to observe and analyze the interlocutor’s internal state, we need a dialogue

system capable of engaging in multi-turn dialogues with a consistent purpose.

Consequently, we develop a rule-based dialogue system designed for recommending

movies.

Figure 2.2 shows the overview of our dialogue system. Our system com-

prises two primary components: Movie Database and Dialogue Manager. Movie

Database stores the information for each movie. Movie Database also prepares

several templates of system utterances for each movie in advance. We refer to

these templates as “scenarios.” Dialogue Manager progresses the dialogue based

on the scenarios and provides brief answers to the user’s question by referring

to the movie database as needed. Example (1) shows an example of a dialogue

between our system and a user. S and U denote system utterances and user

utterances, and the numbers next to them indicate the number of turns in the

dialogue.

(1) S1: ファッションって興味ありますか？ (Are you interested in fashion?)

U1: 興味ありますよ (I’m interested in it.)

S2: ファッションに関係のある映画があるんです．「マイ・インターン」とい
うタイトルです． (There is a movie related to fashion. The title is
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“The Intern.”)

U2: タイトルは聞いたことあるような気がします． (I think I’ve heard the

title before.)

S3: 素晴らしいの一言ですよ． (It’s simply wonderful.)

U3: そうなんですね． (I see.)

S4: ロバート・デニーロは優しくカッコいい紳士，憧れますよ． (Robert De

Niro is a kind and cool gentleman. I admire him.)

U4: それはいいですね (It’s nice!)

S5: 是非見てみてください (Please take a look.)

2.3.1 Dialogue Strategy

Our system employs the following three dialogue strategies to facilitate more nat-

ural movie recommendations.

(1) System Initiative The system takes the initiative in the dialogue based

on the pre-defined scenario while responding to user utterances.

(2) Indirect Topic Introduction Our system avoids directly mentioning the

movie title, which is the central subject from the beginning of the dialogue. In-

stead, it initiates dialogue from related subjects. We use the following three

patterns for indirect topic introduction. The underlined parts depend on the

movie.

P1: Recent Entertainment News

ex., 俳優の染谷将太と女優の菊地凛子夫妻に第 2子が誕生したことが
11日までにわかったと話題です (It’s a hot topic that the second child

has been born to actor Shota Sometani and actress Rinko Kikuchi.)

P2: Movie Theme

ex., 飛行機って興味ありますか？ (Are you interested in airplanes?)

P3: Movie Information (e.g., director’s name)

ex.,細田守監督をご存知ですか？(Do you know director Mamoru Hosoda?)
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(3) Selling Points We remind the user that they want to watch the recom-

mended movie by repeatedly uttering the movie’s selling points.

2.3.2 Movie Database

The movie database stores the basic information (such as title, cast, staff, and

genre), plot, news, and reviews for 213 movies. We obtained the basic information,

plot, and reviews from the movie information website.1 As for reviews, 300 top-

rated reviews for each movie were collected. News information was obtained from

entertainment and sports news websites. This news information is utilized for the

creation of the scenario pattern P1 as discussed in Section 2.3.1.

2.3.3 Dialogue Scenario

Based on the aforementioned dialogue strategies, we prepare one or more scenarios

for each movie. Each scenario consists of five system utterances (S1 to S5). This

section describes how to create each utterance.

Utterance S1 The system starts with the utterance S1 containing a movie-

related topic. This topic is based on the indirect topic introduction patterns P1

to P3 as discussed in Section 2.3.1.

In the pattern P1, the dialogue begins with a topic from recent entertain-

ment news and recommends movies in which the characters from that news have

appeared. If the first sentence of a news article contains the cast’s name, the ut-

terance is made like “It is the hot topic that ⟨the first sentence of a news article⟩.”
In the pattern P2, the dialogue is initiated with an utterance like “Are you

interested in ⟨movie theme⟩?” using the movie’s theme. The movie’s theme is

the noun with the highest tf-idf score from the movie’s plots after removing the

names of the cast and staff. However, in order to prevent the use of generic words

as themes, we discard the scenario of pattern P2 if the highest tf-idf value falls

below 0.35.

The pattern P3 incorporates the names of two primary cast members and

the director. The dialogue begins with utterances such as “Do you know direc-

1https://movies.yahoo.co.jp/

https://movies.yahoo.co.jp/
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tor/actor/actress ⟨person name⟩?” The system then recommends movies associ-

ated with that person.

Utterance S2 The system presents the movie title associated with S1 as “The

title is ⟨movie title⟩.”

Utterances S3 and S4 The system then presents two selling points of the

movie. We select the selling points from the movie reviews.

We initially split the review text into individual sentences. Given the varied

tone across these sentences, we employ the Juman++ dictionary2 to harmonize

their endings into a uniformly polite style, characterized by the use of “です,

desu” or “ます, masu.” Additionally, we append the suffix “よ, yo” to impart an

informative tone.

Next, we select sentences praising the movie. Specifically, we first manually se-

lect 50 positive words related to movies, such as “masterpiece” and “interesting.”

We calculate the cosine similarity between the sum of word vectors for these pos-

itive words and that for each review sentence. To avoid selecting short sentences,

we multiply this similarity score by the sentence length to rank the sentences.

Based on this ranking, we select the top 100 sentences for each movie. We then

randomly choose two sentences from these top 100 for each scenario. In other

words, two different sentences (i.e., selling points) may be used for each scenario,

even for the same movie. It is noted that we use the word2vec (Mikolov et al.,

2013) model, trained on roughly 9.8 billion sentences from web texts, to obtain

these word vectors.

Utterance S5 Lastly, the system encourages the user to watch the recom-

mended movie. This final utterance is randomly selected from the following five

utterances.

• Please take a look.

• Please watch it.

2https://github.com/ku-nlp/jumandic-grammar

https://github.com/ku-nlp/jumandic-grammar
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• Would you consider watching it if you’re interested?

• It’s an interesting movie, so I sincerely hope you’ll watch it.

• I believe you’ll certainly enjoy it.

2.3.4 Dialogue Manager

The dialogue manager selects a recommended movie and a scenario and then

produces utterances based on that scenario.

There are two methods for selecting the recommended movie: the random

method and the initial question method. The distribution between these methods

is 80% for the random method and 20% for the initial question method. The for-

mer method chooses a movie at random. The latter asks a user’s movie preference

and then chooses a movie according to the user’s answer. This initial question

asking for user preferences is randomly selected from the following list:

• Who is your favorite actor?

• Who is your favorite actress?

• Who is your favorite director?

• What is your favorite movie genre?

• Do you prefer Japanese movies or foreign movies?

If a user mentions their favorite actress, the system identifies a movie featuring

that actress. It then picks a scenario from a set of predefined scenarios and

produces utterances based on that scenario. The system uses regular expressions

to identify personal names in user responses. When the user says something like

“None in particular,” the recommended movie is determined randomly.

When users ask simple questions about a recommended movie, like the cast

or director’s name, or its genre, the system checks the movie database and inserts

the answer before the original response. To determine if a user utterance is a

question, we utilize the COTOHA API.3 This API can identify whether a sen-

tence is declarative, interrogative, or imperative. In our study, we treat sentences

3https://api.ce-cotoha.com/contents/index.html

https://api.ce-cotoha.com/contents/index.html
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User Internal State Type Response Change Summary

I. No knowledge of a person Add brief profile about the person

II. No knowledge of a movie Add the movie information (the release year)

III. Knowledge of a movie Change the end of the utterance to a consenting

tone

IV. Deep knowledge of a movie Change the utterance to one that assumes the

user has watched the movie

V. No interest in news Add supplemental description

VI. No interest in a movie theme Change the utterance to a question that asks the

user’s preference

VII. No interest in a person Change the utterance to a question that asks the

user’s preference

VIII. No willingness Change the utterance to a modest tone

Table 2.1: Summary of response change per user internal state type.

classified as interrogative by the API as questions. We then identify the specific

topic of the question, such as the cast’s name, using regular expression matching.

2.3.5 Response Change based on User Internal State

In this section, we describe the rules for changing the system’s response based on

the results of the user internal state estimator. The user internal state estimators

are created by the following three procedures:

1. Collect dialogues using the movie recommendation dialogue system described

in Sections 2.3.1 to 2.3.4. (See Section 2.4.1 for details.)

2. Annotate the collected dialogues with the user’s level of knowledge, interest,

and willingness. (See Section 2.4.3 for details.)

3. Train the user internal state estimators using the annotated dialogues. (See

Section 2.5.1 for details.)

Our movie recommendation dialogue system follows a predefined scenario,

which specifies system utterances in advance. Therefore, we can guess the specific

target of each user internal state (such as “what the user has knowledge about”
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and “what the user is not interested in”) from the previous system utterances.

We predefine appropriate responses according to the degree of each user internal

state and the specific focus of each state. Table 2.1 shows the summary of re-

sponse change per user internal state type. We aim to make system responses

more natural by estimating the user internal state and accordingly modifying the

response.

Knowledge-based Response Change

There are four types of knowledge-based response change: I. No knowledge of a

person, II. No knowledge of a movie, III. Knowledge of a movie, and IV. Deep

knowledge of a movie.

I. No knowledge of a person If the user lacks knowledge in U1 in the pattern

P3, it is considered that the user does not know the person (i.e., casts or director).

In this case, the system adds a brief profile of that person before S2. This profile is

sourced from the first sentence of the person’s Wikipedia article, obtained using

the MediaWiki API.4 Example (2) shows a dialogue example. The subscripts

before and after denote the case where the response is not changed and where the

response is changed, respectively. We underline the main difference in Safter . The

angle bracket in the example shows the user internal state, which is the basis for

judging the response change.

(2) S1: ジョージ・ルーカスさんをご存知ですか？ (Do you know George

Lucas?)

U1: 良く分かりません。 (I’m not sure.) ⟨No knowledge⟩
S2before : ジョージ・ルーカスさんが監督をされている映画があります。「ス

ター・ウォーズ」というタイトルです。 (There is a movie directed

by George Lucas. The title is “Star Wars.”)

S2after : ジョージ・ルーカスさんはアメリカの映画監督、映画プロデュー
サー、脚本家です。ジョージ・ルーカスさんが監督をされている映画
があります。「スター・ウォーズ」というタイトルです。(George Lucas

4https://www.mediawiki.org/wiki/API:Main_page/ja

https://www.mediawiki.org/wiki/API:Main_page/ja
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is an American film director, producer, and screenwriter. There is

a movie directed by George Lucas. The title is “Star Wars.”)

II. No knowledge of a movie If the user lacks knowledge in U2, it is assumed

that the user does not know the recommended movie. In this case, we insert the

released year before S3, as in Example (3).

(3) S2: 「本能寺ホテル」という映画です (It’s called “Honnōji Hotel.”)

U2: 知らないです。(I don’t know that movie.) ⟨No knowledge⟩
S3before : 最後の京都の現在の町と過去が交差する景色は、人の営みと思い

は綿々と繋がっていること、そして過去の人々のお陰で現在の平和
があることを示唆していますよ (The last scene in Kyoto, where

the present city and the past city intersect, suggests that people’s

activities and thoughts are connected to each other and that the

peace we have today is only possible because of the people of the

past.)

S3after : 2017年に公開された作品です。最後の京都の現在の町と過去が交差
する景色は、人の営みと思いは綿々と繋がっていること、そして過
去の人々のお陰で現在の平和があることを示唆していますよ (This

movie was released in 2017. The last scene in Kyoto, where the

present city and the past city intersect, suggests that people’s

activities and thoughts are connected to each other and that the

peace we have today is only possible because of the people of the

past.)

III. Knowledge of a movie If the user possesses knowledge in U2 or U3, the

system changes the end of the next utterance (S3 or S4) to a consenting tone

(See Example (4)). The response changes in the case of S3 and S4 are treated

separately.

(4) S2: 「僕だけがいない街」という映画です (The title is “Erased.”)

U2: はい、ＤＶＤで鑑賞しました (Yes, I watched it on DVD.)

⟨Knowledge⟩
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S3before : 本作は物語のベースに暖かいメッセージがこめられていて感動しま
すよ (This work has a warm message at its core, and it’s touch-

ing.)

S3after : 本作は物語のベースに暖かいメッセージがこめられていて感動し
ますよね (This work has a warm message at its core, and it’s

touching, isn’t it?)

IV. Deep knowledge of a movie As shown in Example (5), if the user has

knowledge in all of U2, U3, and U4, we assume that the user has already watched

the recommended movie. Then, the system changes S5 to the utterance that

assumes the user has watched the movie. This utterance is randomly selected

from the following:

• また見てみてはいかがですか (You may want to watch this movie again.)

• 是非もう一度見てみてください (Please watch it again.)

(5) S1: じゃあ薬師丸ひろ子さんが出演している作品を紹介しますね (Then

I’ll introduce the movie in which Hiroko Yakushimaru appears.)

U1: よろしくお願いします (Thank you.)

S2: 「コーヒーが冷めないうちに」というタイトルです (The title is

“Cafe Funiculi Funicula.”)

U2: よく知っていますね (You know it well.) ⟨Knowledge⟩
S3: 設定のせいもあるかもしれないけど、やっぱり、本物の役者さんっ

て言うのは、凄いのだと、改めて感じますよね (While it might be

attributed to the setting, one is compelled to acknowledge the

remarkable talent of genuine actors.)

U3: 年季を感じますね (One indeed senses their years of experience.)

⟨Knowledge⟩
S4: 数ちゃんと新谷君の心が近づいていって結ばれる軸となるエピソード

に、ほっと心が温まりますよね (The episode where Kazu-chan and

Shintani-kun get closer and succeeds in love is very heartwarming,

isn’t it?)

U4: 私もです (I think so too.) ⟨Knowledge⟩
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S5before : 面白い作品なのでぜひ見て頂きたいです (It’s an interesting movie,

so I sincerely hope you’ll watch it.)

S5after : 是非もう一度見てみてください (Please watch it again.)

Interest-based Response Change

We prepare three types of interest-based response change: V. No interest in news,

VI. No interest in a movie theme, and VII. No interest in a person.

V. No interest in news If the user has no interest in U1 in the pattern P1,

it is assumed that the user is not interested in the presented news. However, the

user may still be interested in the presented movie. Thus, the system continues

to recommend the same movie. In order to reduce the effect of ignoring the user’s

utterance, the system randomly selects and inserts one of the following utterances

before S2 (See Example (6)).

• 結構評判みたいですよ。(It seems to be quite well-known.)

• 結構話題になっているみたいなのですが，(It seems to be quite a hot topic,

but ...)

(6) S1: 俳優の木村拓哉と歌手の工藤静香の長女・Ｃｏｃｏｍｉが 26日、自
身のインスタグラムを更新し、久々に外出したことをつづったと話題
となっています (It’s a hot topic that Cocomi, the eldest daughter

of actor Takuya Kimura and singer Shizuka Kudo, reported that

she had been out after a long time on her Instagram.)

U1: そうなん (I see.) ⟨No interest⟩
S2before : 木村拓哉さん、「無限の住人」という映画に出演されています (Takuya

Kimura is starring in the movie “Blade of the Immortal.”)

S2after : 結構評判みたいですよ。その木村拓哉さん、「無限の住人」という映
画に出演されています (It seems to be quite well-known. Takuya

Kimura is starring in the movie “Blade of the Immortal.”)

VI. No interest in a movie theme If the user has no interest in U1 in the

pattern P2, the user is probably not interested in the movie’s theme. In this
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case, the system changes the recommended movie. As shown in Example (7), the

system asks an initial question to understand the user’s preferences. This initial

question is randomly selected from a list of candidates described in Section 2.3.4.

(7) S1: タイムトラベルって興味ありますか？ (Are you interested in time

travel?)

U1: いえ、あまり興味ありません (No, I’m not very interested.)

⟨No interest⟩
S2before : タイムトラベルに関係のある映画があります。「アバウト・タイム

愛おしい時間について」というタイトルです (There is a movie

related to time travel. The title is “About Time.”)

S2after : そうなんですね。では好きな映画監督は誰ですか？(I see. Then,

who is your favorite movie director?)

VII. No interest in a person If the user has no interest in U1 in the pattern

P3, the user is probably not interested in the person. The system then changes

the recommended movie by asking an initial question. In this case, if the system

starts the dialogue by mentioning the name of the actress (actor/director), it then

inquires about the user’s favorite actress (actor/director). We show an example

in Example (8).

(8) S1: サンドラ・ブロックさんをご存知ですか？ (Do you know Sandra

Bullock?)

U1: 知っていますが、あまり興味はないです。 (I know, but I’m not so

interested in her.) ⟨No interest⟩
S2before : サンドラ・ブロックさんが声優をしている映画があります。タイ

トルは「ミニオンズ」です。 (There is a movie in which Sandra

Bullock does a character voice. The title is “Minions.”)

S2after : そうなんですね。では好きな女優は誰ですか？(I see. Then,

who is your favorite actress?)

Willingness-based Response Change

There is one type of willingness-based response change: VIII. No willingness.
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VIII. No willingness If the user does not have willingness in U4, it is believed

that the system’s recommendations have been less effective. Example (9) shows

an example. In this case, the system changes S5 to a modest tone. This system

utterance is randomly chosen from the following list:

• 騙されたと思って見てみてはいかがですか (Just take my word for it and try

to watch.)

• 見てみたら意外と面白いかもしれませんよ (You may find it unexpectedly

interesting.)

(9) S1: ヘイリー・アトウェルさんをご存知ですか？ (Do you know Hayley

Atwell?)

U1: しらないな。(I don’t know.)

S2: ヘイリー・アトウェルさんはイングランド生まれの女優です。ヘイ
リー・アトウェルさんが出演されている映画があります。タイトル
は「プーと大人になった僕」です。 (Hayley Atwell is an English

actress. There is a movie in which Hayley Atwell does a character

voice. The title is “Christopher Robin.”)

U2: そうなんですね。(I see.)

S3: はい、プーだけじゃなくて、イーヨーやピグレット、他のキャラた
ちも、声に魅力があるし、ユアンマクレガーのイギリス人らしい
イントネーションも、原語ならではの雰囲気ですよ (Yes, not only

Pooh, but Eeyore, Piglet, and the other characters have charm in

their voices, and Ewan McGregor’s British intonation is a unique

atmosphere of the original language!)

U3: へー (Hmm.)

S4: クリストファーロビンに邪魔者扱いされ、悲しそうな顔から、最後
は絆を取り戻せて幸せそうな表情に変わるプーさんがキュートす
ぎてたまりませんよ (Pooh is so cute that his face changes from

sadness when Christopher Robin treats him like an obstacle to

happiness at the end when he regains his bond with Christopher

Robin.)

U4: そうですか。(I see.) ⟨No willingness⟩
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Figure 2.3: The screenshot of the dialogue system.

S5before : 是非見てみてください (Please take a look.)

S5after : 見てみたら意外と面白いかもしれませんよ (You may find it

unexpectedly interesting.)

2.4 Corpus Construction

First, we collect dialogues between the baseline system, which does not change

responses based on the user internal state, and users. Subsequently, we model

the user internal state based on the collected dialogues. Then, we annotate the

collected dialogues with the modeled user internal state.

2.4.1 Dialogue Collection for Corpus Construction

We collect dialogues via crowdsourcing5 using the baseline system. Workers are

informed in advance that they talk with the dialogue system designed to recom-

mend movies from a selection of 213 movies.

Figure 2.3 shows the screenshot of the dialogue system. Workers access the

dialogue system’s website and participate in dialogues. After the dialogue, workers

5http://crowdsourcing.yahoo.co.jp/

http://crowdsourcing.yahoo.co.jp/
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Dialogue K I W

S1: お姫さまって興味ありますか？ (Are you interested in princesses?) - - -

U1: 興味あります (I’m interested in it.) 2 3 3

S2: お姫さまに関係のある映画があります。「今夜、ロマンス劇場で」というタイ
トルです (There is a movie related to princesses. Its title is “Color Me True.”)

- - -

U2: どんなストーリーですか？ (What is it about?) -3 3 3

S3: 内容は詳しく言えませんが、泣ける映画です。リアリズムを徹底的に求めるの
ではなく、綾瀬はるかのセリフと音楽を楽しむのが良いと思いますよ (I can’t tell

you the details, but it’s a moving movie. I think it’s better to enjoy Haruka

Ayase’s lines and music instead of thoroughly seeking realism.)

- - -

U3: 音楽興味ありですね (I’m interested in music.) 0 3 3

S4: 悲劇ではないけど切ない結末だなと思いきや、白黒からフルカラーへの反転
で大団円ですよ (It’s not a tragedy, but I thought it had a melancholic ending.

However, it turns into a grand finale with the shift from black and white to

full color.)

- - -

U4: 素敵な展開ですね (That’s a nice development.) -2 3 3

S5: 是非見てみてください (Please take a look.) - - -

Table 2.2: An example of the dialogue corpus. K, I, and W represent knowledge,

interest, and willingness of the user internal state, respectively.

are required to answer the following questionnaire on a five-point Likert scale.

(1) Recommendation Success: Would you like to watch the recommended

movie?

{5: want to watch, 4: somewhat want to watch, 3: neutral, 2: somewhat do

not want to watch, 1: do not want to watch}

(2) Naturalness: Was the flow of the dialogue natural?

{5: natural, 4: somewhat natural, 3: neutral, 2: somewhat unnatural，1:

unnatural}

Table 2.2 shows an example of the collected dialogue, and Table 2.3 shows

the statistics of the collected dialogues. We collected 1,060 dialogues in total.
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# dialogues 1,060

# scenarios 836

# workers 432

Avg. # utterances per dialogue 10.6

# utterances (R / S) 6,154 / 5,094

# unique utterances (R / S) 4,840 / 2,485

# morphemes (R / S) 163,347 / 20,279

# unique morphemes (R / S) 5,123 / 1,786

Table 2.3: Statistics of the collected dialogues. The number of workers is cal-

culated based on the Yahoo! Crowdsourcing member ID. R and S denote the

recommender and seeker, respectively. For morpheme segmentation, we use Ju-

man++ (Morita et al., 2015; Tolmachev et al., 2018).

Our dialogue system encompasses a substantial number of scenarios, totaling 836,

which has enabled the collection of a relatively diverse set of dialogues.

Figure 2.4 shows the results of the questionnaire. For recommendation success,

51.7% (16.0% + 35.7%) of the dialogues were rated 5 or 4, while for naturalness,

60.3% (23.0% + 37.3%) received these ratings. These results suggest that while

the system effectively fulfills the objective of movie recommendation, it is also

capable of facilitating dialogues with a reasonable degree of naturalness.

2.4.2 Modeling User Internal State

We analyze the user internal states based on collected dialogues to enhance the

naturalness of dialogues. As a result, we propose that dialogue systems should

understand users’ “knowledge,” “interest,” and “willingness” and respond appro-

priately according to each state for more natural dialogues. Prior studies have

recognized the significance of these aspects separately (Miyazaki et al., 2013; In-

aba and Takahashi, 2018), but integrating them could offer a more comprehensive

insight into the user’s intentions. This integrated approach can express a richer

representation of the user internal state, not just in movie recommendations but

across various domains.

Each user internal state in this study is defined as follows.
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Figure 2.4: The results of the questionnaire for the collected dialogues.

Score Knowledge (%) Interest (%) Willingness (%)

3 13.4 (684) 20.2 (1,030) 20.4 (1,039)

2 15.3 (781) 22.2 (1,130) 19.7 (1,006)

1 15.6 (793) 18.2 (929) 17.8 (906)

0 14.4 (735) 13.3 (680) 14.1 (716)

-1 15.8 (807) 11.4 (579) 12.0 (609)

-2 14.0 (711) 8.7 (443) 9.5 (486)

-3 11.4 (583) 5.9 (303) 6.5 (332)

Table 2.4: The distribution of the user internal state annotation. The number in

parentheses represents the number of utterances.

• Knowledge: Whether the user has knowledge of the topic.

• Interest: Whether the user has an interest in the topic.

• Willingness: Whether the user actively participates in the dialogue.

We assume that the user internal state dynamically changes in dialogue. Thus,

we track that state every time a user utters in this study.
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2.4.3 Annotation of User Internal State

Using crowdsourcing, we annotate all of the user utterances in the collected dia-

logues with the user internal state. The workers annotate the user internal states

(i.e., knowledge, interest, and willingness) with the target user utterance referring

to the dialogue context. Each internal state has three levels: high (scored as 1),

neutral (scored as 0), and low (scored as -1).

458 workers participated in the annotation process. Each utterance was anno-

tated by three workers, and their scores were summed. Instead of using majority

voting to aggregate scores, we opted for a summative approach. This method was

chosen to maintain the diversity of viewpoints among the workers. As a result,

the annotated score for each utterance ranges from -3 to 3.

Table 2.2 shows an example of the annotated dialogue corpus, and Table 2.4

shows the score distribution for each internal state. The scores for interest and

willingness tended to be high, whereas the score for knowledge was distributed

almost uniformly.

We acknowledge that the annotation of user internal states might be influenced

by the annotators’ subjectivity. To ensure the reliability of the annotations, we

measure the agreement among annotators.6 For measuring agreement, we use

Krippendorff’s α (Krippendorff, 2004). Krippendorff’s alpha is a versatile metric

that quantifies the degree of agreement among two or more annotators. It can

be adapted to different types of scales (Stevens, 1946) by adjusting the score

distances (i.e., the degree of disagreement). In this study, we adopt the difference

function for the ordinal scale.

The All column of Table 2.5 shows the agreements among annotators in all

data (called All). The α values for any internal states were around 0.40. In

sociology, an α value above 0.80 is typically considered indicative of reliable data.

In the field of natural language processing, Komatani et al. (2018) have annotated

the multimodal dialogue data with participants’ interest and have found that the

α is around 0.50 using the interval scale as the scale type. While this result can

6We investigate the annotation reliability for each annotator in Appendix A.1. The results

show that there are very few annotators with low reliability. Therefore, we use all the annotations

as they are in this study.
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User Internal State All Filtered

Knowledge 0.41 0.67

Interest 0.40 0.59

Willingness 0.35 0.63

Table 2.5: The agreement among annotators for each internal state. All and

Filtered denote the agreement among annotators for all data and filtered data,

respectively.

not be directly compared due to the use of different scales, their annotation is

conducted by experts and is considered to be of higher quality than those by

crowdsourcing, which allows for the participation of an unspecified number of

people. Chollet et al. (2016) conduct the annotation through crowdsourcing for

the presentation skills of native and non-native speakers, reporting that an α of

approximately 0.40 is acceptable for subjective evaluation in natural language

processing tasks. Therefore, it is reasonable that our data’s α, whose data is

annotated by crowdsourcing, is about 0.40.

Moreover, we prepare another set of data, which is filtered by excluding utter-

ances that contain both 1 and -1 scores. We call this data Filtered. The benefit

of using the Filtered dataset is that it consists of high-quality data with a high

agreement among annotators. However, a downside is that it omits more complex

cases where the annotators disagreed, potentially limiting the system’s ability to

handle such scenarios in real-world applications. We experimentally compare the

accuracy of estimators trained by each of All and Filtered to verify the effect

of filtering. For reference, the inter-annotator agreement for the Filtered data is

presented in the Filtered column of Table 2.5.

2.5 Experiment

We construct a dialogue system that can change its response according to the

estimation results of the user internal state. First, we train the user internal state

estimator using the annotated dialogue corpus. We then incorporate the estima-

tors into the dialogue system so that the system can change its response according
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Score

Figure 2.5: Overview of user internal state estimator. [S] and [U] denote the

separation special tokens for system and user utterances, respectively.

to the user internal state. Finally, we collect dialogues using the constructed dia-

logue system with these response changes and evaluate its effectiveness.

2.5.1 User Internal State Estimation

Training of User Internal State Estimator

We fine-tune BERT (Devlin et al., 2019) model to estimate the user internal states.

BERT is based on the Transformer (Vaswani et al., 2017) architecture and has

achieved outstanding performance in various natural language processing tasks

by pre-training on a large-scale raw corpus and then fine-tuning on downstream

tasks. We use the NICT BERT Japanese pre-trained model (with BPE (Sennrich

et al., 2016))7 in this study. This BERT model has been pre-trained for 1.1 million

steps after conducting morphological and subword segmentation on the entire text

of the Japanese Wikipedia.

Figure 2.5 shows an overview of the user internal state estimator. The model

is fed with the target user’s utterance and the dialogue context, and it outputs

7https://alaginrc.nict.go.jp/nict-bert/index.html

https://alaginrc.nict.go.jp/nict-bert/index.html
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User Internal State All Filtered

Knowledge 5,094 (4,082/511/501) 4,073 (3,266/410/397)

Interest 5,094 (4,082/511/501) 4,292 (3,424/432/436)

Willingness 5,094 (4,082/511/501) 3,926 (3,134/396/396)

Table 2.6: Number of utterances in All and Filtered data. The numbers in paren-

theses represent the number of utterances in the training, development, and test

data, respectively.

the user’s internal state estimation score (from -3 to 3) for the target user’s ut-

terance. Specifically, the [CLS] token is inserted at the beginning of the target

user’s utterance, and the dialogue context is input in reverse chronological or-

der, up to a maximum of 512 tokens. The separation token [S] is inserted before

system utterances and [U] before user utterances. We also insert a [SEP] token

after all utterances. The final output is a real-valued scalar, derived from linearly

transforming the vector associated with the [CLS] token. In post-processing, any

scores above 3 are adjusted down to 3, and those below -3 are brought up to -3.

We use mean squared error as the loss function, aiming to minimize the difference

between the estimated and actual scores. We train three estimators for each user

internal state (i.e., knowledge, interest, and willingness).

Experimental Settings

We randomly split 1,060 dialogues into three sets for different purposes: 80% for

training, 10% for development, and 10% for testing. Table 2.6 shows the number

of utterances in each data. The Filtered data is approximately 80% of the All

data in volume.

We train and test the models with the following four conditions:

• AA: Trained and tested on the All data.

• AF : Trained on the All data and tested on the Filtered data.

• FA: Trained on the Filtered data and tested on the All data.

• FF : Trained and tested on the Filtered data.
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To assess the performance of our estimators, we use the following evaluation

metrics:

• Strict Accuracy (Strict Acc): The percentage of cases where the differ-

ence between the estimated and actual scores lies within a narrow margin

of ±0.5. It is particularly suited for precise evaluations on a 7-class classifi-

cation.

• Loose Accuracy (Loose Acc): The percentage of cases where the differ-

ence between the estimated and actual scores lies within a wider margin of

±1.5. This allows for slightly larger errors than Strict Acc.

• Pearson Correlation Coefficient (Pearson): The Pearson’s correlation

coefficient between the estimated and actual scores.

• Spearman Rank Correlation coefficient (Spearman): The Spear-

man’s correlation coefficient between the estimated and actual scores.

We conduct hyperparameter tuning in accordance with the settings of Devlin

et al. (2019) under the following conditions. We choose the best estimator in

Strict Acc on each development set. Note that the dropout probability is fixed at

0.1 throughout the experiments.

• Batch size: 16, 32

• Learning rate (AdamW (Loshchilov and Hutter, 2019)): 5e−5,

3e−5, 2e−5

• Number of epochs: 2, 3, 4

Result

Table 2.7 shows the accuracies of user internal state estimators. In the results

of AA, Strict Accs are about 30% and Loose Accs are about 70% to 80% for

all user internal states. As indicated in Table 2.4, the majority baselines for

knowledge, interest, and willingness are 15.6%, 22.2%, and 20.4%, respectively.

These results suggest that our estimators can estimate each state with reasonably
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User Internal State AA AF FA FF

Knowledge 29.1 / 73.7 31.5 / 76.1 30.9 / 74.5 36.3 / 80.6

Interest 32.9 / 82.0 36.0 / 85.8 31.5 / 79.0 33.5 / 83.0

Willingness 28.3 / 72.5 32.1 / 78.5 30.7 / 75.8 36.4 / 84.8

Table 2.7: The accuracies for user internal state estimation. The numbers in the

cells represent the Strict Acc / Loose Acc.

User Internal State AA AF FA FF

Knowledge 0.738 / 0.730 0.794 / 0.769 0.735 / 0.718 0.796 / 0.762

Interest 0.770 / 0.734 0.807 / 0.763 0.758 / 0.718 0.796 / 0.747

Willingness 0.701 / 0.669 0.776 / 0.715 0.731 / 0.688 0.816 / 0.756

Table 2.8: The correlation coefficients for user internal state estimation. The

numbers in the cells represent the Pearson / Spearman.

high accuracy. In AF, we can observe the improvement in both Strict Acc and

Loose Acc compared to AA. This is probably because Filtered data has a higher

annotation agreement, meaning the data is easy to recognize the presence or

absence of each user internal state.

Next, we analyze the models trained on the Filtered data. Compared to AA

and AF models respectively, the FA and FF models exhibit an improvement in

Strict Acc and Loose Acc for knowledge and willingness while a slight decrease for

interest. These results indicate that the filtering of the training data is effective

in improving the accuracy of the internal state estimation. The effectiveness of

filtering on interest was likely minor because the estimation accuracy of interest

was inherently higher than that of knowledge and willingness. Another reason for

the lower accuracy in interest estimation may be that the annotator agreement

rate of interest after filtering was lower than that of knowledge and willingness,

as shown in Table 2.5.

Table 2.8 shows the correlation coefficients for user internal state estimation.

We can observe that both correlation coefficients are around 0.7 to 0.8, indicating

that our estimators can estimate each user internal state with high accuracy.
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WillingnessInterestKnowledge

w/o Qw/ Q 
(failure)

w/ Q 
(success)w/o Qw/ Q 

(failure)
w/ Q 

(success)w/o Qw/ Q 
(failure)

w/ Q 
(success)

0.96 [20]
(-0.20, 4.80)

0.94 [54]
(-0.06, 4.51)

0.78 [12]
(1.92, 1.72)

0.87 [25]
(0.04, 4.71)

1.19 [60]
(-0.32, 4.02)

0.76 [11]
(2.09, 0.89)

0.92 [20]
(-0.30, 4.96)

0.89 [55]
(-0.35, 4.67)

0.93 [8]
(0.00, 1.43)Topic Introduction

1.11 [20]
(0.35, 2.87)

1.11 [50]
(-0.16, 5.44)

0.78 [13]
(1.77, 2.53)

1.07 [26]
(0.31, 2.22)

0.98 [56]
(-0.07, 3.67)

0.79 [12]
(2.00, 0.91)

0.88 [23]
(0.43, 6.08)

0.97 [45]
(-0.40, 4.61)

0.72 [13]
(1.08, 5.91)Title Presentation

0.95 [19]
(0.26, 4.54)

0.97 [46]
(0.26, 5.31)

0.56 [10]
(2.50, 0.28)

0.83 [22]
(0.64, 2.34)

1.10 [52]
(0.58, 4.05)

0.44 [13]
(2.23, 1.36)

1.15 [23]
(-0.60, 3.73)

1.19 [49]
(-0.41, 4.33)

0.69 [11]
(0.82, 5.56)Selling Point I

0.92 [23]
(0.74, 4.11)

1.01 [53]
(0.53, 4.95)

0.60 [10]
(2.50, 0.50)

0.81 [24]
(0.79, 2.87)

0.94 [55]
(0.71, 4.51)

0.73 [10]
(2.50, 0.50)

1.44 [20]
(-0.65, 4.33)

1.35 [50]
(-0.34, 4.02)

0.71 [11]
(1.27, 3.22)Selling Point II

Figure 2.6: The mean absolute errors between the estimated internal state scores

and the actual scores. The numbers within square brackets denote the number of

samples. Additionally, the numbers within parentheses in each cell represent the

mean and unbiased variance of the actual scores for those samples, respectively.

The color gradient within the table intensifies in correlation with the magnitude of

the mean absolute error, visually emphasizing larger errors with a stronger color

intensity.

Analysis

Our system, which utilizes pre-defined system utterances, allows us to analyze

the estimation error for each scenario turn. The approach for choosing the rec-

ommended movie varies based on whether an initial question is used or not. Con-

sequently, we categorize the discussion into three distinct patterns:

w/ Q (success) : When the system uses the initial question and decides the

recommended movie according to the user’s preference.

w/ Q (failure) : When the system uses the initial question but randomly de-

cides the recommended movie. This might happen, for example, when the

movie database does not have a recommended movie that matches the user’s

preference.

w/o Q : When the system does not use the initial question and randomly decides

the recommended movie.

Figure 2.6 shows the mean absolute errors between the estimated internal state

scores and the actual scores per dialogue turn in each scenario. For instance, in the

“Title Presentation” line, the target utterance is the user utterance immediately
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after the system presents the movie title. The color gradient within the table

intensifies in correlation with the magnitude of the mean absolute error, visually

emphasizing larger errors with a stronger color intensity.

In the case of “w/ Q (success),” the errors for knowledge, interest, and will-

ingness remain consistently low throughout the dialogue. Regarding interest and

willingness, the average actual score is around two points, suggesting that “w/

Q (success)” leads to the acquisition of high interest and willingness. Moreover,

the average actual score for knowledge is nearly one point higher compared to

cases “w/ Q (failure)” and “w/o Q.” This may be because users have some movie

knowledge of their favorite actors or directors. Consequently, since the average

scores for these internal states are higher, it becomes easier for the estimators to

make accurate predictions, resulting in smaller mean absolute errors.

On the other hand, the estimation error for knowledge in the cases of “w/ Q

(failure)” and “w/o Q” increased as the dialogue progressed. Example (10) shows

a dialogue example in this case. For the last user utterance, U4, the correct score

was -2, whereas the estimated score was 2.22. For utterances such as U4, where

the user internal state is not explicitly clear, the interpretation of the dialogue

context becomes crucial. From the dialogue context in Example (10), we can

observe that the user has not watched the recommended movie, as indicated in

U2, and that the system utterance S4 immediately preceding U4 describes a scene

in the recommended movie. In summary, it can be inferred that the user probably

does not know about the movie scene they have not seen. However, making such

an inference requires fine-grained tracking of user internal states, which leaves

room for future research.

(10) S1: 俳優の染谷将太と女優の菊地凛子夫妻に第２子が誕生したことが１１
日までにわかったと話題です (It’s a hot topic that the second child

has been born to actor Shota Sometani and actress Rinko Kikuchi.)

U1: おめでたいです (Congratulations on that.)

S2: 染谷将太さん、「バクマン。」という映画に出演されていましたね (Mr.

Shota Sometani appeared in a movie titled “Bakuman,,” did he not?)

U2: バクマン。は観ていませんが確か漫画原作ですよね。(I haven’t watched
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“Bakuman,” but I believe it’s based on a manga.)

S3: 話しも素直に友情、青春、ライバル関係、生い立ち等も分かりやす
く展開され好感が持てますよ (The story candidly unfolds elements

of friendship, youth, rivalry, and backgrounds in an understandable

manner, which makes it quite agreeable.)

U3: 映画は数年前でしたか。ＤＶＤで観てみたいと思います。 (The movie

was released a few years ago, right? I would like to see it on DVD.)

S4: ちょっと分からないんですが、無駄なシーンが一切なく、サクサク進ん
でテンポがいいので、気持ちいいです (I am not so familiar with that,

but the movie progresses without any superfluous scenes, briskly and

with a good tempo, which is quite satisfying.)

U4: 期待できます。 (That sounds promising.)

2.5.2 Effectiveness of Response Change

Integration with User Internal State Estimator

We incorporate the user internal state estimators into the dialogue system. The

system judges whether a user possesses knowledge, interest, and willingness at

every dialogue turn and then changes its responses as described in Section 2.3.5.

In the following experiments, we use the estimators trained on the Filtered data,

which is expected to provide higher accuracy in overall estimation. We set the

positive and negative thresholds to judge whether a user possesses knowledge,

interest, and willingness. Each internal state is classified as “high” when its

estimation score exceeds the positive threshold, and as “low” if it falls below

the negative threshold. In this study, the positive and negative thresholds for

knowledge and interest are set at 1.5 and −1.5, and those for willingness are set

at 1.0 and −1.0. When multiple response change rules are to be applied, we

prioritize the one linked to the internal state with the largest absolute value in

the estimated score.
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w/ RC w/o RC

Recommendation Success 3.44 3.48

Naturalness 3.46 3.20

Satisfaction 3.34 3.15

Table 2.9: Results of the questionnaire. The scores represent the average ratings

given by the workers.

Dialogue-level Evaluation

We collect 299 dialogues via crowdsourcing using the dialogue system with re-

sponse changes (w/ RC ). We also collect 297 dialogues using the system without

response changes (w/o RC ) for comparison.8

After the dialogue, we asked the workers if they had watched the recommended

movie. As a result, approximately 67% of all workers had not watched the rec-

ommended movie. In addition, we asked workers to answer the following 5-point

Likert-scale questionnaires (5 is the best):

• Recommendation Success: The system has made you want to watch the

recommended movie.

• Naturalness: The system responses were natural.

• Satisfaction: The system responses satisfied you.

Table 2.9 shows the results of the questionnaire. We did not observe a sig-

nificant difference in Recommendation Success between w/ RC and w/o RC. On

the other hand, w/ RC was 0.26 points higher than w/o RC on Naturalness

and 0.19 points higher on Satisfaction. A Wilcoxon rank-sum test, conducted at

a significance level of 5%, revealed p-values of 0.017 and 0.123 for Naturalness

and Satisfaction, respectively, indicating a significant improvement in Natural-

ness. The results show that by estimating the user internal state and modifying

8We have updated some modules from the system used in the corpus construction. The update

was applied to both the w/ RC and w/o RC systems, ensuring a fair comparison. Details are

given in Appendix A.2.
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User Internal State Type w/ RC w/o RC

I. No knowledge of a person 58 48

II. No knowledge of a movie 121 124

III. Knowledge of a movie 201 175

IV. Deep knowledge of a movie 56 42

V. No interest in news 5 5

VI. No interest in a movie title 19 15

VII. No interest in a person 2 0

VIII. No willingness 57 51

Total 519 460

Table 2.10: Statistics of branch points for each user internal state type.

the response accordingly, our system can improve the naturalness of the system’s

utterances without sacrificing the accomplishment of the movie recommendation.

Utterance-level Evaluation

Our dialogue system is fundamentally scenario-based. Consequently, except for

the branch points (i.e., dialogue turns where response change occurs), w/ RC and

w/o RC produce identical responses. Thus, we compare the changed response

with the original responses at the utterance level. Moreover, we have designated

these branch points based on different types of user internal states, as detailed

in Table 2.1. Therefore, this evaluation allows us to examine the effect of the

response change on each user internal state type.

We use the collected dialogues in Section 2.5.2 to extract pairs of responses

with and without response change. For a fair comparison, we extract the branch

points from the dialogues involving both humans and w/ RC, as well as humans

and w/o RC. In dialogues with w/ RC, we compare the original response from

its scenario with the changed one. In dialogues with w/o RC, we identify the

branch points using user internal state estimators and then compare the changed

response at this point with the original response from its scenario. Table 2.10

shows the results of extracting pairs of responses for each user internal state type.

We sample up to 15 pairs from dialogues between humans and w/ RC, and humans
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Figure 2.7: The user-interface for utterance-level evaluation.

and w/o RC, totaling a maximum of 30 pairs, which we then use for evaluation.

We conduct the utterance-level evaluation via crowdsourcing. Figure 2.7 shows

the user-interface for this evaluation. Workers are shown the dialogue context,

the changed response, and the original response, and are asked to select which

response is more natural. The workers are not informed which response is the

changed response. We also add two options: Natural (“Both responses are equally

natural”) and Unnatural (“Both responses are equally unnatural”). 10 workers

evaluate each response pair.

Table 2.11 shows the results of the utterance-level evaluation. For all user

internal state types, the naturalness of the responses generated by w/ RC out-

performed those by w/o RC. These results indicate that our dialogue system can

provide more natural responses by estimating the proposed user internal states

and accordingly tailoring the responses.
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User Internal State Type w/ RC w/o RC Natural Unnatural

I. No knowledge of a person (30) 240 33 11 16

II. No knowledge of a movie (30) 180 44 32 44

III. Knowledge of a movie (30) 87 84 50 79

IV. Deep knowledge of a movie (30) 135 111 11 43

V. No interest in news (10) 54 11 6 29

VI. No interest in a movie title (30) 170 71 6 53

VII. No interest in a person (2) 11 8 0 1

VIII. No willingness (30) 134 100 30 36

Total (192) 1,011 462 146 301

Table 2.11: The utterance-level evaluation results per each user internal state

type. The numbers in the table indicate the total number of votes by workers,

and the numbers in parentheses indicate the number of samples.

Error Analysis

Although the scores of w/ RC for user internal state types III and IV were higher

than those of w/o RC, the effect was limited compared to the other speaker

internal state types. Hence, we analyze the reasons for each of them.

III. Knowledge of a movie In this user internal state type, the ending of the

utterance is changed from an informative tone (“よ”, yo) to a consenting tone (“

よね”, yone). Considering that the number of votes for Natural was somewhat

high, it can be inferred that changing one character at the end of the utterance

did not make a big difference in the impression. The votes for Unnatural were

also as high as those for w/ RC and w/o RC. This may be because the sentences

extracted as selling points from the reviews did not match the dialogue context.

Example (11) shows an example where 6 out of 10 workers judged Unnatural. In

this example, just before changing the response, the user says, “I like the earlier

movie better.” in U3. Still, the system ignores that utterance, which makes the

system’s utterance seem unnatural. Future work will improve the method by

retrieving selling points using dialogue contexts.
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(11) S: 好きな映画監督は誰ですか？(Who is your favorite movie director?)

U : スピルバーグ (Spielberg.)

S: ではスティーヴン・スピルバーグさんが監督の映画を紹介しますね
(Now I’ll introduce a movie directed by Steven Spielberg.)

U : お願いします。 (Please do.)

S: 「ブリッジ・オブ・スパイ」という映画です (The movie is titled

“Bridge of Spies.”)

U : 知りませんが、どんな内容ですか。(I don’t know it. What is it

about?)

S: 2015年に公開された作品です。スティーヴンスピルバーグ監督に
コーエン兄弟の脚本、主演がトムハンクスと期待せずにはいられ
ない組み合わせに、見事に期待に応える良作だと評判ですよ (This

movie was released in 2015. Directed by Steven Spielberg, written

by the Coen brothers and starring Tom Hanks, it’s a combination

you can’t help but expect, and it’s a good film that lives up to

its expectations as a great movie!)

U : もっと前の映画が好きです。 (I like the earlier movie better.)

Sbefore : ベルリンの壁、ベルリンにかかる橋、チェックポイント、東ベルリン
街中などなど当時の感じを丁寧に表現撮影しており見ごたえがあり
ますよ (The Berlin Wall, the bridges over Berlin, the checkpoint,

and the streets of East Berlin are all carefully photographed to

capture the atmosphere of those days.)

Safter : ベルリンの壁、ベルリンにかかる橋、チェックポイント、東ベルリ
ン街中などなど当時の感じを丁寧に表現撮影しており見ごたえがあ
りますよね (The Berlin Wall, the bridges over Berlin, the check-

point, and the streets of East Berlin are all carefully photographed

to capture the atmosphere of those days, aren’t they?)

IV. Deep knowledge of a movie In this user internal state type, the system

assumes that the user has already watched the recommended movie. Conse-

quently, it uses responses like “Please watch it again.” As shown in Table 2.11,

there are not many votes for Unnatural but many votes for w/o RC. This is likely
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due to the estimation errors of the user’s watching experience. In Example (12),

the user has watched some of the “OUTRAGE” series, but has not watched the

recommended movie, “OUTRAGE CODA.” Like this example, suggesting “Please

watch it again” to a user who has not watched the movie yet can appear quite

unnatural.

(12) S: お笑いタレントのビートたけしが 30日放送のＴＢＳ「新・情報 7

ＤＡＹＳニュースキャスター」にリモート生出演と話題となってい
ます (Comedian Beat Takeshi has become a topic of discussion

for his remote live appearance on the TBS program “Shin Joho

7DAYS Newscaster,” which aired on the 30th.)

U : そうなんですか。知らなかったです (Is that so? I was not aware

of that.)

S: はい、ビートたけしさん、「アウトレイジ最終章」という映画に出演
されています (Yes, Beat Takeshi is featured in the movie “Outrage

Coda.”)

U : アウトレイジは見たことがあります。でも最終章はみてないかも
(I have watched Outrage, but I might not have watched the

“Coda.”)

S: 韓国フィクサーの立ち位置が今一つで、タケシも今までより控え
めですが、西田敏行のズル賢い役者ぶりが目立ちますよね (The

positioning of the Korean fixer is somewhat unclear, and Takeshi’s

role is more subdued than before, but Toshiyuki Nishida’s cunning

portrayal as an actor is quite prominent.)

U : 韓国人がでてくるんですね (So, it includes a Korean character.)

S: 過去の出演者達がみんな歳をとって迫力不足だが、小心者のピエー
ル瀧が今回は盛り上げてくれますよね (Although the past cast

members have all aged and lack some of their former intensity,

Pierre Taki, playing a timid character, provides a notable uplift

to the film this time.)

U : ピエール瀧がアウトレイジというのはなんだか真実味があります
(Pierre Taki’s presence in Outrage seems quite authentic.)
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Watching Experience w/ RC w/o RC Natural Unnatural

watched (23) 122 70 6 32

not watched (7) 13 41 5 11

Total (30) 135 111 11 43

Table 2.12: The votes for utterance naturalness for each user’s watching experi-

ence. The numbers in the table indicate the total number of votes by workers,

and the numbers in parentheses represent the number of samples.

Sbefore : 是非見てみてください (Please take a look.)

Safter : 是非もう一度見てみてください (Please watch it again.)

Next, we align 30 samples for this user internal state type (i.e., IV. Deep knowl-

edge of a movie) with the questionnaire results of each user’s watching experi-

ence, as described in Section 2.5.2. The results show that of the 30 samples, 23

were correctly estimated as “watched,” while 7 were incorrectly estimated as “not

watched.” Table 2.12 shows the comparison results of naturalness for each user’s

watching experience. The votes of w/ RC were higher for the “watched” samples,

but the votes of w/o RC were higher for the “not watched” samples. These results

indicate that utterance naturalness was negatively affected by errors in estimating

the user’s watching experience.

2.6 Summary of This Chapter

In this study, we tackled the modeling of the user internal state in dialogue to

appropriately interpret the user’s intention. Based on the analysis of the col-

lected dialogues, we modeled the user internal state along three axes: knowledge,

interest, and willingness. We constructed a dialogue corpus by annotating the

collected dialogues with the three modeled internal states via crowdsourcing. The

user internal state estimator trained on our dialogue corpus demonstrated high

accuracy from the target user utterance and dialogue context.

Furthermore, we constructed a dialogue system that changes its response ac-

cording to the proposed user internal states. We designed response-changing rules



56 CHAPTER 2. USER STATES BASED DIALOGUE MANAGEMENT

according to the presence or absence of knowledge, interest, and willingness. Our

system can produce more natural responses by using the estimation results of the

trained user internal state estimator and appropriately modifying responses based

on the designed rules.

With the recent development of neural network technology, neural network-

based models are required to have explainability to clarify their behaviors and the

reasons behind the predictions. We believe that our modeling of the user internal

state will serve as a meaningful basis for understanding the behavior of neural

network systems, and will provide a foundation for research into explainability.



Chapter 3

Response Generation Based on

External Knowledge

3.1 Introduction

In recent years, research on dialogue-based recommendation systems, which sug-

gest items to users through interactive dialogues, has gained significant attention.

This study specifically concentrates on the domain of movie recommendations.

A movie recommendation dialogue unfolds in two stages: (1) eliciting the user’s

preferences and selecting a movie from the candidates, and (2) providing detailed

information about the chosen movie. This study specifically addresses this second

stage.

To provide in-depth information, the use of external knowledge is crucial.

There has been much research on incorporating external knowledge in dialogue,

and many kinds of knowledge-grounded dialogue datasets have been proposed (Di-

nan et al., 2019; Liu et al., 2020). These datasets often use plain texts or knowl-

edge graphs as external knowledge. If the hierarchically structured knowledge

is available in recommendation dialogues, it allows for more appropriate knowl-

edge selection and informative response generation. However, there is no dialogue

dataset with hierarchically structured knowledge to provide rich information for

a single target (e.g., a movie).

To address the aforementioned problem, we propose a dialogue dataset, Japanese

57
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Hello.

Hello.

What movie would you recommend?

I introduce Rise of the Planet of the Apes.

That sounds interesting.

It's from 2011.

Ten years ago, huh? That's old.

That's right! It is the first in a series of 
"Planet of the Apes" reboots!

RecommenderSeeker

Recommendation Dialogue External Knowledge
Title Rise of the Planet of the Apes

Released 
Year August 5, 2011

Director Rupert Wyatt British-born film director and screenwriter. He …

Cast
James Franco American actor, writer, and director. …

Andy Serkis Actor, motion actor, and director from London, …

Genre

SF

Action

Suspense

Review
It's the first in a series of reboots of "Planet of the Apes."

This movie may change your perspective. At least …

Plot
Will, a neurologist working for …

The results of Bright Eyes's dramatic improvement …

Figure 3.1: An example of JMRD dataset. The underlined parts of the external

knowledge indicate the knowledge items used in the dialogue.

Movie Recommendation Dialogue (JMRD). This dataset consists of about 5,200

dialogues between crowd workers, each focused on movie recommendations. Each

dialogue has 23 turns on average. Our dataset is unique in providing detailed

movie recommendations, drawing on a wide range of movie-related information.

It has a significant number of dialogue turns, enabling comprehensive discussions.

Specifically, as shown in Figure 3.1, one speaker (recommender) recommends a

movie to the other speaker (seeker). Only recommenders have access to movie-

related knowledge, and they are encouraged to incorporate as much of this ex-

ternal knowledge as possible into their utterances. Furthermore, recommenders

must note the specific movie information they refer to during the dialogue. This

procedure associates every utterance of the recommenders with the correspond-

ing external knowledge. The external knowledge is hierarchically structured into

knowledge types common to all movies (e.g., “Title”, “Released Year”) and knowl-

edge contents specific to each movie (e.g., “Rise of Planet of the Apes”, “August

5, 2011”).

We also propose a strong baseline model for our newly constructed dataset.

This model considers the history of knowledge types/contents, noting that the

order in which each piece of knowledge is used is essential in recommendation
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dialogues. The experimental results show that our proposed model can select

appropriate knowledge with higher accuracy than the baseline method.

Our contributions are three-fold.

• We construct a movie recommendation dialogue dataset associated with

hierarchically structured external knowledge.

• We propose a strong baseline model, which selects knowledge based on hi-

erarchically structured knowledge, for our dataset.

• To the best of our knowledge, we are the first to construct a human-to-

human dialogue dataset based on external knowledge in Japanese.

3.2 Related Work

The field of recommendation dialogue has been a topic of interest for some time.

However, most studies have focused on task-oriented dialogues, where the goal is

to understand a user’s preferences from a selection of recommended options, and

then make a recommendation based on those preferences (Bordes et al., 2017; Li

et al., 2018). Li et al. (2018) propose REDIAL, a human-to-human movie rec-

ommendation dialogue dataset. In this setup, the recommender presents several

movies in a dialogue while inquiring about the seeker’s preferences. Similarly,

Kang et al. (2019) collect GoRecDial dataset in a gamified setting. Here, experts

decide on a movie similar to the seekers’ preference from a limited selection of

five movies in a minimal number of turns. OpenDialKG (Moon et al., 2019) is a

recommendation and chit-chat dataset linking open-ended dialogues to knowledge

graphs. In this study, we focus on the recommendation dialogue, which provides

in-depth information about a movie rather than just deciding which movie to

recommend.

Research on the knowledge-grounded dialogue has also been growing in the

last few years. Zhou et al. (2018) collect a human-to-human chit-chat dialogue

dataset by utilizing Wikipedia articles of 30 famous movies. This dataset is unique

in that it has two dialogue settings: either only one of the participants can see
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the knowledge, or both of them can see it. Moghe et al. (2018) also collect chit-

chat dialogues about movies based on multiple types of knowledge: plots, reviews,

Reddit comments, and fact tables. Wizard of Wikipedia (Dinan et al., 2019) is an

open-domain chit-chat dialogue dataset based on Wikipedia articles covering 1,365

topics. It has become a standard benchmark in this research field. Su et al. (2020)

collect a large Chinese chit-chat dialogue dataset (246,141 dialogues with 3,010,650

turns) about movies. Other dialogue datasets with external knowledge in Chinese

are DuConv (Wu et al., 2019), KdConv (Zhou et al., 2020), and DuRecDial (Liu

et al., 2020). DuConv (Wu et al., 2019) combines dialogues with knowledge graphs

to track the progress of the dialogue topic. KdConv (Zhou et al., 2020) is also a

chit-chat dialogue corpus that consists of relatively long dialogues to allow deep

discussions in multiple domains (movies, music, and travel). Liu et al. (2020) focus

on multiple dialogue types (e.g., QA, chit-chat, recommendation) and collect a

multi-domain dialogue dataset associated with a knowledge graph. Compared to

these studies, our work stands out by utilizing hierarchically structured knowledge,

encompassing both factoid (e.g., titles) and non-factoid (e.g., reviews) information

for making recommendations.

3.3 Dialogue Collection Framework

To build a neural network-based dialogue system, thousands to tens of thousands

of dialogue context and response pairs are required. Crowdsourcing is often used

to collect dialogue data on this scale. ParlAI (Miller et al., 2017) is a dialogue

collection framework that can pair workers in real time and collect dialogues be-

tween the paired workers. ParlAI can be connected to Amazon Mechanical Turk,

making it easy to perform dialogue collection tasks via crowdsourcing. A number

of datasets collected using ParlAI have been made publicly available (Dinan et al.,

2019; Rashkin et al., 2019; Smith et al., 2020), contributing greatly to the devel-

opment of dialogue research. However, it is difficult to collect Japanese dialogue

on Amazon Mechanical Turk because it has few native Japanese speakers.

To this end, we built a dialogue collection framework, which incorporates

crowdsourcing platforms where more native Japanese speakers can be gathered.
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Waiting Room

Dialogue Collection Website

Chatroom

yyyyyy
Chatroom ID

Waiting Room
Chatroom

Crowdsourcing Website

Dialogue Collection Task
Dialogue Collection Website URL

Input Field for Chatroom ID

Worker YWorker X

xxxxxx

Figure 3.2: Dialogue collection flow using dialogue collection framework

Figure 3.2 shows the dialogue collection flow using our framework.1

First, a dialogue collection task is created on a crowdsourcing platform to

gather workers. The task includes the dialogue collection website URL and the

input field for chatroom ID (details to follow). A worker who participates in the

task (e.g., worker X) clicks on the URL of the dialogue collection website and

enters the waiting room. If there are no workers in the waiting room, worker X

waits until another worker arrives. When another worker (e.g., worker Y) enters

the waiting room, worker X and worker Y are automatically paired and moved to

the chatroom.

Figure 3.3 shows the screenshot of the chatroom. Workers type their messages

into the message box and press the send button. The dialogue ends upon pressing

the end button at the bottom of the chatroom, and then each worker’s unique chat

room ID is displayed. After confirming their chatroom ID, each worker returns

to the crowdsourcing platform to complete the task by entering the displayed

chatroom ID. The chatroom ID is used as evidence that the worker has completed

the dialogue, and is also used to link each worker to the collected dialogue.

1Our code is publicly available at https://github.com/ku-nlp/ChatCollectionFramework.

https://github.com/ku-nlp/ChatCollectionFramework
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Figure 3.3: The screenshot of the chatroom

3.4 Japanese Movie Recommendation Dialogue

We chose movies as the domain for the recommendation dialogue because movies

are generally interesting to everyone and facilitate smooth dialogue. In addition,

movie recommendation dialogue is open-domain in nature due to the variety of

movie topics, and it is a preferable property for NLP research. In this section, we

explain the construction method of the JMRD.

3.4.1 External Knowledge Collection

The external knowledge is mainly collected from web texts such as Wikipedia.

First, we select 261 movies based on the box-office revenue ranking.2 For each of

these movies, we collect movie information as external knowledge.

2http://www.eiren.org/toukei/index.html

http://www.eiren.org/toukei/index.html
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The external knowledge consists of seven knowledge types: title, released year,

director, cast, genre, review, and plot, as shown in Figure 3.1. The title, released

year, director, cast, and plot are extracted from the Wikipedia article of each

movie (we allow at most one director and two casts). For the director and the

casts, a brief description is also extracted from the first paragraph of each per-

son’s Wikipedia article. For the genre, we use the genre classification of Yahoo!

Movies.3 Reviews are collected by crowdsourcing using Yahoo! Crowdsourcing.4

Each worker selects a movie that he or she has seen from a list of 261 movies

and writes down three recommendations for the selected movie. As a result, we

collected an average of 16.5 reviews per movie.

We split the plot into sentences and present only the first ten sentences (or all

sentences if fewer than ten) to reduce the burden of the recommender. Further-

more, we use the reviews written by the workers as they are, without splitting

the sentences. We randomly selected five reviews between 15 and 80 characters

long for each movie from the collected reviews. Those five reviews are used as the

reviews for that movie.

3.4.2 Dialogue Collection

Settings

In dialogue collection, we use the chat collection framework described in Sec-

tion 3.3. The two workers engaging in the movie recommendation dialogue have

different roles: one is the recommender, and the other is the seeker.

Recommender The recommender first decides which movie to recommend.

Figure 3.4 shows the recommender’s chatroom before deciding which movie to

recommend. A movie database is provided on the left side of the recommender’s

screen, allowing the recommender to search for movies by genre or text-based

queries. The movie chosen for recommendation may be one that the recommender

wishes to suggest, or it may be one that aligns with the seeker’s preferences, as

determined through a few message exchanges.

3https://movies.yahoo.co.jp/
4https://crowdsourcing.yahoo.co.jp/

https://movies.yahoo.co.jp/
https://crowdsourcing.yahoo.co.jp/
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Figure 3.4: The screenshot of the chatroom for recommenders before they decide

on the movie to recommend.

Figure 3.5: The screenshot of the chatroom for recommenders after they have

decided on the movie to recommend.

The recommender can access the detailed movie knowledge after deciding

which movie to recommend. The left side of Figure 3.5 shows an example of
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Figure 3.6: The screenshot of the chatroom for seekers.

movie knowledge. The recommender is instructed to use the presented knowledge

as much as possible to recommend the movie. When the recommender sends their

utterance, they must select the knowledge referred to by the utterance (multiple

selection is allowed). For the utterance that does not use any knowledge, such as

greetings, the recommender can select the “no knowledge” option.

Seeker The seeker is only instructed to enjoy and learn more about the recom-

mended movie, and they can talk freely. This instruction refers to that of Wizard

of Wikipedia (Dinan et al., 2019). As shown in Figure 3.6, the seeker is only

shown the chat screen and cannot access knowledge about the movie.

The dialogue can be initialized by either the recommender or the seeker. The

dialogue extends for at least 20 turns following the selection of the movie.

Statistics

Table 3.1 shows the statistics of the collected dialogues. We collected a total

of 5,166 dialogues. The recommender’s average number of words per utterance

is more than three times larger than that of the seeker. This is likely because

the recommender needs to talk more than the seeker to provide information to
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# dialogues 5,166

# utterances (R) 57,714

# utterances (S) 59,160

# movies 261

# workers 322

Avg. # turns per dialogue 22.6

Avg. # words per utterance (R) 23.8

Avg. # words per utterance (S) 6.9

Avg. # knowledge used per utterance 1.3

Avg. # knowledge used per dialogue 10.8

Table 3.1: Statistics of JMRD. R and S denote recommender and seeker respec-

tively. We use Juman++ (Morita et al., 2015; Tolmachev et al., 2018) for word

segmentation.
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Figure 3.7: Distribution of external knowledge used.

recommend a movie. The average number of knowledge items per utterance is

1.3, and the recommender tends to mention each knowledge item separately. An

average of 10.8 different types of knowledge was used per dialogue, indicating that

we could collect dialogues with various types of external knowledge.

Figure 3.7 shows the distribution of the knowledge types used. The number

of utterances that did not use any knowledge was only about 20% of the to-

tal, indicating that the majority of utterances incorporate some form of external
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Figure 3.8: Distribution of external knowledge used in each dialogue turn of the

recommender. The information up to turn 12 is shown here.

knowledge. Additionally, non-factoid texts such as reviews and plots tend to be

used more frequently.

Furthermore, Figure 3.8 shows the distribution of the knowledge used in each

dialogue turn of the recommender. In the early part of the dialogue, numerous

utterances lack knowledge, such as greetings. Then, the recommenders often use

factoid information such as title, released year, director, and cast. In the latter

part of the dialogue, non-factoid information, such as reviews and plots, is often

used to convey specific content. In addition, beyond ten turns, the percentage of

“No knowledge” increases again, as more generic recommendations such as “please

check it out” are used. This analysis demonstrates that our dataset is capable of

analyzing human recommendation strategies.

Post-task Questionnaire

We ask the dialogue participants to answer the following post-task questionnaire

in some of the collected dialogues (= 4,410 dialogues).

Q1: Do you like movies?

Q2: Did you enjoy the dialogue?
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Q1 Q2 Q3 Q4 Q5

Recommender 4.36 4.00 3.94 4.01 -

Seeker 4.26 3.83 2.72 - 3.82

Table 3.2: Results of the questionnaire.

Q3: Do you know the movie you recommended (or that was recommended to

you)?

Q4: Do you think you have recommended the movie well?

Q5: Do you want to watch the recommended movie?

All questions are answered on a 5-point Likert scale, with five being the best and

one being the worst. The choices for Q1, Q2, Q4, and Q5 are [agree/somewhat

agree/neutral/somewhat disagree/disagree]. The choices for Q3 are [have seen the

movie and remember the contents well/have seen the movie and remember some

contents/have never seen the movie but know the plot/have never seen the movie

but know only the title/do not know at all]. Q4 is for recommenders only, and

Q5 is for seekers only.

Table 3.2 shows the results of the questionnaire. We found that most of the

workers were highly interested in the topic of movies (Q1), and both recommenders

and seekers enjoyed the dialogue, although it was relatively long, more than 20

turns (Q2). In addition, from Q3, we can see that the recommenders recommended

movies they knew, whereas the seekers were often recommended movies they did

not know. Finally, from Q4 and Q5, it was confirmed that the collected dialogues

sufficiently achieved the purpose of movie recommendation.

3.5 Proposed Model

Our JMRD is characterized by its structured external knowledge and the utiliza-

tion of multiple pieces of external knowledge in relatively long dialogues. Thus,

leveraging these features, we propose a model that selects external knowledge and

generates responses accordingly.
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Figure 3.9: Overview of the proposed model. In this figure, the model generates

the response y4 at time l = 4. Knowledge Cont Enc, Knowledge Type Enc,

and Transformer Dec denote the knowledge content encoder, the knowledge type

encoder, and the transformer decoder, respectively.

3.5.1 Outline

Each dialogue D = {(x l , y l )}Ll=1 in the dataset is paired with a knowledge pool

K = (kt,kc) about the movie recommended in that dialogue, where x l and y l are

the utterances of the seeker and recommender at turn l, and L is the number

of turns in D. In addition, kt (= {kt ,1 , . . . , kt ,m , . . . , kt ,M }) are the knowledge

types, kc (= {kc,1 , . . . , kc,n , . . . , kc,N }) are knowledge contents, and M , N are the

number of knowledge types and knowledge contents contained in K, respectively.

At turn l, given the dialogue context (= the current seeker’s utterance xl and

the last recommender’s utterance yl−1), the previously selected knowledge types

{k̂1t , . . . , k̂ l−1
t }, and previously selected knowledge contents {k̂1c , . . . , k̂ l−1

c }, our

target is to select a piece of knowledge k̂ lc from kc and generate response yl utilizing

k̂ lc . We call the previously selected knowledge types the “knowledge type history”

and the previously selected knowledge contents the “knowledge content history”

in this study.

Figure 3.9 shows the overview of the proposed model. The proposed model

mainly consists of the Encoding Layer, the Knowledge Selection Layer, and the

Decoding Layer. We describe each of the components in the following sections.
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3.5.2 Encoding Layer

The encoding layer is used to obtain the following representations: dialogue con-

text, knowledge types, knowledge contents, knowledge type history, and knowl-

edge content history. We use BERT (Devlin et al., 2019) as the encoder. For

encoding the dialogue context, we obtain the hidden state H x ly l−1
via BERT,

and then perform average pooling to obtain hx ly l−1
(Cer et al., 2018):

Hxlyl−1
= BERT (xl, yl−1) (3.1)

hx
lyl−1

= avgpool(Hxlyl−1
) ∈ Rd, (3.2)

where d is the hidden size. We insert [SEP] between x l and y l−1 , and insert [CLS]

and [SEP] at the beginning and the end of the entire input string, respectively.

In the case of knowledge types, we insert [CLS] and [SEP] at the beginning and

the end of the input string, respectively. After that, we get {hkt,m}Mm=1 by feeding

it to BERT in the same way. For the knowledge contents, we input the knowledge

type in addition to the knowledge contents, following the method of Dinan et al.

(2019). We insert a new special token [KNOW SEP] between the knowledge type

and the knowledge content and further insert [CLS] and [SEP] at the beginning

and the end of the input string, respectively. The resulting string is input to

BERT to obtain {hkc,n}Nn=1 likewise. We also compute the representations of

knowledge type history {h k̂ i
t }l−1

i=1 and that of knowledge content history {h k̂ i
c}l−1

i=1 .

3.5.3 Knowledge Selection Layer

We encode the knowledge type history via the transformer encoder (Vaswani et al.,

2017). This transformer encoder (we call this “knowledge type encoder”) adds a

positional embedding for each turn (= turn embedding) to the input so that the

model reflects in which turn each knowledge type was used (Meng et al., 2021).

We concatenate the last output of this encoder h
k̂ l−1
t

trans with the hidden state of

the dialogue context hx ly l−1
as the query, and regard {hkt,m}Mm=1 as the key. The

attention over knowledge types at ∈ RM is calculated as follows:
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at = [at ,1 , . . . , at ,m , . . . , at ,M ]

= softmax (QtKt
⊤)

Qt = MLP([h
k̂l−1
t

trans;h
xlyl−1

])

Kt = MLP([hkt,1 , . . . , hkt,M ])

[h
k̂1t
trans, . . . , h

k̂l−1
t

trans] = KTE ([hk̂
1
t , . . . , hk̂

l−1
t ]),

(3.3)

where MLP(·) is a multilayer perceptron, KTE is the knowledge type encoder,

and [·; ·] is the vector concatenation operation.

We compute the weighted hidden state of the knowledge contents {hkc,n
w }Nn=1

based on the calculated attention at . This weighted hidden state is used to

calculate the attention over the knowledge contents. Suppose the number of

knowledge contents belonging to the m-th knowledge type is Nm , and the same

weight at ,m ∈ at is given to all of them. In that case, the M -dimensional at

can be extended to the N -dimensional a ′
t ∈ RN as follows, because Nm satisfies∑M

m=1Nm = N :

a ′
t = [at ,1 , . . . , at,m, . . . , at,m︸ ︷︷ ︸

Nm

, . . . , at ,M ] (3.4)

Using a ′
t , the weighted hidden states of the knowledge contents {hkc,n

w }Nn=1 can be

obtained as follows:

[h
kc,1
w , . . . , h

kc,N
w ] = a′t[h

kc,1 , . . . , hkc,N ] (3.5)

The knowledge content history is encoded by the transformer encoder as well.

This transformer encoder, which we call “knowledge content encoder”, has the

same setting as the knowledge type encoder, but they do not share any parameters.

We concatenate the last output of the encoder h k̂ l−1
c

trans with hx ly l−1
as the query,

and regard the weighted hidden states of knowledge contents {hkc,n
w }Nn=1 as the

key. We can calculate the attention over the knowledge contents ac ∈ RN as
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follows:

ac = softmax (QcKc
⊤)

Qc = MLP([hk̂
l−1
c

trans;h
xlyl−1

])

Kc = MLP([h
kc,1
w , . . . , h

kc,N
w ])

[h
k̂1c
trans, . . . , h

k̂l−1
c

trans] = KCE ([hk̂
1
c , . . . , hk̂

l−1
c ]),

(3.6)

where KCE is the knowledge content encoder. Finally, we select a knowledge

content k̂ lc at time l from the probability distribution of ac .

3.5.4 Decoding Layer

At time l , the dialogue context x l , y l−1 and the knowledge content k̂ lc selected by

the knowledge selection layer, are input to the transformer decoder to generate the

response y l . Specifically, we feed the concatenated embedding H x ly l−1 k̂ l
c = [H x ly l−1

;H k̂ l
c ]

to the decoder. The word generation probability p(y lj ) over the vocabulary V

when the decoder generates the j -th word can be written as follows:

p(ylj) = softmax (MLP(hl,jdec)) ∈ R1×|V |

hl,jdec = TD(Hxlyl−1k̂lc , emb(yl<j))) ∈ R1×d,
(3.7)

where TD is the transformer decoder, y l<j are the words generated up to the j -th

word, emb(y l<j ) are the word embeddings of y l<j , which is initialized with the word

embedding of BERT.

We use copy mechanism (Gu et al., 2016; See et al., 2017) to make it easier to

generate knowledge words and follow the method used in Meng et al. (2021).

3.5.5 Learning Objective

Similar to Dinan et al. (2019), we combine the negative log-likelihood loss for

the generated response Lnll with the cross-entropy loss for knowledge selection

Lknowledge modulated by a weight λ, which is the hyperparameter. The final loss

function L is as:

L = (1 − λ)Lnll + λLknowledge (3.8)
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3.6 Experiments

3.6.1 Settings

We randomly split the dialogues into the train (90%), validation (5%), and test

sets (5%). Input texts are truncated to the maximum input length of 64 tokens

for dialogue contexts and knowledge contents, and 5 tokens for knowledge types.

In addition, a maximum of 20 turns of knowledge history can be entered for

both knowledge types and knowledge contents. Our proposed dataset may have

multiple pieces of knowledge associated with a recommender’s utterance, but we

use only one of them in this study for simplicity. For utterances with multiple

knowledge items, we select the one with the highest Jaccard coefficient between

the word sets of the recommender’s utterance and the knowledge as the correct

one. To input “No knowledge,” we use the special token [NO KNOW] in place of

knowledge type and content.

3.6.2 Baseline

We use an end-to-end Transformer Memory Network (TMN) (Dinan et al., 2019)

as a baseline. This model encodes the dialogue context and each knowledge re-

spectively and selects knowledge by calculating the dot-product attention between

them. It also performs end-to-end response generation using the selected knowl-

edge. To make a fair comparison with our proposed model, we have replaced the

original transformer encoder with a BERT encoder. We call this model TMN

BERT.

As a baseline to consider knowledge history, we add the knowledge content

encoder to TMN BERT and concatenate its output with the hidden states of

the dialogue context. We call this model TMN BERT+KH. Knowledge selection

is made by calculating the attention between the knowledge candidates and the

concatenated hidden states. Other conditions are the same as in TMN BERT.

In addition, we use Random baseline that selects knowledge randomly.
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3.6.3 Implementation Details

We use the NICT BERT Japanese pre-trained model (with BPE)5 as the encoder.

This BERT model is also used to initialize the word embedding in the transformer

decoder. The transformer encoders for knowledge type and knowledge content,

and the transformer decoder have the same architecture, consisting of 2 attention

heads, 5 layers, and the size of the hidden layer is 768, and the filter size is 3072.

We train the models for 100 epochs, with a batch size of 512, and 0.1 gradient

clipping. We do early stopping if no improvement of the validation loss is observed

for five consecutive epochs. All models are learned with Adam optimizer (Kingma

and Ba, 2015) with β1 = 0.9, β2 = 0.999 and an initial learning rate = 0.00005.

We use an inverse square root learning rate scheduler with the first 1,000 steps

allocated for warmup. In addition, we set the hyperparameter λ to 0.95. For

decoding, we use beam search with a beam of size 3. We add a restriction to

prevent the same bigram from being generated multiple times.

3.6.4 Evaluation Metrics

We evaluate the models with automatic evaluation metrics. For knowledge selec-

tion, we use accuracy (Acc). For response reproducibility, we measure BLEUtgt-

4 (Papineni et al., 2002), which is the 4-gram overlap between a generated response

and a target response. We also use unigram F1 (F1) following the evaluation set-

ting in Dinan et al. (2019). Additionally, we use Jaccard and BLEUknow-4 to

evaluate whether the knowledge is reflected in the generated response. Jaccard is

the Jaccard coefficient of the set of words in the generated response and the set of

words in the selected knowledge content. BLEUknow-4 is the BLEU-4 computed

between the generated response and the selected knowledge content.

3.6.5 Results

Table 3.3 shows the results of knowledge selection. TMN BERT+KH, which in-

corporates a mechanism for considering knowledge history into the baseline TMN

BERT, demonstrated improved Acc, suggesting the importance of knowledge his-

5https://alaginrc.nict.go.jp/nict-bert/index.html

https://alaginrc.nict.go.jp/nict-bert/index.html
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Model Acc

Random 3.90 (±0.67)

TMN BERT 47.53 (±1.26)

TMN BERT+KH 48.19 (±0.92)

Ours 48.87 (±1.68)

Table 3.3: The evaluation results for knowledge selection. Scores are the average

of eight runs of the experiment with different random seeds, and 95% confidence

intervals are shown in parentheses. The bold scores indicate the best results across

all models.

response reproducibility knowledge reflection

F1 BLEUtgt-4 Jaccard BLEUknow-4

Random 23.40 (±0.76) 3.95 (±0.53) 5.90 (±0.23) 0.49 (±0.13)

TMN BERT 42.98 (±0.17) 20.46 (±0.66) 39.38 (±1.39) 25.50 (±0.95)

TMN BERT+KH 42.92 (±0.33) 20.44 (±0.62) 39.49 (±1.20) 25.55 (±1.00)

Ours 43.44 (±0.64) 20.72 (±0.56) 39.90 (±0.96) 26.26 (±0.86)

Table 3.4: The evaluation results for response generation. For the notation, please

refer to Table 3.3.

tory. Our proposed method, which incorporates a mechanism for considering

knowledge structure, further improved Acc.

Table 3.4 shows the results of response generation. The proposed method

outperformed other methods in both response reproducibility and knowledge re-

flection. We believe this improvement is due to more accurate knowledge selection

based on knowledge history and structure.

3.6.6 Case Study

Table 3.5 shows an example of knowledge selection and response generation. TMN

BERT, which does not consider the history of knowledge, selects the plot despite

being at the beginning of the dialogue. Furthermore, the utterance generated

by TMN BERT does not reflect the selected knowledge. In contrast, our pro-



76 CHAPTER 3. KNOWLEDGE BASED RESPONSE GENERATION

Dialogue Knowledge

R1: Nice to meet you. no knowledge

S1: Hello. -

R2: I am pleased to meet you. no knowledge

S2: What movies do you recommend? -

TMN BERT
I will introduce a movie called Do

You Like Disney Movies?

Danny Ocean immediately

breaks his parole rules (no

interstate movement) and

reunites with his partner Rusty

Ryan in Los Angeles. He

confides in Ryan about a new

theft scheme he had hatched

while in prison. (Plot)

Ours: Today I will introduce Ocean’s

Eleven.

Ocean’s Eleven (Title)

Gold: How about Ocean’s Eleven? Ocean’s Eleven (Title)

Table 3.5: Examples of generated responses by our model and the baseline model.

R and S denote recommender and seeker, respectively. Subscript numbers indi-

cate the number of turns in the dialogue. The knowledge type is indicated in

parentheses in the Knowledge column.

posed model introduces the movie title that has not been mentioned earlier in

this dialogue by considering the history of knowledge.

As illustrated by the generated response of TMN BERT, the generated utter-

ances may not reflect the selected knowledge or may contain words inconsistent

with the selected knowledge. This issue is referred to as the hallucination prob-

lem (Roller et al., 2021; Shuster et al., 2021), and we leave the solution to this

problem as future work.

3.7 Summary of This Chapter

We proposed JMRD, a hierarchically structured knowledge-grounded movie rec-

ommendation dialogue dataset. We also proposed an end-to-end dialogue system
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that utilizes hierarchically structured knowledge to select knowledge and generate

responses as a strong baseline for our dataset. The experimental results show that

our model can select more appropriate knowledge than baselines.

As far as we know, this is the first Japanese dialogue dataset associated with

external knowledge. We hope our dataset facilitates further research on movie

recommendation dialogue based on structured external knowledge (especially in

Japanese dialogue research).

In response generation, we can observe that the utterances do not reflect the

knowledge in some cases, even when the knowledge is selected correctly. There

is still much room for improvement in knowledge reflection, and we leave this as

future work.



Chapter 4

Engagingness Analysis of

External Knowledge-Based

Responses

4.1 Introduction

More and more dialogue research has utilized external knowledge to enable dia-

logue systems to generate rich and informative responses (Ghazvininejad et al.,

2018; Zhou et al., 2018; Moghe et al., 2018; Dinan et al., 2019; Zhao et al., 2020).

The major focus of such research is on how to select appropriate external knowl-

edge and accurately reflect it in the response (Kim et al., 2020; Zhan et al., 2021;

Rashkin et al., 2021; Li et al., 2022).

However, as shown in Figure 4.1, a good speaker not only informs the dialogue

partner of external knowledge but also incorporates his or her own knowledge,

experiences, and opinions effectively, which makes the dialogue more engaging.

The extent to which models specializing in reflecting given external knowledge

can achieve such an engaging behavior has not yet been explored quantitatively.

In this study, we first analyze how humans incorporate speaker-derived infor-

mation by annotating the utterances in an existing knowledge-grounded dialogue

corpus. Each entity in the utterances is annotated with its information source,

78



4.2. INFORMATION SOURCE ANNOTATION 79

What is the highlight of this movie?

Highlight? This movie stands out because even though it was 
released in 2003, it doesn't feel outdated when you watch it 

now. The movie centers around a pirate war, and what I 
really find enjoyable is how the pirates bond and strengthen 

their relationships while facing betrayal.

Seeker

Recommender

2003Released Year

The first of the worldwide hit 
movies about the pirates' struggleReview

Figure 4.1: An example of Japanese Movie Recommendation Dialogue (Kodama

et al., 2022). The table above the recommender’s utterance indicates the exter-

nal knowledge used in that utterance. The recommender incorporates not only

database-derived information but also speaker-derived information.

either derived from external knowledge (database-derived) or the speaker’s own

knowledge, experiences, and opinions (speaker-derived). The analysis of the an-

notated dataset showed that engaging utterances contained more speaker-derived

information.

In addition, we train a BART-based response generation model in a stan-

dard way, i.e., by minimizing perplexity, and investigate the extent to which it

incorporates speaker-derived information. The experimental result showed that

the response generation model did not incorporate speaker-derived information

into their utterances as often as humans do. This result implies that minimizing

perplexity is insufficient to increase engagingness in knowledge-grounded response

generation and suggests room for improvement in the training framework.

4.2 Information Source Annotation

This section describes the annotation scheme for information sources and the

annotation results.
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4.2.1 Scheme

We annotate Japanese Movie Recommendation Dialogue (JMRD) (Kodama et al.,

2022) with information sources. JMRD is a human-to-human knowledge-grounded

dialogue corpus in Japanese. A recommender recommends a movie to a seeker.

Each utterance of the recommender is associated with movie information as exter-

nal knowledge. Each piece of knowledge consists of a knowledge type (e.g., movie

title) and the corresponding knowledge contents (e.g., “Marvel’s The Avengers”).

In this study, we extract entities from the recommender’s utterances and anno-

tate them with their information source. Entities are nouns, verbs, and adjectives

and are extracted together with their modifiers to make it easier to grasp their

meanings. Entities are extracted using Juman++ (Morita et al., 2015; Tolmachev

et al., 2018), a widely-used Japanese morphological analyzer. Annotators classify

the extracted entities into the following information source types:

Database-derived: The entity is based on the external knowledge used in that

utterance.

Speaker-derived: The entity is based on the knowledge, experiences, and opin-

ions that the recommender originally has about the recommended movie.

Other: The entity does not fall under the above two types (e.g., greetings).

Example (1) shows an annotation example. The recommender’s utterance

contains two entities, action scenes and spectacular. The former is classified as

database-derived because the recommender uses the external knowledge {Genre,

Action} in that utterance. Conversely, the latter entity is categorized as speaker-

derived because the information spectacular is not based on the external knowl-

edge used.

(1) Utterance: The action scenes(database) are spectacular(speaker)!

External Knowledge: {Genre, Action}

We recruited professional annotators, who are native Japanese speakers, to anno-

tate these information source types. One annotator was assigned to each dialogue.
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Train Dev Test Total

# dialogues 4,575 200 300 5,075

# recommender’s utterances 51,080 2,244 3,347 56,671

# entities 235,771 10,320 15,734 261,825

# database-derived 166,958 7,223 10,476 184,657

# speaker-derived 51,170 2,303 4,095 57,568

# other 17,643 794 1,163 19,600

Table 4.1: Statistics of the information source annotation.

After the annotation, another annotator double-checked the annotated results.

The annotation of all dialogues cost approximately 1.4 million JPY.

4.2.2 Result

Table 4.1 shows the annotation statistics. While JMRD is a knowledge-grounded

dialogue corpus and thus inherently contains many database-derived entities, it

also contains about 60,000 speaker-derived entities. This result verifies that hu-

mans incorporate their own knowledge, experiences, and opinions into their ut-

terances, even in dialogues to convey external knowledge.

4.3 Analysis of Human Utterances

Based on the information source annotations, we first analyze human utterances

at the dialogue level and utterance level.

4.3.1 Dialogue-level Analysis

4,328 dialogues in JMRD have post-task questionnaires on 5-point Likert scale (5

is the best.) We consider the seekers’ answers to the question (i.e., Did you enjoy

the dialogue?) as a measure of dialogue engagingness and analyze the relationship

between this and the ratio of each information source label.

Figure 4.2 shows that dialogues with high engagingness scores tend to have

more speaker-derived entities (or less database-derived) than those with low en-
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Figure 4.2: Relationship between dialogue engagingness and ratio of each infor-

mation source label.

gagingness scores. When constructing JMRD, recommenders were given a certain

amount of external knowledge and asked to use that knowledge to respond. How-

ever, recommenders highly rated by their dialogue partners incorporated not only

the given external knowledge but also speaker-derived information to some extent

in their dialogues.

4.3.2 Utterance-level Analysis

We conduct the utterance-level evaluation via crowdsourcing. We randomly ex-

tract 500 responses along with their dialogue contexts (= 4 previous utterances)

from the test set. For each utterance, workers rate utterance engagingness (i.e.,

Would you like to talk to the person who made this response?) on a 5-point Lik-

ert scale, with 5 being the best. Three workers evaluate each utterance, and the

scores are averaged.

The average score for utterances with speaker-derived entities was 3.31, while

those without speaker-derived entities was 3.07. Student’s t-test with p = 0.05

revealed a statistically significant difference between these scores.
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Figure 4.3: Relationship between utterance engagingness and ratio of each infor-

mation source label.

Furthermore, Figure 4.3 shows the relationship between utterance engaging-

ness and the ratio of each information source label. This figure shows that ut-

terances with high scores tend to have more speaker-derived entities. This trend

is consistent with that of the dialogue engagingness. The above analysis demon-

strates that information obtained from the speaker’s own experience is an impor-

tant factor in utterance engagingness.

Does subjective knowledge contribute to engagingness? The knowledge

type used in JMRD can be divided into subjective knowledge (review) and ob-

jective knowledge (title, etc.). Reviews are the opinions of individuals who have

watched movies and have similar characteristics to speaker-derived information.

We then examine whether there is a difference in engagingness between utter-

ances using subjective and objective knowledge. The average engagingness scores
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were 3.32 and 3.161, respectively, and Student’s t-test with p = 0.05 revealed no

statistically significant difference.

4.4 Analysis of System Utterances

We investigate the distribution of information source labels in the responses of

the model trained on the knowledge-grounded dialogue dataset. First, we train

a Response Generator (Section 4.4.1) with the dialogue contexts and external

knowledge as input and responses as output. Next, an Information Source Clas-

sifier (Section 4.4.2) is trained with responses and external knowledge as input

and information source labels as output. Then, the Information Source Classifier

infers the information source labels for the system responses generated by the

Response Generator. Finally, we analyze the distribution of inferred information

source labels.

4.4.1 Response Generator

We use a BARTlarge (Lewis et al., 2020) model as a backbone.2 The input to the

model is formed as follows:

[CLS]ut−4[SEP ]ut−3[SEP ]ut−2[SEP ]

ut−1[SEP ][CLSK ]kt1[SEP ]kc1[SEP ]...

[CLSK ]ktM [SEP ]kcM [SEP ], (4.1)

where t is the dialogue turn, ut is the t-th response, and kti and kci (1 <= i <=

M) are the knowledge type and knowledge content associated with the target

response, respectively (M is the maximum number of knowledge associated with

ut.) [CLSK ] is a special token. We feed the gold knowledge into the model

to focus on how knowledge is reflected in the responses. The model learns to

minimize perplexity in generating ut.

1We exclude utterances referring to both of subjective and objective knowledge from this

result.
2https://huggingface.co/ku-nlp/bart-large-japanese

https://huggingface.co/ku-nlp/bart-large-japanese


4.4. ANALYSIS OF SYSTEM UTTERANCES 85

Dialogue contexts, knowledge (knowledge types and contents), and target re-

sponses are truncated to the maximum input length of 256, 256, and 128, respec-

tively. The model is trained for up to 50 epochs with a batch size of 512 and

0.5 gradient clipping. We apply early stopping if no improvement of the loss for

the development set is observed for three consecutive epochs. We use AdamW

optimizer (Loshchilov and Hutter, 2019) with β1 = 0.9, β2 = 0.999, ϵ = 1e − 8

and an initial learning rate = 1e− 5. We use an inverse square root learning rate

scheduler with the first 1,000 steps allocated for warmup. During decoding, we

use the beam search with a beam size of 3.

We evaluate the quality of response generation with the SacreBLEU (Post,

2018).3 BLEU-1/2/3/4 scored high, 81.1/73.5/71.0/69.9. This result is reasonable

because the gold knowledge was given.

4.4.2 Information Source Classifier

We fine-tune a RoBERTalarge (Liu et al., 2019) model.4 The Information Source

Classifier performs a sequence labeling task to estimate BIO5 labels of the infor-

mation source. The input to the model is formed as follows:

[CLS]ut[SEP ][CLSK ]kt1[SEP ]kc1[SEP ]...

[CLSK ]ktM [SEP ]kcM [SEP ] (4.2)

The model learns to minimize the cross-entropy loss between the model outputs

and the correct BIO labels of the information source.

Target responses and knowledge (knowledge types and contents) are truncated

to the maximum input length of 128 and 384, respectively. The model is trained

for up to 20 epochs with a batch size of 64 and 0.5 gradient clipping. We apply

early stopping if no improvement of the f1 score for the development set is observed

for three consecutive epochs. We use AdamW optimizer (Loshchilov and Hutter,

2019) with β1 = 0.9, β2 = 0.999, ϵ = 1e− 8 and an initial learning rate = 1e− 5.

3https://github.com/mjpost/sacrebleu
4https://huggingface.co/nlp-waseda/roberta-large-japanese-seq512
5B, I, and O stand for Begin, Inside and Outside, respectively.

https://github.com/mjpost/sacrebleu
https://huggingface.co/nlp-waseda/roberta-large-japanese-seq512
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Prec. Rec. F1

database-derived 94.92 95.61 95.27

speaker-derived 80.88 84.39 82.60

other 82.93 64.15 72.34

micro avg. 90.52 90.48 90.50

Table 4.2: Results of the sequence labeling by Information Source Classifier.

Dist. (%) Human (gold) Human (pred) System (pred)

database-derived 66.22 66.75 85.48

speaker-derived 26.33 27.49 10.66

other 7.45 5.77 3.86

Table 4.3: Distributions of information source labels for human and system

responses. “gold” indicates the label annotated by humans, and “pred” indicates

the label inferred by the Information Source Classifier.

We use an inverse square root learning rate scheduler with the first 1,000 steps

allocated for warmup.

Table 4.2 shows precision, recall, and F1 scores for each label and micro average

scores across all labels. The scores were calculated using seqeval.6 The micro

average F1 score was 90.50, which is accurate enough for the further analysis.

4.4.3 Analysis for Inferred Labels

The information source labels for system responses are inferred using the classifier

trained in Section 4.4.2. Table 4.3 shows distributions of information source labels

for human and system responses. For a fair comparison, the human responses are

also given labels inferred by the classifier (denoted as Human (pred)), although

they have gold labels (denoted as Human (gold)). Human (gold) and Human

(pred) have similar distributions, indicating that the accuracy of the classifier is

sufficiently high. For System (pred), the percentage of database-derived labels

6https://github.com/chakki-works/seqeval

https://github.com/chakki-works/seqeval
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Engagingness

...

Context
Recommender: This movie is an animation movie re-

leased in 2015.

Seeker: I see.

Knowledge
{director, Takahiko Kyogoku}, {cast, Emi Nitta},

{cast, Yoshino Nanjo}

Response

Human: The director is Takahiko Kyogoku, and the

voice actors are Emi Nitta and Yoshino Nanjo. These

two are also singers.

4.00

System: The director is Takahiko Kyogoku. The voice

actors are Emi Nitta and Yoshino Nanjo.

2.33

Table 4.4: An example of the human and system response. In the Knowledge row,

the left side in the curly brackets indicates the knowledge type and the right side

indicates the knowledge content. The blue and red parts refer to database-derived

and speaker-derived information, respectively.

increased significantly (66.75%→85.48%) and that of speaker-derived information

decreased significantly (27.49%→10.66%). This result shows that the response

generation model, trained in a standard way, was not able to use speaker-derived

information as often as humans do.

Table 4.4 shows an example of human and system responses along with the

engagingness scores. The system was able to reflect given knowledge in the re-

sponse appropriately but did not incorporate additional speaker-derived informa-

tion, such as the information two voice actors also work as singers.

For further analysis, we investigate the average ratios of speaker-derived in-

formation by knowledge type used. Table 4.5 shows the result. Significant drops

were observed for reviews (31.42%→6.32%) and plots (13.68%→2.32%). This is

probably because reviews and plots are relatively long and informative external

knowledge, so the system judged there was no need to incorporate additional

speaker-derived information.

Combined with our observation that speaker-derived information improves
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Ratio (%) Human (gold) Human (pred) System (pred)

Title 30.21 34.12 27.09

Released Year 16.41 22.31 6.56

Director 13.94 11.96 4.50

Cast 36.11 45.34 23.45

Genre 10.47 15.14 5.49

Review 27.72 31.42 6.32

Plot 13.98 13.68 2.32

No knowledge 57.49 63.08 55.99

Table 4.5: Average ratios of speaker-derived labels per knowledge type used.

engagingness, the current model is likely to have lower engagingness due to its

inability to effectively incorporate speaker-derived information. Such an ability is

hardly learned by simply optimizing a model to reduce the perplexity of response

generation, suggesting the need for a novel learning framework.

4.5 Summary of This Chapter

We analyzed the distribution of speaker-derived information in human and system

responses in the knowledge-grounded dialogue. The analysis showed that the use

of speaker-derived information, as well as external knowledge, made responses

more engaging. We also confirmed that the response generation model trained in

a standard way generated less speaker-derived information than humans.

It is difficult to make good use of speaker-derived information by simply min-

imizing the perplexity of the model because a wide variety of speaker-derived

information appears in each dialogue. We hope our published annotated corpus

becomes a good launch pad for tackling this issue.



Chapter 5

Response Generation Based on

User Internal States and

External Knowledge

5.1 Introduction

In human dialogues, individuals pay careful attention to their interlocutor’s inter-

nal state (Chiba et al., 2014), including their level of understanding and emotional

state. Particularly in recommendation dialogues, where a recommender recom-

mends something to a seeker, it is crucial to estimate what the seeker knows and

what he/she is interested in. This understanding enables us to offer recommen-

dations that better align with the seeker’s preferences.

In the past few years, many large language models (LLMs) have been actively

developed and have achieved remarkable performance in various natural language

processing tasks (Brown et al., 2020; Zhang et al., 2022; Chowdhery et al., 2022;

OpenAI, 2023). Current LLMs are able to generate human-like responses without

specialized modules to consider the interlocutors. However, it remains an open

question whether LLMs need to explicitly consider the seeker’s internal state and

how to effectively implement it. To answer this question, we need high-quality

dialogue data with careful and fine-grained annotations of the seeker’s internal

89
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state. Unfortunately, there are no existing recommendation dialogue datasets

with internal state annotation.

One possible solution is to annotate existing recommendation dialogue datasets (Li

et al., 2018; Kang et al., 2019; Jia et al., 2022) with the seeker’s internal state.

However, the internal state labels annotated by a third party may not accurately

reflect the actual state. Kajiwara et al. (2021) point out a difference between the

subjective emotions the document writer intends to convey and the objective emo-

tions the document reader receives. Thus, it is necessary to collect new dialogues

and have the seekers annotate them with the subjective internal state.

To account for the aforementioned requirements, we constructed RecMind,

a Japanese movie recommendation dialogue dataset. As illustrated in Table 5.11,

the recommender recommends movies based on the seeker’s preferences in a multi-

turn dialogue. We treat noun phrases as entities and annotate each of them with

the seeker’s level of knowledge and interest at three levels (High, Neutral, and

Low). In this process, the seeker assigns subjective labels to each entity, reflecting

their own perception. Conversely, the recommender estimates the seeker’s internal

state based on the interactions with the seeker and assigns objective labels.

Our dataset also features high-quality dialogues with high dialogue enjoyment

and recommendation success. Compared to JMRD (Kodama et al., 2022), an

existing Japanese movie recommendation dialogue dataset, our dataset stands

out with longer seeker’s utterances. This characteristic allows us to observe the

internal states of a wide variety of entities.

Using the constructed dataset, we analyze the relationship between the seeker’s

internal state and the recommendation success. Our analysis reveals that entities

without knowledge but with interest contribute to the successful recommendation.

This finding suggests that the recommender should focus on topics or subjects that

the seeker lacks knowledge of yet is interested in.

Based on the analysis results, we also propose a LLM-based response gener-

ation framework that explicitly considers the seeker’s internal state. Specifically,

we apply Chain-of-Thought prompting (Wei et al., 2022) and estimate the seeker’s

1Examples of dialogues presented in this study are originally in Japanese and were translated

by the authors.
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Dialogue Entity Knowledge Interest

R1: What kind of movies do you usually watch? - - -

S1: I often watch Japanese movies regardless of their

genres.

Japanese movies H / H H / H

R2: OK, Japanese movies. Do you know an eccentric

movie called “DESTINY: The Tale of Kamakura”?
Japanese movies H / H H / H

eccentric movie H / L H / N

“DESTINY: The

Tale of Kamakura”

N / L H / N

S2: I have never seen it. What kind of movie is it? - - -

R3: Through strange experiences around an un-

successful mystery writer living in Kamakura and

his new wife, they gradually discover their destiny.

That’s the story. It’s interesting to see specters and

ghosts. Because this is Kamakura, he said.

Strange experiences

around an unsuccess-

ful mystery writer

living in Kamakura

and his new wife

L / L H / N

their destiny L / L H / L

specters and ghosts L / L H / L

S3: Sounds interesting. Could I see any street

scenery of Kamakura?

street scenery of Ka-

makura

H / N H / H

R4: The scenery of Kamakura does not appear so

much. The main characters go to the land of Hades

by train, so you can see a fantasy-like scene.

The scenery of Kamakura H / N H / H

the land of Hades N / L H / L

train N / L H / L

a fantasy-like scene H / L H / L

S4: I remembered that I had heard of this movie. Is

Masato Sakai in it, I think?

- - -

R5: That’s right. His new wife is played by Mitsuki

Takahata.

His new wife H / L H / N

Mitsuki Takahata H / H H / N

S5: I see. Both are my favorite actors, so I would

love to see them!

- - -

Table 5.1: An example of RecMind. R and S denote the recommender and seeker,

respectively. The Entity column lists the entities extracted from the dialogue.

Each entity has subjective/objective labels for knowledge and interest. H , N ,

and L denote High, Neutral , and Low , respectively.
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internal state before generating a response. The human evaluation results demon-

strate that our proposed method outperforms the baseline method, which does

not explicitly consider the seeker’s internal state, in both consistency and the

success of recommendations.

In summary, our contributions are as follows.

• We proposed RecMind, a Japanese movie recommendation dialogue dataset

with subjective and objective annotations of the seeker’s internal state at

the entity level.

• We found entities the seeker has no knowledge about but has an interest in

contributed to the successful recommendation.

• We proposed the response generation framework that explicitly considers the

seeker’s internal state, applying Chain-of-Thought prompting (Wei et al.,

2022).

5.2 Related Work

Our work centers on the interlocutor’s internal states in dialogues. Besides, we

describe the prior work on recommendation dialogue datasets.

5.2.1 Internal State

We focus on knowledge and interest as internal states in recommendation dia-

logues. Here, we introduce previous studies that deal with knowledge and interest

in dialogues.

Miyazaki et al. (2013) proposed a method to estimate callers’ levels of knowl-

edge about particular themes (e.g., troubleshooting of products and services) in

call center dialogues. Their annotations are performed at the dialogue level,

whereas our dataset is annotated at the entity level. This allows for more fine-

grained knowledge-state tracking and analysis. Inspired by the theory of mind (Premack

and Woodruff, 1978) and the common ground (Clark, 1996), Bara et al. (2021)

created MINDCRAFT dataset which considers the user’s knowledge for situated

dialogue in collaborative tasks. Given the necessary knowledge and skills, two



5.2. RELATED WORK 93

workers are asked to create a specific object together in the 3D virtual blocks world

of Minecraft. Every predetermined time interval, players must answer a question

about the common ground (e.g., “Do you think the other player knows how to

make YELLOW WOOL?”). In this study, we consider the user’s knowledge in a

more realistic dialogue that contains both chit-chat and recommendations.

Modeling interlocutor’s interest has been actively studied in the field of rec-

ommendation dialogue (Kang et al., 2019; Liu et al., 2020; Zhou et al., 2020; Jia

et al., 2022). In GoRecDialog (Kang et al., 2019), each worker is given a set of

five movies. The seeker’s set represents their watching history, and the recom-

mender’s set represents the candidate movies to choose from. The recommender

should recommend the appropriate movie among the candidates to the seeker.

DuRecDial (Liu et al., 2020) is a recommendation dialogue dataset containing

multiple dialogue types, such as question-answering and chit-chat. The recom-

mender attempts to elicit the seeker’s preferences, and the seeker responds based

on a predefined user profile. These studies focus on the preferences for predefined

objects (e.g., movies, user profiles). Our dataset differs in that we annotate all

entities appearing in dialogues with the seeker’s interest.

5.2.2 Recommendation Dialogue Dataset

Many previous studies have released recommendation dialogue datasets (Li et al.,

2018; Kang et al., 2019; Moon et al., 2019; Liu et al., 2020; Zhou et al., 2020;

Kodama et al., 2022; Jia et al., 2022). INSPIRED (Hayati et al., 2020) is a movie

recommendation dialogue dataset associated with the recommendation strategy

label (e.g., preference confirmation, personal experience). Using this annotation,

they analyzed the recommender’s strategies and pointed out that using sociable

strategies (e.g., sharing personal opinions) more frequently leads to successful rec-

ommendations. We provide the labels of the seeker’s internal state (i.e., knowledge

and interest) from both the recommender’s and the seeker’s points of view.
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5.3 Data Collection

We collect data via crowdsourcing through a data supplier in Japan. In this

section, we describe how we collect the RecMind dataset.

5.3.1 Dialogue Collection Settings

Workers

The two workers engaging in a dialogue have distinct roles: recommender and

seeker. The recommenders recommend movies that align with the seeker’s prefer-

ences, taking into account the seeker’s current internal state. The seekers actively

participate in the dialogue and ask questions if there is anything they do not know

about what the recommender says.

It is assumed that recommendations from recommenders unfamiliar with movies

might be short-sighted or less engaging because their knowledge about movies is

sparse. Thus, we have two requirements for recommenders: (1) to be a movie

enthusiast and (2) to watch an average of at least ten movies per year. We do not

have any specific requirements for seekers.

Tasks for Workers

Workers are required to complete the four specific tasks: dialogue, annotation of

the seeker’s internal state, annotation of external knowledge2, and questionnaire.

Dialogue During a dialogue, the recommender suggests one or more movies

to the seeker. Recommenders must actively gather enough information from the

seeker through dialogue. They should also be attentive to the seeker’s preferences

rather than suggesting movies based on their own tastes. Meanwhile, seekers

are encouraged to openly share their preferences and ask questions about any

unknowns. Each participant is required to respond at least eight times.

2In this study, knowledge means the seeker’s internal state of knowledge, and external knowl-

edge means the information the recommenders refer to in dialogues.
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Annotation of Seeker’s Internal State The seekers annotate each entity in

the dialogues with the subjective labels of the level of knowledge and interest,

while the recommenders annotate the entity with the objective labels.

The options for knowledge are as follows:

High The seeker has knowledge regarding the entity.

Neutral The entity cannot be said to be either High or Low. Or the level of

knowledge for the entity cannot be judged from the given context.

Low The seeker does not have knowledge regarding the entity.

The options for interest are as follows:

High The seeker is interested in the entity.

Neutral The entity cannot be said to be either High or Low. Or the level of

interest for the entity cannot be judged from the given context.

Low The seeker is not interested in the entity.

In addition to the above three options, we introduce an additional option,

denoted as Error. This option is used when the extracted span is not a valid

entity. We discard entities that the recommender or the seeker labeled as Error.

The annotation can be performed either during or after the dialogue.

Annotation of External Knowledge Following the previous research on

knowledge-grounded dialogues (Dinan et al., 2019; Wu et al., 2019), recommenders

annotate their own utterances with the piece of external knowledge when they re-

fer to it. The annotation is not required for utterances that do not refer to external

knowledge, such as greetings and utterances containing the personal knowledge

of the recommenders. However, the recommenders are required to always anno-

tate their utterances with the title of the recommended movies when mentioning

them.3 This is to track recommended movies in the dialogues.

3For dialogues missing the annotation of the recommended movies, authors read the dialogues

and annotated them with the movie titles.
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Question Choice

Q1
How many movies do you watch 5: 20 or more, 4: 10 to 19, 3: 5 to 9,

per year? 2: 3 to 4, 1: 2 or less

Q2

Do you know the movie you

recommended? (for R)

Do you know the movie that was

recommended? (for S)

5: have watched the movie and remembered

the contents well

4: have watched the movie and remembered

some of the contents

3: have never watched the movie but know the

plots

2: have never watched the movie and know

only the title

1: do not know at all

Q3 Did you enjoy the dialogue?
5: agree, 4: somewhat agree, 3: neutral,

2: somewhat disagree, 1: disagree

Q4

Do you think you have recommended

the movie well? (for R)

Do you want to watch the

recommended movie? (for S)

5: agree, 4: somewhat agree, 3: neutral,

2: somewhat disagree, 1: disagree

Table 5.2: Questions and choices of the questionnaire. R and S denote recom-

mender and seeker, respectively. The number at the beginning of each choice

indicates the score for that choice.

Questionnaire After the dialogue, workers answer the questionnaire shown in

Table 5.2. We assign a score of 5 to 1 to each choice for each question.

5.3.2 Dialogue Collection System

We develop a web-based dialogue collection system for data collection. This sys-

tem is an extension of ChatCollectionFramework4, by adding a movie search tool

and an internal state annotation tool. Figures 5.1 and 5.2 show the screenshots

of the recommender’s and the seeker’s chatrooms, respectively.

4https://github.com/ku-nlp/ChatCollectionFramework

https://github.com/ku-nlp/ChatCollectionFramework
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Figure 5.1: Screenshot of the recommender’s chatroom

Figure 5.2: Screenshot of the seeker’s chatroom

Movie Search Tool

We create a movie search tool to assist recommenders in dialogues. We first

curate 2,317 popular movie titles and their genres from a Japanese movie infor-

mation website, Yahoo! Movies.5 We then collect metadata for each movie from

5https://movies.yahoo.co.jp/

https://movies.yahoo.co.jp/
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Wikipedia. Metadata consists of the title, release date, running time, directors,

casts, original work, theme song, production country, box office, and plots.6 Ad-

ditionally, we include reviews for 261 movies from JMRD (Kodama et al., 2022)

as part of the metadata.

During dialogue collection, recommenders use this tool to search and check

movie information, as shown in the left part of Figure 5.1. Searching can be done

by genres or text-based queries. We save the search log with the corresponding

recommender’s utterance as one of the records of the recommender’s behaviors.

When sending an utterance, recommenders can annotate it with the referred ex-

ternal knowledge by clicking the checkbox on the side of each piece of external

knowledge. This tool is only displayed on the recommender’s screen, that is, the

seekers cannot see movie information.

Internal State Annotation Tool

The internal state annotation tool displays the entities to be annotated on the

screen of both the recommenders and the seekers, as shown in the center part of

Figure 5.1 and the left part of Figure 5.2. Entities are automatically extracted

from utterances to reduce the load of workers. We consider noun phrases as

entities. Modifiers are extracted together to make it easier to grasp their mean-

ings. We use linguistic features from the Japanese morphological analyzer Ju-

man++ (Morita et al., 2015; Tolmachev et al., 2018) and the Japanese syntactic

analyzer KNP (Kurohashi and Nagao, 1994) for entity extraction.

5.3.3 Statistics

Dialogue and Questionnaire

Table 5.3 shows the statistics of RecMind. We collected 1,201 dialogues consisting

of an average of 17.5 utterances. 739 movies were used in the dialogues, indicating

our dataset contains diverse recommendation dialogues.

The bottom row in Table 5.4 shows the questionnaire results. The results of

Q2 show that the recommenders often recommend movies that the seeker does

6Some metadata may be missing.
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# dialogues 1,201

# utterances (R / S) 10,697 / 10,317

Avg. # utterances per dialogue 17.5

# movies 739

# workers (R / S) 27 / 46

# searches 5,596

# external knowledge 5,250

# entities (knowledge / interest) 52,586 / 52,246

Table 5.3: Statistics of RecMind. R and S denote recommender and seeker,

respectively.

not know.

Comparison with JMRD Table 5.4 also shows the comparison results with

JMRD (Kodama et al., 2022), a knowledge-grounded recommendation dialogue

in the same language and domain. The result of Q3 shows that the recommenda-

tion process is more enjoyable for both recommenders and seekers in our dataset.

Regarding Q4, the result shows that our recommendations are more successful.

Notably, the average score of Q4 by seekers improved from 3.82 to 4.51, highlight-

ing that our dialogues are high-quality recommendation dialogue.

We next compare the average number of words per utterance. The results

demonstrate that our dataset has longer utterances than JMRD. Especially, the

seeker’s utterances of RecMind are more than four times longer than those of

JMRD, which could facilitate the analysis of the seeker’s internal state. We addi-

tionally compare the average count of external knowledge use per recommender’s

utterance and observe a decrease from 1.24 to 0.75 in our dataset. This decrease

is because we did not mandate recommenders to use external knowledge, except

when mentioning movie titles. We believe that it is unnecessary to link external

knowledge to every utterance because humans only refer to external knowledge

when necessary.

Influence of Recommender’s Movie Knowledge As noted in Section 5.3.1,

we recruited movie enthusiasts who watched ten movies or more per year as recom-
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Q1 Q2 Q3 (↑) Q4 (↑) Words (↑) Ext. K. (↓)

R S R S R S R S R S -

JMRD - - 3.94 2.72 4.00 3.83 4.01 3.82 23.80 6.87 1.24

RecMind− 2.57 3.66 3.80 1.58 3.99 4.27 3.61 4.47 41.90 31.48 0.75

RecMind 4.73 3.54 3.17 1.79 4.29 4.42 4.27 4.51 41.07 31.08 0.49

Table 5.4: Results of the questionnaire and the comparison with JMRD. “Words”

indicates the average number of words per utterance and “Ext. K.” indicates the

average use count of external knowledge per recommender’s utterance. R and

S denote recommender and seeker, respectively. “−” means the results of the

dialogue collection by the recommenders who are not movie enthusiasts. Best

results are in bold. The scores for Q1 and Q2 are not bolded because a higher (or

lower) score does not imply superiority of any kind.

menders. To verify the effectiveness of this recruitment, we collected 74 dialogues

from recommenders who watched fewer than ten movies per year. This data col-

lection followed the same methodology as described in Section 5.3.1, except for

the number of movies the recommenders watched.

Table 5.4 shows the results. The average score of Q3 by seekers decreased

from 4.42 to 4.27, and that of Q4 from 4.51 to 4.47. Furthermore, the scores

for Q3 and Q4 by recommenders, which means self-evaluation, also decreased

from 4.29 to 3.99 and from 4.27 to 3.61, respectively. These results indicate that

movie enthusiasts are likely to deliver more enjoyable dialogues and recommend

successfully.

While the length of utterances is comparable, the number of external knowl-

edge used increases from 0.49 to 0.75. This is because the recommenders who

are not movie enthusiasts tend to rely on external knowledge more frequently to

compensate for their lack of knowledge about movies.

Internal State

RecMind has 52,586 and 52,246 entities annotated with the seeker’s knowledge

and interest, respectively. Tables 5.5 and 5.6 show the statistics of the seeker’s
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Obj.

Sub.
High Neutral Low Total

High 20,664 3,084 4,794 28,542

Neutral 6,737 1,791 3,583 12,111

Low 5,154 1,502 5,277 11,933

Total 32,555 6,377 13,654 -

Table 5.5: Statistics of knowledge annotation.

Obj.

Sub.
High Neutral Low Total

High 28,244 4,338 746 33,328

Neutral 11,838 3,716 1,018 16,572

Low 1,346 549 451 2,346

Total 41,428 8,603 2,215 -

Table 5.6: Statistics of interest annotation.

internal state annotations. For subjective knowledge labels, High is the most

common, followed by Low. The distribution for subjective interest labels is more

imbalanced than knowledge labels with High being particularly dominant. This

is probably because recommenders usually advance a dialogue toward topics of

interest to the seekers. For objective labels, the number of Neutral labels increases

in both knowledge and interest. This is because it is difficult for recommenders

to judge the seeker’s internal state of some entities.

We calculate the agreement and Pearson correlation between the subjective

and objective labels. The agreement is 0.53 for knowledge and 0.62 for interest

labels, and the Pearson correlation is 0.27 for knowledge and 0.21 for interest.

This result suggests that it is difficult to substitute subjective labels with objective

ones.

Relationship between Knowledge and Interest We explore the correlation

between subjective knowledge and interest labels for the same entities. The Pear-

son correlation coefficient is 0.12, indicating no correlation. This result means
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Figure 5.3: Relationship between recommendation success score and the ratio of

each internal state label.

that knowledge and interest represent different facets of the internal state.

Contribution of Seeker’s Internal State to Recommendation Success

We investigate the relationship between the subjective seeker’s internal state and

recommendation success at the dialogue level. We use the seeker’s answer to

Q4 (i.e., “Do you want to watch the recommended movie?”) as an indication of

recommendation success. Figure 5.3 shows that dialogues with high recommen-

dation success scores tend to have more Low knowledge entities. For interest, on

the other hand, dialogues with high recommendation success scores tend to have

more High interest entities.

We next analyze the dialogues with entities of Low knowledge and High in-

terest in comparison with those dialogues without these kinds of entities. The

average recommendation success score for the former dialogues is 4.59, while that

for the latter dialogues is 4.18. Student’s t-test result reveals that the difference is

statistically significant at the p = 0.05 level. The above analysis results indicate

it is important in recommendation dialogues to identify and mention the topics

where the seeker has no knowledge but has an interest.

Next, we explore the relationship between the subjective seeker’s internal state

and recommendation success at the utterance level for detailed analysis. To this

end, we randomly selected 1,000 pairs of recommender’s utterances and preceding

dialogue context from our constructed dataset. We then ask crowdworkers to
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Knowledge Interest 3 7

High High 3.61 3.61

High Low 3.59 3.61

Low High 3.72* 3.53

Low Low 3.56 3.61

Table 5.7: Difference in recommendation success by each entity. 3and 7 denote

the presence and absence of the entity in the utterance, respectively. The asterisk

(*) indicates that the difference is statistically significant at the p = 0.05 level.

Wilcoxon rank-sum test is used as a statistical test.

evaluate whether the utterance makes the interlocutor interested in watching a

movie, using a 5-point Likert scale (5 is the best). Three workers evaluate each

utterance, and the scores are averaged. Table 5.7 shows the results. The score

is high when the recommender’s utterance includes entities with Low knowledge

and High interest. The above results confirm that the recommender can effectively

recommend by mentioning entities the seeker does not know but is interested in,

even at the utterance level.

5.4 Experiment

The analysis in Section 5.3.3 suggests the importance of understanding the seeker’s

internal state at the entity level. Thus, we propose a response generation frame-

work that explicitly considers the seeker’s internal state at the entity level. In

this section, we describe our proposed method and verify its effectiveness.

5.4.1 Proposed Method

We propose a LLM-based response generation framework that explicitly considers

the seeker’s internal state labels. Specifically, we apply Chain-of-Thought prompt-

ing (Wei et al., 2022) to our task and estimate the seeker’s internal state prior to

generating a response.

Figure 5.4 shows an overview of our proposed method. Given the movie in-

formation and the dialogue history as the input for the model, the model first
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Movie Information: …
Dialogue History:

you: I recommend the Mission Impossible series if you want to be refreshed! Apart from that, I also recommend the movie "Erin Brockovich"!
user: I haven’t kept up with the latest one, but I love the Mission Impossible series. Tom is so cool. What is the story of Erin Brockovich?

User's Level of Knowledge and Interest:
…
latest one: low, high
Mission Impossible series: high, high
Tom: high, high
Erin Brockovich: low, high

Response:
"Erin Brockovich" is based on the story of Erin Brockovich, a real-life woman who won the largest-ever settlement for environmental pollution
from PG&E, a major company on the West Coast of the U.S.

Movie Information: …
Dialogue History: …
User's Level of Knowledge and Interest: …
Response: …

Movie Information:
Title: Roman Holiday
Genre: comedy, romance
…

Dialogue History:
you:  Let’s dive right in. Do you like recent movies? Or do you often also watch old movies?
user: I rarely watch movies these days. I haven't seen a movie in over 3 years. I used to watch some old movies.
you:  I got it! So, when you watch movies, is there a genre that you tend to choose?

If you have any favorite actors or actresses, I'd love to hear about them.
user: I like funny movies such as comedies and romantic comedies. And then I recently started studying history, so I'd like to know

if there are any good historical movies out there. I am not interested in any particular actor but in the movie's content.

User's Level of Knowledge and Interest:
recent movies: low, low
old movies: high, high
funny movies such as comedies and romantic comedies: high, high
historical movies: low, high

Response
So, you like comedies and romantic comedies, don't you? Then how about the "Roman Holiday"? Starring Audrey Hepburn and
Gregory Peck, this romantic comedy set in Rome features many historical landmarks. It's perfect for those who are content-oriented.

Model Input

Model Output

First
few-shot
example

Second
few-shot
example

test
example

Figure 5.4: Overview of our proposed method. The internal state estimation,

which is highlighted, is performed only for the proposed method and not for the

baseline method.

extracts target entities. It then estimates the seeker’s level of knowledge and in-

terest in each entity at three levels: High, Neutral, and Low, respectively. Finally,

the model generates a response referring to the estimated internal state.

5.4.2 Experimental Settings

Model

We use GPT-4 (gpt-4-0613) (OpenAI, 2023), which achieves outstanding perfor-

mance on various language-related tasks, as the base model. We selected GPT-4

because of its remarkable performance in JGLUE (Kurihara et al., 2022), the
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general natural language understanding benchmark for Japanese.7

We compare the following four methods with a baseline that generates re-

sponses without estimating the seeker’s internal state:

CoT (sub): uses the subjective seeker’s internal state labels in the few-shot

examples.

CoT (obj): uses the objective seeker’s internal state labels in the few-shot ex-

amples.

CoT (sub, gold): uses CoT (sub) method but is given the correct labels of the

seeker’s internal state in the test example, and only the response generation

is performed. This method is for the purposes of an ablation study.

CoT (obj, gold): uses CoT (obj) method but is given the correct labels of the

seeker’s internal state in the test example, and only the response generation

is performed. This method is for the purposes of an ablation study.

Dataset

We randomly split the collected dialogues into 85%:15% for training and test data,

respectively. We selected the candidates for few-shot examples from the training

data based on the following two criteria: (1) including all types of entity labels

for knowledge and interest within the dialogue context, and (2) ensuring that

the response incorporates an entity with Low knowledge and High interest. The

second constraint is based on the findings in Section 5.3.3, and was established

to use higher-quality responses as few-shot examples. Consequently, we obtained

217 few-shot examples for CoT (sub) and 150 few-shot examples for CoT (obj).

As for the test example, we randomly selected 500 examples from the test split

only using the first criterion. For each test example, we then randomly chose two

few-shot examples from the candidate pool.

7http://nejumi.ai/

http://nejumi.ai/
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Model Consistency
Seeker’s Seeker’s Tailored Recommendation

Knowledge Interest Information Success

CoT (sub) 52.2* 51.5 52.5* 51.4 52.1*

CoT (obj) 51.4 52.1* 52.2* 52.3* 51.3

CoT (sub, gold) 54.5* 54.2* 54.8* 55.0* 56.0*

CoT (obj, gold) 53.0* 51.6 53.0* 52.7* 53.5*

Table 5.8: Results of the response generation. The asterisk (*) indicates that the

difference is statistically significant at the p = 0.05 level using a binomial test.

5.4.3 Result

In this study, we conduct a human evaluation to assess the quality of the responses

generated by the proposed methods. Specifically, we present the responses of each

method in Section 5.4.2 and the baseline method to crowdworkers along with the

corresponding dialogue context. Subsequently, these crowdworkers are requested

to select which response is superior concerning the following five evaluation met-

rics.

Consistency The response is consistent with dialogue context.

Seeker’s Knowledge The response considers the seeker’s level of knowledge.

Seeker’s Interest The response considers the seeker’s level of interest.

Tailored Information The response provides more information that the seeker

does not know but is interested in.

Recommendation Success The response is more likely to entice the seeker to

watch the recommended movie.

Table 5.8 presents the win rates compared to the baseline method. Our pro-

posed methods, CoT (sub) and CoT (obj), surpassed the baseline across all met-

rics. Notably, the improvements were statistically significant in the categories of

Consistency, Seeker’s Interest, and Recommendation Success for CoT (sub), and

in Seeker’s Knowledge, Seeker’s Interest, and Tailored Information for CoT (obj).

In addition, when correct labels were provided for the seeker’s internal state

estimation, there was a further improvement in the win rate. Notably, CoT (sub,
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gold) exhibited a higher win rate than CoT (obj, gold), indicating that consid-

ering the subjective (i.e., actual) seeker’s internal state is effective in generating

responses.

5.4.4 Discussion

In this section, we analyze the results of the seeker’s internal state estimation,

which is an intermediate task in our proposed framework. We consider the results

divided into entity extraction and internal state classification.

Entity Extraction

We use precision and recall scores for exact matching as strict evaluation metrics

and use the character-level F1 score as a lenient evaluation metric. To calculate

the character-level F1 score, we first calculate the maximum character-level F1

score between each gold entity and the predicted entities. Then, we compute the

average of these maximum values across all gold entities.

The precision and recall scores for the CoT (sub) model were observed to

be 44.1 and 47.8, respectively, while the CoT (obj) model yielded scores of 42.7

and 46.3. These figures are relatively low, indicating a challenge in the model’s

ability to accurately estimate the precise spans of entities, particularly in terms

of determining which modifiers should be included within the entity span. In

contrast, the character-level F1 scores for the respective models exhibited higher

values, achieving 76.2 and 76.1. This disparity in performance suggests that while

the model encounters difficulties with precise entity span estimation, it is relatively

adept at estimating approximate spans.

Seeker’s Internal State Classification

We assess the classification performance of the seeker’s internal state labels for

successfully extracted entities using F1 score metric.

Table 5.9 shows the results. In the context of knowledge and interest esti-

mation, CoT (sub) and CoT (obj) demonstrated superior accuracy in predicting

High and Low levels compared to human interlocutors (recommenders). However,
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Knowledge Interest

High Neutral Low High Neutral Low

CoT (sub) 74.2 9.9 49.5 84.7 23.1 26.9

Recommender 70.4 14.4 46.4 76.3 27.6 25.5

CoT (obj) 73.1 14.2 47.8 83.0 20.4 22.8

Recommender 72.2 16.5 39.8 76.6 28.1 19.2

Table 5.9: Results of seeker’s internal state classification.

for Neutral, humans outperformed these models, indicating potential areas for fur-

ther improvement. Additionally, when comparing CoT (sub) and CoT (obj), CoT

(sub) generally achieved higher accuracy, suggesting the effectiveness of utilizing

subjective labels.

Furthermore, knowledge and interest were estimated with relatively high accu-

racy for the High category. Conversely, the Low category exhibited lower accuracy,

particularly regarding interest estimation. This lower performance is likely due to

the imbalanced distribution of labels within the dataset. However, the primary

focus of the study remains on the accurate identification of topics with High in-

terest in the context of recommendation dialogues rather than the identification

of Low interest topics. Consequently, this finding does not significantly detract

from the overall utility of our proposed framework in recommendation scenarios.

5.5 Summary of This Chapter

We constructed RecMind, a recommendation dialogue dataset that features both

subjective and objective annotations of the seeker’s internal state at the entity

level. Our dataset also has engaging dialogues with longer seeker’s utterances,

characterized by high scores in dialogue enjoyment and recommendation success.

We also proposed a response generation framework that explicitly considers the

seeker’s internal state, applying Chain-of-Thought prompting to our task. The

experimental results showed that our proposed method could generate responses

that are more consistent and tailored to the seeker than the baseline method.

Our dataset has diverse and fine-grained annotations, which are useful for
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various tasks such as internal state estimation, external knowledge selection, and

dialogue response generation. We hope our dataset will be useful for future re-

search on recommendation dialogues.



Chapter 6

Conclusion

6.1 Overview

In this thesis, we addressed the two dialogues system challenges: the understand-

ing of the user internal states and the utilization of external knowledge. To tackle

these challenges, we adopted corpus-based approaches, attempting to improve

dialogue systems.

In Chapter 2, we studied the dialogue management based on user internal

states. We curated 1,060 dialogues between a rule-based dialogue system and

humans. We then annotate all the user utterances with knowledge, interest, and

willingness, respectively. Using the constructed corpus, we train classifiers to

estimate each user internal state. These classifiers achieved a high estimation

accuracy of approximately 80% for each internal state when allowing an error of

±1 on a 7-point scale. Finally, we added rules to change responses according to the

estimated user internal states. The dialogue-level and utterance-level evaluations

showed that the response change improved the naturaleness of system responses.

In Chapter 3, we studied dialogue response generation based on external

knowledge. We first constructed Chat Collection Framework, which enables us to

construct large-scale, human-to-human dialogue datasets in Japanese. Utilizing

this framework, we newly constructed the JMRD dataset, which is a Japanese ex-

ternal knowledge-grounded dialogue dataset. This dataset consists of about 5,200

dialogues, where the recommender utterances are grounded on movie-related ex-

110
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ternal knowledge. Employing the constructed dataset, we presented a strong

baseline model that simultaneously selects external knowledge and generates re-

sponses based on it.

In Chapter 4, we analyzed the engagingness for external knowledge-grounded

responses. We extracted the entities from the recommender utterances in JMRD

dataset and annotated them with its information source: database-derived, speaker-

derived, or other. We then analyzed the annotated corpus and showed the use of

speaker-derived information, as well as external knowledge, made responses more

engaging.

In Chapter 5, we studied response generation based on both user internal

states and external knowledge. We proposed RecMind, a Japanese movie rec-

ommendation dialogue dataset with subjective and objective annotations of the

seeker’s internal state at the entity level. We curated this data by recruiting

movie enthusiasts who have a deep knowledge of movies, leading to more engag-

ing dialogues. Through the analysis of this dataset, we found entities the seeker

has no knowledge about but has an interest in contributed to the successful rec-

ommendation. Furthermore, we proposed the LLM-based response generation

framework that explicitly considers the seeker’s internal state, applying Chain-of-

Thought prompting. The experimental results showed that our proposed method

can generate responses that are more consistent and tailored to the seeker than

baselines.

6.2 Future Prospects

6.2.1 Refining User Internal State Estimation

In this thesis, we tackled the estimation of three user internal states: knowledge,

interest, and willingness from dialogue contexts. We employed two methods: a

supervised fine-tuning approach using BERT and an in-context learning approach

using LLM. However, there is still room for improvement in the accuracy of these

methods.

One promising approach is to utilize common sense relationships to structure

and refine the estimation of user internal states. For instance, it is reasonable to
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assume that a person interested in “Tom Cruise” might also have an interest in

movies featuring him. Explicitly incorporating such common sense could lead to

more accurate estimation.

6.2.2 Modeling User Internal States for Long-term Dialogues

In this thesis, we modeled user internal states in recommendation dialogues using

knowledge, interest, and willingness. This modeling has effectively helped dia-

logue systems understand user intentions and generate responses. However, this

modeling does not fully capture the user internal states.

Dialogue systems will be expected to assist users over the long term (Xu et al.,

2022), engaging in multiple dialogues over an extended period. Rapport is an

interesting internal state in such long-term dialogues. Sensing the extent to which

the rapport has been established with the user and altering the communication

style accordingly could lead to a more natural and comfortable user experience.

6.2.3 Improving External Knowledge Retrieval based on User In-

ternal States

Most existing research on external knowledge-grounded dialogue systems has re-

lied on only the dialogue context for retrieving relevant external knowledge. How-

ever, the user internal states could be used to enhance the external knowledge

retrieval. For example, a system could prioritize information that aligns with the

user’s interests or adapt the complexity of the information based on the user’s

knowledge level. This explicit use of user internal states in retrieving external

knowledge could lead to more personalized and engaging responses.



Appendix A

Dialogue Management Based

on User Internal States

A.1 Annotation Reliability for Each Annotator

In this section, we describe the annotation reliability for each annotator. The

annotation reliability for each annotator is measured by the match rate m with

other annotators. The match rate m for each annotator is calculated as follows:

m =
# of annotations by target annotator agreed upon with other annotators

# of annotations by target annotator
(A.1)

The average match rate m for All data was 0.51. If we take annotators with

match rates below 0.33 as low reliable annotators, then out of the 458 annotators

in the study, 41 were identified as low reliability. This figure represents about 9%

of the total, showing that most annotators were reliable.

Interestingly, when we excluded the data from these 41 annotators, Krippen-

dorff’s alpha values for knowledge, interest, and willingness were 0.45, 0.45, and

0.39, respectively. These values are quite similar to the original alpha values

(knowledge: 0.41, interest: 0.40, willingness: 0.35), indicating that the exclusion

of the unreliable annotators did not significantly impact the results.
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A.2 Improvement of Dialogue System

This section describes some improvements for our movie recommendation dia-

logue system. These improvements are applied only at the evaluation stage (Sec-

tion 2.5.2), and not at the corpus construction stage (Section 2.4.1).

Movie Database Expansion The number of movies stored in the movie database

was increased from 213 to 331 so that the latest movies can be used for recom-

mendation.

Filtering Selling Points We refined our method for extracting selling points

in reviews. First, we analyzed the selling point sentences extracted using the

previous word2vec-based method. As a result, we found that some sentences are

appropriate as human utterances, such as “I found that movie interesting and will

go to see it again next week,” but are not suitable as dialogue systems. Thus, we

excluded review sentences that met all of the following three conditions from the

selling point candidates.

Condition 1 : Subject of any predicate in review is the review author (i.e.,

the user who wrote the review)

Condition 2 : Predicates that meet Condition 1 are intentional.

Condition 3 : Predicates that meet Condition 1 are inappropriate to use as

a position in a dialogue system

Condition 1 is determined by identifying the nominative case of the predicate

using the existing analyzer, Base+coref+noun+bridge model (Ueda et al., 2020)

trained on the Kyoto University Web Document Read Corpus (KWDLC) (Hangyo

et al., 2012) and the Kyoto University text corpus (Kawahara et al., 2002). In

the experiments conducted with three different random seeds on the test data of

KWDLC, the average F1 score for the zero exophora resolution was 0.745.

Regarding Condition 2, we used the existing rule-based classifiers.1

1https://github.com/ku-nlp/ishi

https://github.com/ku-nlp/ishi
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Condition 3 is judged by whether the predicate is included in a specially cu-

rated list of 53 inappropriate predicates. This list was derived by initially extract-

ing 103 predicates, each occurring more than 50 times, from 2,901 predicates that

met Conditions 1 and 2. Subsequently, we meticulously selected 53 of these.

Refining Sentiment Analysis for Review Texts We also changed the method

of determining the sentiment of the review sentence. In this study, we used an

existing sentiment classifier (Saito et al., 2019). Using this classifier, we divided

the review sentence into event units and regarded the sentiment of the last event

as the sentiment of the entire review sentence. The sentiment score ranges from

1 to -1, with 1 being the most positive and -1 being the most negative. This

sentiment score and the number of characters in each sentence are multiplied to

obtain a score, from which the top 50 sentences are extracted as candidates for

recommended highlight sentences. This process is conducted for each movie, and

within each scenario, two sentences are randomly selected from the top 50 for

use.
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