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Studies on Subword-based Low-Resource Neural Machine Translation:
Segmentation, Encoding, and Decoding
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This thesis investigates issues in subword-based neural machine translation
systems in low-resource scenarios during three stages: subword segmentation,
encoding, and decoding. To address them, this thesis proposes methods to 1)
obtain the optimal subword segmentations, 2) incorporate multiple perspectives of
one word during encoding, and 3) perform accurate word generation probability
estimation during decoding.

In Chapter 1, we provide an overview of the subword-based low-resource
neural machine translation system, including its structure, mechanism, and how
subwords are used in the model. We emphasize the advantages together with the
challenges brought by using subwords.

In Chapter 2, we propose SelfSeg, a neural subword segmenter that yields
linguistically intuitive subword segmentation and is faster during training and
decoding compared to previous neural methods. SelfSeg takes a word in the form
of a partially masked character sequence as input, optimizes the word generation
probability, and generates the segmentation with the maximum posterior
probability, which 1is calculated using a dynamic programming algorithm.
Additionally, we propose a regularization mechanism that allows the segmenter to
generate k-best segmentations for one word. Moreover, it is trained in a self-
supervised way that relies on only monolingual word-level data, making it
applicable to low-resource languages without large-scale parallel resources.

In Chapter 3, we propose a BERT-based subword segmenter that generates
subword segmentation, utilizing the contextualized semantic embeddings of words
from the BERT model. During training, it maximizes the marginal probability
from all possible segmentations of one word using a dynamic programming
algorithm. During inference, it selects the one with the highest probability.
Furthermore, we propose a probability-based regularization method that enables
the segmenter to produce multiple segmentations for one word to improve the
robustness of neural machine translation systems. Based on a pre-trained BERT
encoder, it only requires little training data to achieve reasonable segmentations,
making it especially applicable in low-resource scenarios.

In Chapter 4, we propose DiverSeg to exploit diverse segmentations from
multiple subword segmenters that capture the various perspectives of each word

in the encoder. In DiverSeg, multiple segmentations are encoded using a subword




lattice input, a subword-relation-aware attention mechanism integrates relations
among subwords, and a cross-granularity embedding alignment objective enhances
the similarity across different segmentations of a word. We found incorporating
information from multiple aspects enhances the performance of neural machine
translation, especially in low-resource scenarios.

In Chapter 5, we propose SubMerge, a decoding algorithm that merges the
probabilities of multiple subword segmentations that form the same word, which
we call equivalent segmentations. This is specially designed for the subword
regularized neural machine translation model that leverages multiple subword
segmentations of one target sentence during training as a data augmentation
method, which is effective for low-resource scenarios. SubMerge is a nested search
algorithm where the outer beam search treats the word as the minimal unit. The
inner beam search provides a list of word candidates and their probabilities,
merging subword segmentations that form the equivalent word. SubMerge
estimates the probability of the next word more precisely, providing better
guidance during inference. We show SubMerge consistently outperforms the beam
search algorithm in several low-resource machine translation datasets in terms of
BLEU scores.

In Chapter 6, we summarize the thesis and outline the possible directions for
future work.
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