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Polynomial association schemes and 

co-polynomial association schemes 

1 Introduction 

Tatsuro Ito 

Kanazawa University 

In [13], distance-polynomial graphs are introduced as a generalization of distance­

regular graphs. In this expository article, we revisit both distance-polynomial graphs 

and distance-regular graphs from the viewpoint of the Weisfeiler-Leman stabiliza­

tion, following [10]. This approach naturally leads us to define polynomial graphs or 

equivalently polynomial association schemes, which lie in between them. As the dual 

concept, we introduce co-polynomial association schemes. 

I had not known anything about the Weisfeiler-Leman stabilization until I at­

tended the lecture by Igor Faradjev [4], in which I learnt about the life of Boris 

Weisfeiler, the founder of the W-L stabilization, and the fact that the concept of co­

herent configurations [6, 7, 8] appeared earlier in the original paper of [14]. The W-L 

stabilization is in short an algorithm to get the coherent closure of a combinatorial 

object. For a long time, this concept was practically not studied outside the graph 

isomorphism problem. For the original approach and its impact thereafter, readers 

are referred to the preface [12] by Ilia Ponomarenko to the original paper by Weisfeiler 

and Leman, which was published in 1968. In this article, we reformulate the W-L 

stabilization in terms of coherent configurations. 

In this article, a graph means a simple graph [3], i.e., a finite undirected graph 

without loops or multiple edges. We use the following notations throughout: 

For a finite set X, Mx(C) denotes the full matrix algebra consisting of all 

the matrices over the complex number field C whose rows and columns 

are indexed by the elements of X. 
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For A E Mx((C) and x, y E X, A(x, y) denotes the (x,y)-entry of A. tA 
denotes the conjugate transpose of A E Mx((C), i.e., tA(x, y) = A(y, x) 
for x, y E X, where A(y, x) is the complex conjugate of A(y, x). Ao B 
denotes the Hadamard product (entry-wise product) of A, B E Mx((C), 
i.e, (Ao B)(x, y) = A(x, y)B(x, y) for x, y, EX. 

Mx(C) 0 denotes the algebra with respect to the Hadamard product over 

the underlying vector space Mx((C). 

The W-L stabilization proceeds as follows. We are given a subset F of Mx((C) 0 

which is closed under the conjugate transpose, i.e., tA E F for A E F. First take the 

closure in Mx((C) 0 of F, and then the closure in Mx((C) of the resulting subalgebra 

of Mx((C) 0 • Continue these operations of taking the closures in turn in Mx((C) 0 and 

then in Mx(C). Then the sequence stops in a finite number of steps and we get the 

coherent closure of F, i.e., the smallest coherent algebra that contains F. Let M(F) 

denote the coherent closure of F. As is well-known, a combinatorial object, which is 

called a coherent configuration, corresponds with the coherent algebra M(F). 

Basics of coherent algebras, coherent configurations and association schemes will 

be summarised in Section 2.1. In Section 2.2, the W-L stabilization will be refor­

mulated regorously in terms of coherent algebras. In particular, we introduce the 

concept of the coherent length, denoted by r(F), for a subset F of Mx(C) 0 : the co­

herent length r(F) of Fis defined as the number of steps we need to reach M(F) in 

the process of the W-L stabilization. 

In Section 3, connected regular graphs will be treated in the framework of the 

W-L stabilization. Let r be a connected regular graph, X the vertex set of r and 

A the adjacency matrix of r. By setting F = {A}, we apply the W-L stabilization. 

Let r = r(F) be the coherent length. If r is a distance-regular graph, we have r = 1, 

unless it is a complete graph, in which case r = 0. If r is a distance-polynomial 

graph, we have r :S 2. We now define r to be a polynomial graph by the condition 

r = 1. Then we have the inclusion 

where Ci is the set of distance-regular graphs, polynomial graphs, distance-polynomial 

graphs for i = 0, 1, 2, respectively. It seems that the gap is huge between C0 and C1 , 

and also between C1 and C2. 
A class of symmetric association schemes, which we call polynomial association 

schemes, natually arises from the class C1 of polynomial graphs. Those that arise from 
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the class Co of distance-regular graphs are called P-polynomial association schemes. 

As is well known, the duals of P-polynomial association schemes can be defined and 

they are called Q-polynomial association schemes. As the duals of polynomial associ­

ation schemes, we define co-polynomial association schemes in Section 4. So we have 

the inclusion 

where c; is the set of Q-polynomial association schemes, co-polynomial association 

schemes for i = 0, 1, respectively. The class Ci seems much bigger than C0; perhaps 

the gap is as big as between C0 and C1. Similarly, we can naturally define a class q as 

the dual objects of distance-polynomial graphs, using co-distance matrices (see (55) 

in Section 4), but it will not be covered in this article: it does not have combinatorial 

meanings, because it is a class of semi-simple algebras (with respect to the ordinary 

matrix product) that are not necessarily closed under the Hadamard product. 

There is a celebrated conjecture that in the category of primitive symmetric asso­

ciation schemes with sufficiently large diameter, P-polynomial association schemes are 

Q-polynomial and viceversa. The classification of (P and Q)-polynomial association 

schemes with sufficiently large diameter is one of the central problems in algebraic 

combinatorics. Readers are referred to [1, 2]. 

Recently, Jack Koolen et al [15] showed that P-polynomial association schemes 

are co-polynomial and that Q-polynomial association schemes are polynomial. Koolen 

conjectures that symmetric association schemes are co-polynomial if they do not have 

non-trivial fusion schemes (personal communication). Concerning this conjecture, 

Eiichi Bannai and Da Zhao made interesting observations on the group association 

schemes of some finite simple groups (personal communication). At the end of this 

article, we briefly visit these conjectures and observations. 

2 Preliminaries 

2.1 Coherent algebras 

In this subsection, we summarize basics of coherent algebras for late use. The article 

[9] can serve as an excellent introduction to the representation theory of coherent 

algebras. 

We keep the notations in the previous section. Recall that Mx(C) is the full 

matrix algebra consisting of all the matrices over the complex number field (C whose 
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rows and columns are indexed by the elements of a finite set X, and that Mx(CC) 0 is 

the algebra with respect to the Hadamard product over the underlying vector space 

Mx(CC). Let I E Mx(CC) (resp. J E Mx(CC) 0 ) denote the identity matrix (resp. the 

matrix with all entries 1). Note that J (resp. J) is the identity of the algebra Mx(CC) 
(resp. the identity of the algebra Mx(CC) 0 ). 

A linear subspace M of Mx(CC) is said to be a coherent algebra if it satisfies the 

following three conditions: 

(i) M is a subalgebra of Mx(CC) 0 , containing J. 

(ii) M is a subalgebra of Mx(CC), containing I. 

(iii) M is closed under the conjugate transpose, i.e., tA EM, \iA EM. 

The smallest coherent algebra is the linear space Span{!, J} and the largest one is 

Mx(CC). 
For any matrix A, we understand the 0th power of A in Mx(CC) (resp. Mx(CC) 0 ) 

is J (resp. J), and we require a subalgebra to be closed under the operation of taking 

any power of its elements. This is why a subalgebra of Mx(CC) (resp. Mx(CC) 0 ) is 

required to contain I (resp. J). 
For a subset F of Mx(C), the coherent closure of Fis defined to be the intersection 

of coherent algebras M ~ Mx(CC) that contain F: 

M(F) = n M. 
F~M: coherent alg 

Note that this intersection is not empty, since there exists at least one coherent algebra 

that contains F, for example Mx(C). The coherent closure M(F) turns out to be 

the smallest coherent algebra that contains F, because the intersection of coherent 

algebras is again a coherent algebra. 

For a non-empty subset F of Mx(C), the automorphism group of F is defined 

to be the group consisting of permutaion matrices of Mx(CC) that commute with all 

elements of F: 

Aut(F) ={PE Sym(X) I PA= AP, \iA E F}, (2) 

where Sym(X) denotes the symmetric group on X, identified with the set of permu­

tation matrices in Mx(CC). If r is a graph and A is the adjacency matrix of r, then 

Aut(F) with F = {A} coincides with the automorphism group of r. 
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Any subalgebra of Mx((['.) 0 is commutative and semi-simple, because it does not 

contain nilpotent elements. So let { A I i E A} denote the primitive idempotents for a 

subalgebra M of Mx((['.) 0 • The above three conditions (i)-(iii) for the linear subspace 

M = Span{A Ii EA} are rephrased in terms of them as follows: 

(i') Each A (i EA) is a (0, 1) matrix and J = Z::iEA A;. 

(ii') For any i, j E A, AiAj is a linear combination of A~s, k E A and I is a linear 

combination of A~s, k E A. 

(iii') The set { A I i E A} is closed under conjugate transpose, i.e., {t A I i E A} = 
{Aj lj EA}. 

Since Ai is a (0, 1) matrix, it corresponds with a relation Ri on X: (x, y) E ~ if and 

only if Ai(x, y) = l. A combinatorial structure X = (X, {~};EA), where~ C Xx X, 

is called a coherent configuration if it comes from a coherent algebra, or equivalently 

if the set {Ai Ii E A} of (0, 1) matrices, which corresponds with the set {Ri}iEA of 

relations on X, satisfies the above conditions (i')-(iii'). 

A coherent configuration X = (X, {~hEA) is called an association scheme if one 

of ~' i E A, is the diagonal relation, in which case we usually choose Ro to be the 

diagonal relation, i.e., Ao = I. An association scheme is called symmetric if each 

relation ~' i E A, is symmetric, i.e., each Ai, i E A, is a symmetric matrix. It is 

well-known and easy to show that if a coherent algebra M is symmetric, i.e., if all the 

matrices of Mare symmetric, then Mis commutative (as a subalgebra of Mx((C)). It 

is also well-known and easy to show that if a coherent algebra M is commutative, then 

the corresponding coherent configuration is an association scheme. An association 

scheme X = (X, { ~};EA) is said to be primitive if for all i i- 0, the graph r(X, Ri) 

with X the vertex set and Ri the edge set is connected. An association scheme 

X = (X, { Ri};EA) is said to have a fusion, if there exists a partition A = UjE~Aj of A 

such that X = (X, {RAjhE~) with RAj = UiEAjRi is an association scheme. In this 

case, X is called a fusion scheme of X, and X is called a fission scheme of X. The 

fusion is said to be trivial if 1~1 = 2 or 1~1 = IAI. 
Note that any subalgebra of Mx((C) is semi-simple if it is closed under the conju­

gate transpose. So by (iii), a coherent algebra M is semi-simple as a subalgebra of 

Mx(C), and we can use representations of M to analyse the coherent configurations 

X = (X, {Ri};EA): the motto of algebraic combinatorics. 
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2.2 The Weisfeiler-Leman stabilization 

In this subsection, we explain the Weisfeiler-Leman stabilization, which is an al­

gorithm to obtain the coherent closure M(F) for a subset F of Mx(C). A fairly 

complete picture of the Weisfeiler-Leman algorithm is available in the monograph [5]. 

Given a subset F of Mx(C), the closure in Mx(C) of Fis defined to be the smallest 

subalgebra of Mx(C) that contains F and I, or equivalently to be the subalgebra of 

Mx(C) generated by F and J: 

(F, I)~ Mx(C). (3) 

Similarly, given a subset F of Mx(C) 0 , the closure in Mx(C) 0 of Fis defined to be 

the smallest subalgebra of Mx(C) 0 that contains F and J, or equivalently to be the 

subalgebra of Mx(C) 0 generated by F and J: 

(F, J)o ~ Mx(C)o. (4) 

For a subset F of Mx(C), define t_F by 

(5) 

The coherent closure M(F) contains tF, since M(F) is closed under the conjugate 

transpose. In order to find M(F), we may replace F by FU t_F and assume Fis 

closed under the conjugate transpose from the beginning: t F = F. 

Define a sequence of subalgebras Ao ~ A2 ~ A4 ~ · · · of Mx(C) 0 and a sequence 

of subalgebras A1 ~ A3 ~ A5 ~ • • • of Mx(C) by setting Ao= (F, J) 0 ~ Mx(C) 0 

and 

A2i = (A2i-l, J) 0 ~ Mx(C) 0
, i = 1,2,3· · ·, 

A2i+1 = (A2i, I)~ Mx(C), i = 0, 1,2, · · ·, 

(6) 

(7) 

using the closures (3), (4), inductively. Then we have a sequence of linear subspaces 

Ao ~ A1 ~ A2 ~ A3 ~ · · · of the coherent closure M(F) of F. If A = A+1, it 

holds that A = A+1 = · · · = M(F). Since dimM(F) ::; dimMx(C) < oo, there 

exists r = r(F) such that 

(8) 

We call r = r(F) the coherent length of F. Essentially r = r(F) is what is called the 

iteration number in [11]. 
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We close this subsection with remarks on the sequence of the linear subspaces 

Ao ~ Ai ~ A2 ~ A3 ~ • • • of the coherent closure M(.F) of .F that eventually reach 

M(.F). Firstly, Aut(A) = Aut(.F) holds for all i. Secondly, Ao ~ A2 ~ A 4 ~ · · · 

is a sequence of commutative semi-simple algebras of Mx(C) 0 , and so each of them 

induces a set of relations on X by means of its primitive idempotents. Thirdly, 

Ai ~ A 3 ~ A 5 ~ · · · is a sequence of semi-simple algebras of Mx(C), and so their 

representaions can be used to analyse the interactions between the relations on X 

that are induced by the sequence Ao ~ A2 ~ A4 ~ · · · . 

3 Polynomial association schmes 

In this section, we analyse distance-polynomial graphs and distance-regular graphs 

from the viewpoint of the Weisfeiler-Leman stabilization. This approach naturally 

leads us to define polynomial graphs or equivalently polynomial association schemes, 

which lie in between them. Given the 1st eigenmatrix, we can check whether an 

association scheme is polynomial or not. 

Let r be a connected graph, X the vertex set of r, and A the adjacency matrix 

of r. The distance function of the graph r is denoted by 8, i.e., o(x, y) is the length 

of a shortest path joining x and y (x, y E X). 
First, set .F = {A} and apply the W-L stabilization to .F. By (6), (7), we have the 

sequence Ao ~ Ai ~ A2 ~ A3 ~ • • • , which eventually reaches the coherent closure 

M = M(.F) of .F. The first three are 

Ao= Span{A, J} ~ Mx(C) 0
, 

Ai = ( A, I, J) ~ Mx(C), 

A2 =(Ai)°~ Mx(C) 0
• 

Note that Ai = ( A, I, J) is the generalized adjacency algebra of r. 
Define the ith distance matrix A by 

A(x, y) = 1 if o(x, y) = i, 0 otherwise. 

For i = 0, 1, we have Ao= I, Ai = A. The following lemma holds. 

Lemma 1 For i = 2, 3, · · ·, the distance matrix Ai is contained in A 2 . 

(9) 

(10) 

(11) 

(12) 
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We now assume in addition that our graph r is regular with valency k. Observe 

that the all-ones matrix J is a polynomial in A, since 111 J is the projection onto the 

eigenspace belonging to the eigenvalue k of A. So instead of (10), (11), we have 

A1 =(A)= Span{Ai IO::::; i::::; D} ~ Mx((C), 

A2 = (Ai IO::::; i::::; D) 0 ~ Mx({C) 0 , 

(13) 

(14) 

where D + l is the degree of the minimal polynomial of A. Note that A1 is the 

adjacency algebra of r. Let diam(r) denote the diameter of r. Then we have 

diam(r)::::; D. (15) 

Let r = r(F) be the coherent length from (8). Then r = 0 if and only if r is a 

complete graph or equivalently diam(r) = 1. This is because by (9), 

Ao= Span{A, J} ~ Mx((C) 0 

is required to coincide with the minimun coherent algebra of dimension 2, if r = 0. 

We are interested in the class of regular connected graphs that haver = 1. Suppose 

r = 1, i.e., A 1 = A 2 and 2 ::::; diam(r). Let M = M(F) be the coherent closure of 

F = {A}. Then by (13) we have 

M = Span{Ai IO::::; i::::; D}. (16) 

Let { Aa I a E A} denote the set of primitive idempotents of M with respect to the 

Hadamard product: 

M = Span{A, I a EA}, 

Aa O A13 = 6a,(3Aa, L Aa = J, 
aEA 

(17) 

(18) 

where 8a,f3 is the Kronecker delta. Then there arises a symmetric association scheme 

(19) 

for which M is the Bose-Mesner algebra, i.e., Ra is the relation on X corresponding 

to the (0, 1) matrix Aa, a E A. Note that there is a special a 0 E A for which 

(20) 

Note also 

dim M = D + l = IAI. (21) 
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Definition 2 A symmetric association scheme X = (X, {Ra}aEA) is called polyno­

mial if its Bose-Mesner algebra M satisfies (16) for some A E M with the property 

that Ao A= A and Ao I= 0. Note that Ao A= A holds if and only if A is a (0, 1) 
matrix. 

So from a regular connected graph r with r = 1, a polynomial association scheme 

naturally arises. In this sense, a regular connected graph r with r = 1 is called poly­

nomial. Conversely start with a polynomial association scheme X = (X, {Ra}aEA)­
Then the Bose-Mesner algebra of Xis generated by a (0, 1) matrix A with Ao I= 0. 

It is easy to see that the graph r for which A is the adjacency matrix is regular, 

connected and has r = 1, unless the Bose-Mesner algebra is spanned by I, J, in which 

case r = 0. So from a polynomial association scheme, a polynomial graph natually 

arises. Note that the (0, 1) matrix A with Ao I= 0 that generates the Bose-Mesner 

algebra of a polynomial association scheme may not be uniquely determined. 

For a connected graph r, let Ai, 0:::; i :::; diam(f), be the distance matrices from 

(12). By Lemma 1, it always holds that 

Span{Ai IO:::; i:::; diam(r)} ~ A2. (22) 

If r is regular and a stronger condition 

Span{ Ai I O ::::: i ::::: diam(r)} ~ A1 (23) 

holds for r, we call r distance-polynomial. In other words, r is distance-polynomial 

if each distance matrix Ai is a polynomial in the adjacency matrix A of f: this is 

the original definition, in which r is not assumed to be regular, but since the super­

regularity, particularly the regularity, is derived from the original definition [13], we 

can add the regularity to the defining condition from the beginning. A distance­

polynomial graph r is called distance-regular if the equality holds in (23), i.e., 

A1 = Span{A IO:::; i:::; diam(r)}. (24) 

Observe that a distance-polynomial graph r is distance-regular if and only if the 

equality holds in (15), i.e., diam(r) = D. This is because dimA1 = D + 1 by (13). 
Also observe that the condition (24) implies that A1 is closed under the Hadamard 

product and hence A1 = A2. 

Therefore if a graph r is distance-regular, then r is polynomial, and if a graph r 

is polynomial, then r is distance-polynomial. We are interested in the gap between 
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the class of distance-regular graphs and that of polynomial graphs, since the gap is 

formulated in terms of symmetric association schemes. 

We start with a symmetric association scheme X = (X, {Ra}aEA)- The Bose­

Mesner algebra M of Xis 

M = Span{Aa I a EA} (25) 

= Span{E,\ I.XE A}, (26) 

where { Aa I a E A} is the set of primitive idempotents of M with respect to the 

Hadamard product, which is characterized by (18), and {E,\ I .X E A} is the set of 

primitive idempotents of M with respect to the ordinary matrix product: 

E,\Eµ = 8,\µE,\, LE,\ = I. 
,\EA 

Note that there is a special .X0 E A for which 

(27) 

(28) 

Compare (28) with (20). The first eigenmatrix P = (Pa(.X) )a,,\EA and the second 

eigenmatrix Q = ( q,\ (a)) ,\,aEA are the transition matrices between the two bases of 

M: 

For a subset A1 of A, set 

Aa = LPa(.X)E,\, 
,\EA 

1 
E,\ = !XI L q,\(a)Aa, 

aEA 

PQ = QP = IXII. 

PA1 (.X) = L Pa(A). 
aEA1 

By (26), (27) and AA1 = I:,\EAPA1 (.X)E,\, we immediately have 

(29) 

(30) 

(31) 

(32) 

(33) 

Lemma 3 The (0, 1) matrix AA1 generates the subalgebra M of M(C) if and only if 

PA1 (.X), .X E A, are distinct. 
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Given the first eigennatrix P = (pc,(.\))<>,>-EA, we can check in principle whether the 

symmetric association scheme is polynomial or not, using this lemma. 

We now return to a polynomial association scheme X = (X, {R<>}<>EA), The Bose­

Mesner algebra of X is M = Span{A"' I a E A}, where A<>, a E A, is the relation 

matrix of Re,, By the definition of a polynomial association scheme, Xis a symmetric 

association scheme and its Bose-Mesner algebra M satisfies the following property: 

there exists a (0, 1) matrix A EM such that Ao I= 0 and 

(34) 

for some polynomial v"'(x) E (C[x]. Let cp(x) denote the minimal polynomial of A. 

Set degcp(x) = D + 1: the degree of cp(x) is D + l. We may assume 

degv"'(x)::; D, a EA. 

Regarding Mas a subalgebra of Mx((C), we have 

M =(A)= Span{Ai IO::; i::; D} 

~ C[x]/(cp(x)) = (x) = Span{xi IO::; i::; D}, 

where (cp(x)) is the ideal of the polynomial ring (C[x] generated by cp(x), and 

M = Span{v"'(A) I a EA} 

~ C[x]/(cp(x)) = Span{v"'(x) I a EA}. 

Since (A - kl)J = 0 and J = L<>EA A"'= L<>EA v"'(A), we have 

1 
cp(x) = -(x - k) L v<>(x), 

C <>EA 

(35) 

(36) 

(37) 

(38) 

where k is the constant row sum of A and c is the leading coefficient of L<>EA vc,(x). 
Let r be the polynomial graph for which the adjacency matrix is A. Define a 

partition 

u 
0:Si:Sdiam(r) 

of A by setting inductively as 

Ao = { ao}, Ac,0 = I, 

Ai = { a E A I Ai o A°' =/- 0} - ( Ao U A 1 U .. · U Ai-1). 

(39) 

(40) 

( 41) 
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Then the ith distance matrix of r from (12) is given by 

AA, := L A,, 0 ::; i ::; diam(r). (42) 
<>EA, 

Note that the notation of the ith distance matrix is changed in ( 42) to be AAi · 

The polynomial graph r becomes distance-regular if and only if diam(r) = D, 

which is equivalent to the condition 

IAil = 1, 0::; i::; diam(r), 

because IAI = D + l by (21). In this case, it is well-known that 

Ai= {ai}, degv"'.(x) = i, 0::; i::; D. 

(43) 

(44) 

The polynomial association scheme Xis called P-polynomial if the polynomial graph 

r, from which X arises, is distance-regular. In terms of the first eigenmatrix 

P = (p"'(.X))<>,>,EA, a symmetric association scheme X is P-polynomial if and only 

if there exists an ordering a 0, a1 , · · · , aD of the indexes in A (D = IAI - 1) such 

that p"'.(.X) = v"'.(p"'1 (.X)) for some polynomial v°'i(x) of degree i, 0::; Vi ::; D. It 

seems that Lemma 3 suggests a huge gap between the class of polynomial association 

schemes and that of P-polynomial association schemes. However, when we check 

distribution diagrams of generously transitive groups, we are inclined to think the 

following conjecture plausibly holds for N = 8. 

Conjecture 4 There exists an absolute constant N such that any polynomial graph 

r that satisfies IAil = 1, 0::; i::; N, for Ai from (41) is distance-regular, i.e., 

4 Co-polynomial association schemes 

In this section, we discuss co-polynomial association schemes as the dual objects of 

polynomial association schemes, tracing the previous arguments with { A"' I a E A} 

and { E>, I A E A} interchanged. Given the 2nd eigenmatrix, we can check whether an 

association scheme is co-polynomial or not. 

Definition 5 A symmetric association scheme X = (X, { R"'}"'EA) is called co-polynomial 

if its Bose-Mesner algebra M is generated as a subalgebra ofMx((['.) 0 by some EE M 
with the property that EE= E and EJ = 0. An element E E M is called an idem­

potent if EE = E holds with respect to the ordinary matrix product. 
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Let x = (X, {R0JaEA) be a symmetric association scheme. Let M be the Bose­

Mesner algebra of x. Then M is given by (25), (26) with the properties (18), (20), 
(27), (28): 

M = Span{Aa I a: EA}= Span{E;. I A EA}, 

Aa O Af:J = 6a,f:JAa, L Aa = J, Ac,0 = I, 

Let P = (Pa(.X.))a,>.EA, and Q = (q;.(o:))>.,aEA be the first eigenmatrix and the second 

eigenmatrix of x, respectively. So by (29), (30), (31) 

Aa = LPa(.X.)E;., PQ = QP = IXII. 
>.EA 

For a subset A1 of A, set 

EA1 = LE;., qA1 (a:) = L q;.(o:). 
>.EA1 >.EA1 

By (25), (18) and EA1 = 
1
1

1 
LaEA qA1 (o:)Aa, we immediately have 

Lemma 6 The idempotent matrix EA1 generates the subalgebra M of M(<C) 0 if and 

only if qA1 (a:), a: E A, are distinct. 

Given the second eigenmatrix Q = (q;.(o:))>.,aEA, we can check in principle whether 

the symmetric association scheme is co-polynomial or not, using this lemma. 

Now we assume that the symmetric association scheme x = (X, {Ra}aEA) is co­

polynomial. By the definition of a co-polynomial association scheme, there exists an 

idempotent EE M such that EJ = 0 and in the subalgebra M of Mx(<C) 0 

(45) 

for some polynomial v;_(x) E CC[x]. Let ip*(x) denote the minimal polynomial of IXIE 

in the subalgebra M of Mx(<C) 0 • Set degip*(x) = D* + 1. So 

dimM = D* + 1 = IAI. (46) 

We may assume 

degv;(x)::::; D*, .X. EA. (47) 
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Regarding Mas a subalgebra of Mx(C) 0 , which is denoted by M 0 , we have 

M 0 = ( E )0 = Span{(IXIE) 0 i IO :Si :SD*} 

~ C[xl/('P*(x)) = ( x) = Span{xi IO :Si :SD*}, 

where (IXIE) 0 i is the ith power of IXIE with respexct to the Hadamard product, and 

M 0 = Span{vt(IXIE) I>- EA} 

~ C[x]/('P*(x)) = Span{vt(x) I>- EA}. 

Since (IXIE - mJ) o I= 0 and I= L>.EA E>. = 111 L>.EA v;,(IXIE), we have 

where mis the rank of E and c* is the leading coefficient of L>.EA v;,(x). 
Define the subset A; of A inductively by 

1 
A~= {,\o}, E>,0 = IXIJ, 
A;={,\ EA I E 0 iE>- # O} - (A~ U A~ U · · · U A;_1). 

The co-diameter of X is defined to be 

diam*(X) = max{i E Z>o I AJ # 0}. 

Then we get a partition 

A= u A* 
' D::;i::;diam*(X) 

and the ith co-distance matrix 

Note that 

EA'[ := LE>., 0 '.Si :S diam*(X). 
>-EA'[ 

diam*(X) :S D* 

and compare it with (15). 

(48) 

(49) 

(50) 

(51) 

(52) 

(53) 

(54) 

(55) 

(56) 
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The co-polynomial association schme X is called Q-polynomial if diam* ( X) = D*, 

which is equivalent to the condition 

IA;I = 1, 0 Si S diam*(X), 

because IAI = D* + 1 by (46). In this case, it is well-known that 

A7 = {Ai}, degvUx) = i, 0 Si SD*. 

(57) 

(58) 

In terms of the second eigenmatrix Q = ( q>,. ( 0:)) >-.,aEA, a symmetric association scheme 

Xis Q-polynomial if and only if there exists an ordering Ao, A1 , · · · , AD• of the indexes 

in A (D* = IAl-1) such that q>-.; (a) = vt (q>-.1 (a)) for some polynomial vt (x) of degree 

i, 0 s Vi s D*. It seems that Lemma 6 suggests a huge gap between the class of 

co-polynomial association schemes and that of Q-polynomial association schemes. We 

are not sure if the dual version of Conjecture 4 holds, since we have not yet started 

to collect examples of co-polynomial association schemes. 

Question 7 Does there exist an absolute constant N* such that any co-polynomial 

association scheme X that satisfies IA; I = 1, 0 S i S N*, for A; from (52) is 

Q-polynomial? In other words, 

Recently, Jack Koolen et al proved [15]: 

Theorem 8 AP-polynomial asociation scheme is co-polynomial and a Q-polynomial 

association scheme is polynomial. 

He conjectures (personal communication): 

Conjecture 9 Symmetric association schemes are co-polynomial if they do not have 

non-trivial fusion schemes. 

In fact, a stronger version of Theorem 8 is shown in [15]. Modifying Definition 2 (resp. 

Definition 5), let us call a symmetric association scheme X = ( X, {Ra} aEA) strongly 

polynomial (resp. strongly co-polynomial) if its Bose-Mesner algebra M is generated 

by some primitive idempotent Aa of M 0 as a subalgebra of Mx(C) (resp. generated 

by some primitive idempotent E>,. of M as a subalgebra of Mx(C) 0 ). Obviously, a 

strongly polynomial (resp. strongly co-polynomial) association scheme is polynomial 

(resp. co-polynomial). In [15], it is shown that a P-polynomial association scheme is 
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strongly co-polynomial and a Q-polynomial association scheme is strongly polynomial. 

However, Conjecture 9 does not hold, if the 'co-polynomial' property is replaced by 

the 'strongly co-polynomial' property. Eiichi Bannai and Da Zhao observed that the 

group association scheme of the Janko group J1 (resp. the alternating group A10 ) has 

a fusion scheme of class 4 (resp. class 21) that is not strongly polynomial and has 

no non-trivial fusions (personal communication). They made similar observations for 

the group association schemes of simple groups A5 , A6 , PSL(2, 8), PSL(2, 13). 

We close this expository article with the well-known conjecture [l]: 

Conjecture 10 In the class of primitive symmetric association schemes X = (X, { Ra}aEA) 
with sufficiently large IAI, X is ?-polynomial if and only if X is Q-polynomial. 
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