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Abstract 

In this note, we survey the results in the author with Masaki and Uriya [14, 17] for the final 
state problem for nonlinear Schrodinger equations with critical homogeneous nonlinearity which 
is not necessarily a polynomial. It is also mentioned that a regularity condition for the final data 
can be improved by estimates for the kind of asymptotics of the solution developed by Kawamoto 
and the author [12]. 

1 Introduction 

In this note, we deal with the final state problem for the nonlinear Schrodinger equation 

1 
iBtu + 2~u = F(u), (NLS) 

where (t, x) E JR+ x JRd, d,:::; 3, and u = u(t, x) is a CC-valued unknown function. The nonlinearity 
Fis homogeneous of degree 1 + 2/d; that is, it satisfies 

(H) 

for any a> 0 and z E CC. The typical example is F(u) = µlul~u (µ E JR\ {O}) which is called 
the gauge-invariant nonlinearity. Moreover, the following nonlinearity also satisfies (H): 

This type of the nonlinearity is introduced by Kato [11]. When a1 = 1 and a2 = 0, it also appears 
as a main part of a generalized version of Gross-Pitaevskii equation introduced in Masaki and 
the author [16]. The aim of this note is to survey the result in [14, 17] and to mention that 
we can improve the regularity condition for the final data, necessary to discuss the asymptotic 
behavior of solutions to (NLS). 

It is known that the exponent 2/d is a threshold in view of the long-time behavior of solu­
tions. To describe why the exponent 2/d is the threshold, let us consider the gauge invariant 
nonlinearity F(u) = µlulPu, p > 1. When p > 2/d, it is known that (NLS) admits a nontrivial 
solution to possess the asmptotics of the free solution eittlf2u+ of the form 

(1) 
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as t -+ oo (e.g. [29]). However, if p = 2/d, then there are no nontrivial solutions that behave 
like the free solution in L2-topology for large time (e.g. [1,27]). 

In the case of p = 2/d, Ozawa [23] and Ginibre-Ozawa [2] show that the equation has a 
solution that asymptotically behave like the free solution with a logarithmic phase correction 

(it)-~ei~u+ (D exp (-iµ 114 (f) I¾ logt) (2) 

for large time. Here we say that the nonlinearity is short-range if (NLS) admits a nontrivial 
solution that asymptotically behaves like (1) for large time. Also the nonlinearity is said to 
be long-range if (NLS) admits a nontrivial solution that asymptotically behaves like (2) with a 
suitable µ E JR\ {0}. 

Let us further focus on the case p = 2/ d. In this case, the asymptotic behavior of the solutions 
depends on the shape of the nonlinearity. For instance, when d = 2, F( u) = µlulu+ A.1 u2 + .A.2u2 

with Aj E IC is short-range ifµ= 0 and long-range ifµ f O (cf. [9, 10, 20, 25]). Eventually, via 
the Fourier series expansion, Masaki and the author [14] treat general nonlinearity satisfying 
(H), namely, including the non-gauge-invariant nonlinearity, and they prove that if go = 0 and 
g1 E JR, then (NLS) admits a nontrivial solution that asymptotically behaves like (2) with µ = g1 
by introducing a decomposition of the nonlinearity 

F(u) = 9olull+¾ + 91lul¾u + L 9nlull+¾-nun (3) 
n,fO,l 

with the coefficients 

(4) 

under a summability assumption on {gn}n (see also [17]). In particular, if go = g1 = 0 then 
there exists an asymptotically free solution. We note that if go f 0, then there are no solutions 
that behave like a free solution (cf. [15, 19, 24, 26]). Also, we only consider the case where the 
given final data u+ has a very small low-frequency part, because if the data has a non-negligible 
low-frequency part, then there appears other kind of asymptotic behavior (see [3,4, 6-8, 21, 22]). 

In order to present our result, let us briefly introduce the decomposition of the nonlinearity 
via the Fourier series expansion used by [14, 17]. The same concept can be found in [18, 28]. We 
identify a homogeneous nonlinearity F with 21r-periodic function g as follows: A homogeneous 
nonlinearity F is written as 

F(u) = lull+¾p (i~
1
). 

We then introduce a 21r-periodic function g(0) = gp(0) by gp(0) = F(ei6). Conversely, for a 
given 21r-periodic function g, one can construct a homogeneous nonlinearity F = F9 : IC -+ IC 

2 
by F9 (u) = lulJg (argu) if u f O and Fg(u) = 0 if u = 0. Since g(0) is 21r-periodic function, at 
least formally, g(0) = L-nEZgneine holds with (4). Thus, the expansion gives us (3). 

Throughout this note, we assume the following condition for {gn}: 

Assumption 1. Assume that the nonlinearity F: IC-+ IC is a homogeneous of degree 1 + 2/d 
such that 9n defined by ( 4) satisfies 9o = 0, g1 E JR and 

L lnll+'llgnl < 00 

nEZ 

for some T/ > 0. 
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Notations 

We introduce some notations used throughout this note. For any p? 1, £P = LP(JR.d) denotes 
the usual Lebesgue space on JR.d_ Set (a) = (1 + lal 2 ) 112 for a E C or a E JR.d_ Let s, m E R 
The weighted Sobolev space and the homogeneous Sobolev space on JR.d are defined by Hm,s = 
Hm,s(JR.d) = {u E Y' I (x) 8 (iV)mu E £ 2} and ifs = H8 (1R.d) = {u E Y' I IVl 8 u E £ 2}, 

respectively. Here Y' is the space of tempered distributions. We simply write Hm = Hm,o. 
F[u] = u is the usual Fourier transform of a function u on JR.d and F-1[u] = u is its inverse. 
llgllLip stands for the Lipschitz norm of g. The smallest integer no such that no ? 6 is denoted 
by 151 for any 6 E R 

In [14, 17], Masaki, the author and Uriya prove the following: 

Theorem 1 ([14, 17]). Let d ,( 3. Suppose that F satisfies Assumption 1 for some T/ > 0. Set 
6 > 0 such that d/2 < 5 < min (d, 1 + 2/d, d/2 + 2T/)- Take 

5' = 1 (d = 1), 5' = 2 (d = 2), 5' = 5/3 (d = 3). (5) 

Then, there exists co= co(llgllLip) > 0 such that for any u+ E H 0 ,o' n fI-o with llu"+IIL= < co, 

there exist a T? land a solution u E C([T, oo); L2(JR.d)) to (NLS) which satisfies 

~~~Tb (llu - upllLf'([r,oo);L;) + llu - upllxd(r)) < 00 

for any b E (0, 5/2), where 

up(t) = (it)-~i;\
2 it+ (f) exp (-ig1 Iii+ (f) I~ logt), 

and 

(6) 

(7) 

(8) 

The uniqueness assertion of the solution is in the following sense: If u E C ( [T, oo) ; £ 2 (JR.d)) 
solves (NLS) and satisfies (6) for some T and b > d/4, then u = u. 
Remark 1. When F(u) satisfies Assumption 1 and g1 i= 0, Theorem 2 ensures that (NLS) 
admits a long-range nontrivial solution. The typical example of the nonlinearity is F( u) 

2 
I Reul;i Reu. In fact, the corresponding periodic function is 

as n--+ oo. Further, under Assumption 1 and g1 = 0, Theorem 2 implies that (NLS) admits a 
2 2 

short-range nontrivial solution. We then have the example F(u) = I Reul;i Reu - ii Im ul ;i Jm u 
with 

g(0) = I cos01~ cos0- ii sin01~ sin 0, 9n = O(lnl-~-2) 

as n --+ oo. For the computation of 9n, we refer to [17]. 

In the case d = 2, 3, applying the estimate for the asymptotic profile up developed by 
[12, Appendix], it enables us to improve the regularity condition for 61• 
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Theorem 2. Let d = 2, 3. Assume the same condition in Theorem 1 except for that of o'. Set 
o' = o. Then the same assertion to Theorem 1 holds. 

The rest of the note is organized as follows: In section 2, we state the outline of the proof of 
Theorem 1 based on the contraction argument via an integral equation associated with (NLS) 
around a prescribed asymptotic profile (7). Section 3 is devoted to estimate the external term 
in the integral equation which is main issue to prove Theorem 1. We also prove Theorem 2 in 
which the regularity condition of the final data is improved, necessary to allow (NLS) to possess 
the solution of which the asymptotic behavior is determined by the shape of the nonlinearity. 

2 Outline of the proof 

The strategy of the proof of Theorem 1 is to solve an integral equation associated with (NLS) 
around a prescribed asymptotic profile. Let v(t) be a given profile which is specified later. We 
denote a new unknown w by w := u - v. Then we obtain the equation 

. 1 (· 1 ) (· 1 ) i8tw + 2~w = F(u) - i8tv + 2~v = F(v + w) - F(v) - i8tv + 2~v - F(v) . 

Since v(t) is an expected asymptotic profile of u(t), we may assume that llw(t)ll£2-+ 0 as t-+ oo. 
Therefore it follows from the Duhamel principle that w(t) solves the integral equation 

w(t) = i lXJ U(t - s)(F(v(s) + w(s)) - F(v(s))) ds + £(t), 

where U(t) = eitl!./2 and 

£(t) = -i 100 U(t - s) (i8tv(s) + ~~v(s) - F(v(s))) ds. 

(9) 

(10) 

Conversely, if we find a solution to (9), then u := v + w is a mild solution to (NLS), that is u(t) 
solves 

u(t) = v(t) + i 100 U(t - s)(F(u(s)) - F(v(s))) ds + £(t). 

As for the existence of the solution to (9), we establish the following: 

Proposition 3 ([13, 14, 17]). Suppose that g is Lipschitz continuous. Then there exists a 
constant Eo = Eo(d, Ilg II Lip) > 0 such that if v(t) satisfies 

d 

sup t 2 llv(t) 11£= ,( Eo (11) 
t),To 

and if an external term £ satisfies 

::t Tb (11£11L;"'([T,oo);L~) + 11£11xd(T)) ,;:;; E (12) 

for some To ~ 1, b > d/4 and EE (0, Eo), then there exists a T = T(llgllLip' b) ~ To such that (9) 
admits a unique solution w E C([T, oo ); L2 ) satisfying 

~~?Tb (llwllL;"'([T,oo);LD + llwllxd(T)) ,( 2E, 

where II · llxd(T) is defined by (8). Moreover, u := v+w is an L2-solution to (NLS) if v E C(JR; L2). 
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Remark 2. Under Assumption 1, g(0) is Lipschitz continuous. Indeed, we see that 

nEZ nEZ 

for any 01, 02 ER 

The proof is based on the contraction mapping argument via the Strichartz estimate. Remark 
that as for d = 3, thanks to a use of the end-point Strichartz estimate, it enables us to remove 
the auxiliary space XJ(t). On the other hand, if d = l, 2, the end-point is not acceptable to 
possess the Strichartz estimate, so we need the auxiliary space to close the estimate. Theorem 
1 is a consequence of Proposition 3. Namely, under the assumption of Theorem 1, once the 
prescribed profile v and the external term E satisfy the assumption (11) and (12), respectively, 
we establish Theorem 1. 

Before dealing with the above issue, we mention the key tool of our analysis in terms of U(t). 

Lemma 4 (Dollard decomposition). For¢ E Y(JRd), define 

ilxl 2 1 
(M(t)¢) (x) = e----,,,----¢(x), (V(t)¢) (x) = (it)d/2¢(x/t). 

Then U(t) = M (t) V(t)§ M (t). 

Using the above notations, we can simply write the asymptotics Up as 

Up(t) = M(t)V(t)w(t), w(t) = u+ exp (-ig1lit+I~ logt). (13) 

Taking v = up, let us verify that v and E fulfill (11) and (12). It is immediate to see that 

for any T), 0. This yields (11) under the assumption in Theorem 1. As for (12), we deal with 
the latter section. 

2.1 Proof of Theorem 1 

In the end of this section, we prove Theorem 1 when E fulfills (12). Take b1 E (d/4, o/2). Then 
there exists Ea> 0 such that for any u+ E Ha,o' with llit+IIL''° < Ea, there exist a T1 = T(b1)), 1 
and an unique solution u1 E C([T1, oo); £ 2) to (NLS) with (6). Let us show that u1 satisfies (6) 
for any b E (0, o/2). It is clear that the solution u1 satisfies (6) for any b,;:; b1. Fix b2 E (b1, o/2). 
then there exist a T2 = T(b2)), 1 and an unique solution u2 E C([T2, oo); £ 2). Since b1,;::; b2, by 
the uniqueness property of the solution space, we have u1 = u2 on [T2, oo). Hence u1 satisfies 
(6) with b2 . This completes the proof. 

3 Estimates for the external term 

In this section, we shall show that the external term E, defined by (10), satisfies (12) under the 
assumption in Theorem 1. To this end, we use the following identity: 
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Lemma 5 ([10, 13, 14, 17]). Denote Eby (10). Then it holds that 

E(t) = Er(t) + Enr(t), 

where w is defined by (13), 

Er(t) = R(t)w(t) - i 100 U(t - s)R(s)9(w(s)) ds, 
t s 

Enr(t) = i 100 U(t - s)N(up(s)) ds, 

and 

nf0,1 

R(t) = M(t)'D(t) (§M(t)§-1 -1). 

In what follows, we set c/>n = lwll+5-nwn. Define r5 > 0 and r5' > 0 as in the assumption of 
Theorem 1. Also, fix n E Z and we handle estimates for each n. 

By the choice of the constant 91 in the phase correction in w, the resonant part Er has the 
factor R(t) which gives us the necessary decay in time. Hence we see that Er satisfies (12) as 
follows: 

Lemma 6 ([10]). Let u+ E H0,6'. It holds that 

IIR(t)w(t)IIL;'°(T,oo;L2) + IIR(t)w(t)llxd(T) 

,( CT-! (g1 logT) r6l llu+ IIHo,o ( 1 + llii+ Ill=) r6l 

and 

11100 U(t - s)R(s)Q(w(s)) ds II + 11100 U(t - s)R(s)Q(w(s)) ds II 
t S L;'°(T,oo;L2) t S Xd(T) 

,( Cl91I 100 
s-1-!ll¢1(s)IIH• ds 

for any T ~ 1. 

Let us deal with the treatment of Enr. To obtain necessary time-decay, we pay attention to 
the difference between the phase oscillation of N( up) and that of asymptotics to the free solution 
U(t)u+· Using the integration by part in time, one can extract the necessary decay from the 
difference. The following holds: 

Proposition 7 ([14, 17]). Let u+ E H 0,6' n if-6. Then there exists C > 0 such that 

IIEnrllL;'°(T,oo;L2) + IIEnrllxd(T) 

,( C L lnl-H1+1)-cl9nl 100 
s-l-! (11¢n(s)IIH• + 111e1-6¢n(s)tJ ds 

nf0,1 T 

+ C L lnl-H1)-cl9nl 100 
s-l-! (11as¢n(s)IIH• + 111el-68s¢n(s)tJ ds 

nf0,1 T 

+ C L ln1½-H1J-cl9nl (100 
s-1- 26 (11¢n(s)IIH• + II lel-6¢n(s) tJ 4 ds) 

114 

nf0,1 T 

for all T ~ 1, where T/ > (r5 - d/2)/2 and E > 0 is a sufficiently small constant. 
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3.1 Improvement of the regularity condition 

To complete the proof of Theorem 1, it remains to estimate the terms for <Pn· In [14, 17], in order 
to weaken the condition on the nonlinearity for the summability of 9n, they use an interpolation 
technique to see 

where o' is in (5). This technique enables us to improve the upper bound of II lwll+~-niil'IIH' 
from O(nr5l) into O(n°). However, we then need stronger regularity conditions for the final 
data. Thus Theorem 1 has been proven under (5). Later on, Kawamoto and the author [12] 
improve the technique by combining the fractional Leibniz rule and an intermediate use of the 
interpolation. Owing to the improvement, we can weaken the regularity condition into o' = o. 
The key of the improvement is o > 1, so it is only for d = 2, 3. 

In what follows, fix o' = o and we only consider the case d = 2, 3. 

Proposition 8 ([12]). Suppose u+ E H 0,0'. Take 1 = o if d = 2 and I E (o, 1 + 2/d) if d = 3. 
Then there exists C > 0 such that 

for any t:): 1. 

Proposition 9 ([12]). Suppose u+ E H 0 ,o'. Then there exists C > 0 such that 

for any t:): 1. 

To prove the above propositions, we need the following: 

Proposition 10 ([5, 12]). Suppose u+ E H 0,0 . Then there exists C > 0 such that 

for any t:): 1. 

In order to mention about the idea of the improvement of the regularity condition, we give 
a sketch of the proof of Proposition 8. 

Sketch of the proof of Proposition 8. For simplicity, we only treat the case d = 2. A direct 
calculation shows that 

The fractional Leibniz rule gives us 
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We then see from the interpolation that 

111v18-1 (lw1¾-n+1wn-1) t~ ~ clllwl¾-n+1wn-111:~11v (lwl¾-n+lwn-1) [~,1 

~ C (n)8-1 llwlllt+i)(2-b)ll1wl¾+1-nvw1[: 

~ C (n/-1 llwllt!1-8IIVwllf-;}. 

Combining the above with Proposition 10, together with the Gagliardo-Nirenberg inequality 

the desired assertion holds since the last term is similar. □ 

By Lemma 6 and Proposition 8, there exist a constant C = C (g1, d, llu+IIHo,,') > 0 and 
bo = bo(o) > 0 such that 

(14) 

for any T): 1. Further, by Lemma 5, collecting (14), Proposition 7, Proposition 8 and Proposi­
tion 9, there exist C = C ({gn},71,d, llu+IIHo,,'nH-,) > 0 and bo = bo(o) > 0 such that 

Tb (IIEIILf'([T,oo);Li) + IIEllxd(T)) ~ Gebo 

for any T ): 1. Hence we conclude that there exists To ): 1 such that E fulfills (12) under the 
assumption of Theorem 2. 
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