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RECENT PROGRESS IN THE STABILITY THEORY 
FOR THE SYMMETRIC HYPERBOLIC SYSTEM 

WITH GENERAL RELAXATION 

YOSHIHIRO UEDA 

1. INTRODUCTION 

In this note, we summarize the stability theory for the symmetric hyperbolic system 
with relaxation. The symmetric hyperbolic system with relaxation is described as 

follows. 
n 

(1.1) Ao切＋〉が厄 ＋ Lu=O.
J=l 

Here, u = u(t, x) E賊movert> 0 and x = (x1, ・ ・ ・五％） €恥n with n ~ 1 and m ~ 2 
is an unknown vector function, and A0, Aj and L are real valued m x m constant 

matrices for 1 ::::; j ::::; n. We assume the following condition for the coefficient matrices 

of (1.1). 

Condition (A): A0 is real symmetric and positive definite, AJ (1さj::::; n) are real 

symmetric, while L is not necessarily real symmetric but are non-negative definite 
with the non-trivial kernel. 

Namely, Condition (A) means that the constant matrices satisfy the followings. 

(A州＝が（0::::;j::::; n), 

A0 > 0, L" ~ 0 on 町，

Ker(£)# {O}. 

Here and in the sequel, the superscript T stands for the transposition, and * stands 
for the Hermitian transposition. X" and XD are denoted the Hermitian and skew-

Hermitian part of the complex matrix X, respectively. Namely, Xじ：＝ （X + X*)/2 
and XD := (X -X*)/2. Furthermore, am x m complex matrix X is called positive 

definite (resp. semi-positive definite) on cm if〈X鯰¢〉 >0(resp. <x"'P,'P>~ 0) 
for any'P E Cm¥{O}, where <•, •> denotes the standard inner product in C匹 Fora 

complex matrix X, II ・ II denotes a spectral norm, that is, 

IIXII 
IX叫

:= max = max|Xa|． 
叶 0|'P| |a|＝1 

To analyze the dissipative structure of (1.1), we apply the Fourier transform to 
(1. 1). This yields 

(1.2) Ao切十 il~IA(w)u +Lu= 0. 
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Here, we used a notation that 

n 

A(w)：＝〉がWj,

j=l 

where w = (w1,・・・,wn) is a unit vector in町， whichmeans w E sn-l_ Then the 

corresponding eigenvalue problem is 

(1.3) 入A0cp+ (irA(w) + L)cp = 0 

for r：：：：：゚ andw E 3n-1. Here,（入，¢） E C X C八{O}is a pair of the eigenvalue and 

the eigenvector of (1.3), To discuss the dissipative structure, we define the strict and 
uniform dissipativity for the system (1.1). 

Definition 1.1. (Strict and uniform dissipativity ([17])) (i) The system (1.1) is called 
strictly dissipative if real parts of all the eigenvalues of (1.3) are negative for each 
r > 0 and w E sn-l. (ii) The system (1.1) is called uniformly dissipative of the type 
(a,(3）if all the eigenvalues入(r,w) of (1.3) satisfy 

2a 

Re入(r,w):::;ー C

(1 +戸）°

for each r ~ 0 and w E sn-l, where c is a certain positive constant and (a,(3）is a 

pair of non-negative integers. 

Remark 1. The uniform dissipativity of the type (a,(3）with a=(3oraく (3iscalled 
the standard type or the regularity-loss type, respectively. 

If the relaxation matrix L of the system (1.1) has the symmetric property, Shizuta-
Kawashima [13] and Umeda-Kawashima-Shizuta [23] introduced the useful stability 
condition called Kawashima-Shizuta condition or Stability Condition. Precisely, they 

introduced the following conditions. 

Stability Condition (SC): For each (μ,w) E艮 xsn-1 

Ker(μI + (A0)―lA（叫） nKer(£)= {O}. 

Craftsmanship Condition (K): There is a real compensating matrix K(w) E 

C(sn-1) with the following properties: K(-w) = -K(w), (K(w)A0f = -K(w)A0 

and 

L + (K(w)A(w)）廿＞ 0 on 町

for each w E sn-i _ 

On the other hand, and Beaucherd-Zuazua [1] discussed the different condition 

called Kalman Rank Condition for the system (1.1), that is stated as follows. 
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Kalman Rank Condition (R): For each w E 3n-1, the m2 x m Kalman matrix 

has rank m, namely, 

L 
L(A0)-1A(w) 

rank I L((Ao)-1 A(w))2 
： 

L((Ao)-1 A(w)r-1 

=m. 

Then they derived the following relation to the above conditions and dissipative 

structure for (1.1). 

Theorem 1.2. ([1, 13, 23]) Suppose the system (1.1) satisfies Condition (A) with 

(1.4) Ker(£)= Ker(£り．
Then, for the system (1. 1), the following conditions are equivalent. 
(i) Stability Condition (SC) holds. 

(ii) Kalman Rank Condition (R) holds. 

(iii) Craftsmanship Condition (K) holds. 

(iv) System (1.1) is strictly dissipative. 
(v) System (1.1) is uniformly dissipative of the type (1, 1). 

The typical property of the type (1, 1) is that the high-frequency part decays ex-
ponentially while the low-frequency part decays polynomially with the rate of the 

heat kernel. A lot of physical models satisfies these conditions and can be applied 

Theorem 1.2. For example, the model system of the compressible fluid gas and the 

discrete Boltzmann equation are studied by Kawashima [7] and Shizuta-Kawashima 

[13], respectively. On the other hand, some complicated physical models which pos-

sess the weak dissipative structure called the regularity-loss structure was studied in 

recent 10 years. For example, the dissipative Timoshenko system was discussed in 

[5, 6, 12], the Euler-Maxwell system was studied in [21, 22]. We would like to em-

phasize that these physical models do not satisfy (1.4) but Condition (A). Namely, 
we can apply Theorem 1.2 to these models no longer. Considering this situation, 

Ueda-Duan-Kawashima [17] introduced the new condition called Condition (S) for 

the system (1. 1) as follows. 

Condition (S): There is a real compensating matrix S with the following properties: 
(SA0f = SA0 and 

(SL)じ十 L;2 0 on 町， Ker((SL)" + Lりs:;;;Ker(£), 

i(SA(w)t = 0 on Ker(£り
for each w E sn-l _ 

It is important to research for the dissipative structure of linear differential equa-
tions. From the detailed analysis of the dissipative structure, we can lead to the 

decay estimate for the solutions. The analysis of the dissipative structure for a prob-

lem is based on the analysis of the corresponding eigenvalue problem. The profile of 

the eigenvalues gives a useful information concerned with the dissipative structure. 
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Generally it is difficult to get a property of the eigenvalues from the coefficient matri-

ces of the system. Fortunately, if the coefficient matrices of our system have a good 
property, it might be easy to analyze the eigenvalue problem. Indeed, for the sym-

metric hyperbolic system with symmetric relaxation, Shizuta-Kawashima [13] and 

Umeda-Kawashima-Shizuta [23] introduced the stability conditions for the coefficient 

matrices and disclosed the relation between these conditions and the eigenvalues. In 

recent 10 years, a lot of physical models which do not satisfy the condition discussed 

in [13] appeared, namely, the dissipative Timoshenko system, Euler-Maxwell system, 

etc. To analyze these physical models, Ueda-Duan-Kawashima [17, 20] tried to extend 
the stability condition. However, these results are not enough to treat the general 

symmetric hyperbolic system with relaxation. Inspired by these results, Ueda [15] 

introduced the new stability condition which is the extension of the classical stabil-

ity condition derived in [13]. This new stability condition can be cover the general 

symmetric hyperbolic system with relaxation. In this situation, our purpose of this 

article is to study the detail of the dissipative structure induced by the new stability 

condition obtained in [15]. 

Then Ueda-Duan-Kawashima [17] derived the sufficient condition which is a com-

bination of Condition (K) and Condition (S) to get the uniform dissipativity of the 

type (1, 2), which is the regularity-loss type. Noting that the dissipative structure 

of the regularity-loss type is frailer than the one of the standard type. Precisely, 

Re入(r,w) may tend to zero as r→oo. This structure causes more regularity for 

the initial data when we derive decay estimates of solutions. This is the reason why 

this structure is called the regularity-loss type. Indeed, the dissipative Timoshenko 

system, the Euler-Maxwell system and the thermoelastic plate equation with Cat-

taneo's law have the dissipative structure of type (1, 2). For the detail, we refer to 

readers [5, 6, 11, 21, 22]. Unfortunately, the stability condition constructed in [17] 

is not completely enough to understand the regularity-loss structure. In fact, some 

physical models which possess the regularity-loss structure do not satisfy the stabil-

ity condition in [17] (e.g. [3, 11, 18]). Moreover, we can construct artificial models 

which have several kinds of the regularity-loss structures (in detail, see [19]). Fur-

thermore, in recent, Ueda-Duan-Kawashima in [20] succeeded to extend Condition 

(K) and Condition (S), and analyzed more complicated dissipative structures. 

This situation tells us that it is difficult to characterize the dissipative structure 

for the regularity-loss type. In this situation, Ueda [15] succeeded to extend Classical 

Stability Condition (SC) and derive the sufficient and necessary conditions to get the 

strict dissipativity for (1.1). To mention this result, we use notations that因：＝
(0, oo) and 

A(v, w) := (A0戸(vA(w)-i『)．

Then Ueda [15] introduced the following conditions. 

General Stability Condition (GSC): For each (μ, v, w) E股 x恥 xsn-19 

Ker(μI + A(v, w)) n Ker(£り＝ ｛O}. 
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General Kalman Rank Condition (GR): For each (v, w) E恥 x5n-l, the m 2 x m 

Kalman matrix has rank m, that is, 

Li 

Lば(v,w)

rank IじA(v,w)2

： 

L以(v,wr-1

=m. 

Based on these new conditions, Ueda [15] got the relation for the stability condition 
and the eigenvalue of (1.3). 

Theorem 1.3. ([15]) Suppose the system (1.1) satisfies Condition (A). Then, for the 
system (1.1), the following conditions are equivalent. 

(i) General Stability Condition (GSC) holds. 

(ii) General Kalman Rank Condition (GR) holds. 

(iii) System (1. 1) is strictly dissipative. 

To make sure the relation between Theorem 1.2 and 1.3, we introduce Condition 

(GK) which is the extension for Condition (K). 

General Craftsmanship Condition (GK): There is a m x m complex valued 

compensating matrix JC(v, w) EC（正 x5n-l) with the following properties: 

K(v, -w) = -JC(v,w), JC(v,w)* = -K(v,w) 

for each (v, w) E正 X5n-l, and there exists CK and CK such that 

u 
(1.5) 〈（L"+ (JC(v,w)A(v,w))")r,,r,>>cK~IJC(v,w)r,|> ||/C(v,w)II ~ CK 

1+炉

for each (v,w,r,) E記 xsn-1 x sm-1. 

Here, we used the notation §m-l := { r, E cm; lr,I = 1 }. In this situation, we extend 

Theorem 1.3 and get the following result. 

Theorem 1.4. ([16]) Suppose the system (1.1) satisfies Condition (A). Then, for the 
system (1.1), the following conditions are equivalent. 

(i) Stability Condition (GSC) holds. 

(ii) Kalman Rank Condition (GR) holds. 

(iii) Craftsmanship Condition (GK) holds. 

(iv) The system (1.1) is strictly dissipative. 

The property (iv) in Theorem 1.4 tells us that the solution to (1.1) should decay 
as a time tends to infinity. To conclude this conjecture rigorously, we have to get 

more information from Condition (SC), Condition (R) and Condition (K). Summa— 

rizing this situation, our main purpose of this article is to characterize the dissipative 

structure for (1.1) and extend Theorem 1.2. 

Theorem 1.5. ([16]) Let n = 1. Suppose the system (1.1) satisfies Condition (A). 

Then, for the system (1.1), the conditions (i)-(iv) appeared in Theorem 1.4 are equiv-
alent to the following condition. 
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(v) The system (1. 1) is uniformly dissipative of type (m -1, 2 (m -1)). 

We need some additional assumption for the coefficient matrices to get the same 

result in the case n 2 2. To this end, we introduce notations. For matrices X and 

Y, we introduce the binomial expansion for matrices that 

k 

(X + Y)k＝L bc,k-c(X, Y), 
£=0 

where bt,k-t(X, Y) denotes a polynomial of X and Y, which degrees of X and Y are 
£ and k -£, respectively. Namely, 

bt,k-t(X, Y) := xtyk-R + xt-1 y xyk-£-1 + xt-2y x2yk-£-1 +.... 

Remark that b。,k(X,Y) = yk and bk,o(X, Y) = Xk. Then A(r,wl is represented by 

A(r, wl = ((A0)―1(rA(w) -iLり）K

(1.6) 

k 

＝区心，k-t((A0)―1A(w),-i(A0戸Lり
f=O 

k 

= L rk-Rbe,k-e(-i(A0)―1止(Ao戸A（凶））．
f=O 

Under the additional assumption of A0, A(w) and L, we derive the following theorem 

for n 2 2. 

Theorem 1.6. ([16]) Let n 2 2. Suppose the system (1.1) satisfies that Condition 
(A) and 

Ker(L洵，い((Ao戸A(w),-i(A0)―1じ））
does not depend on w E 5n-l for each O'.S k'.S m -1 and O'.S £ :S k. Then, for the 

system (1.1), the conditions (i)-(iv) appeared in Theorem 1.4 are equivalent to (v) 
appeared in Theorem 1. 5. 

Theorem 1.5 and 1.6 tell us that at least the solution of (1.1) must have the 
quantitative decay estimate stated in Corollary 3.3 if the system satisfies Condition 

(GSC). On the other hand, if the system does not satisfy Condition (GSC), there is 

no chance to get the similar decay estimate. This situation means Condition (GSC) 

has the very important role as the index to analyze the dissipative structure for (1.1). 
The analysis of the nonlinear system is also important. In fact, Bianchini-Hanouzet-

Natalini [2], Hanouzet-Natalini [4], and Kawashima-Yong [9, 10] studied the hyper-

bolic balance laws and analyzed the dissipative structure. The essential parts of the 

analysis for nonlinear problems are derivation of the entropy functional and analysis 

of the corresponding linearized system. In the above references, the authors assumed 

(1.4) and the analysis of the linearized system lies on a standard argument. On the 

other hand, if the linearized system does not satisfy (1.4), the situation becomes 
more complicated, and we need the detailed analysis insisted in the present article. 

Kawashima-Ueda [8] suggested the extended entropy condition for the hyperbolic 

balance laws, which is applicable to these complicated situations. Our future work is 
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to study the hyperbolic balance laws which linearized system does not satisfy (1.4) 
and introduce the general condition which induces the nonlinear stability. 

2. LYAPUNOV FUNCTION 

We show the key lemma to prove the main theorems in this section. Precisely, we 

introduce the Lyapunov function for (1.2). To this end, we give a preparation. Let K, 

be a small positive number. We introduce K,k fork= 0, 1, • • •, m such that 

(2.1) 
0 = K,o <釘＜．．．＜的加

1 
欧一ー(K,k-1＋欧＋1)~ K, > 0, k = 1, ・ ・ ・, m -1. 

2 
Then we construct the useful Lyapunov function as follows. 

Lemma 2.1. Define the Lyapnov function for the system (1.2) that 

m-1 

£(1(1,w,u) :=〈A0u,u〉+<5h(l(I,w)と咲Im〈L以(1(1,w)k-lu,LじA(|(|，W)KO〉
c 

k=l 
IIA(|(|』 ||2k

for 6 > 0 and E: > 0, where保 isintroduced in (2.1) and 

IIA(l(l,w)ll2 
(2.2) h(l(l,w) := 

(IIA(l(l,w)II + ll(A0)一11111£"11)2・

Then, under Condition (A), there exist positive constants 6。andco such that 

d 
m-1 

(2.3) -8(|＜|，は），u)+ colL"u門＋c1h(l(l,w 欧

IL"A(l(l,w)kul2 
d t)区e ||A(|(|，W)||2k こ0

k=l 

and 

(2.4) 叫u12::::; £(1~1, w, u)::::;c⑭|2, 

provided by 8 = 8。andO < E: :::; :::; co, where c0, c1, c* and C* are certain positive 

constants. 

The Lyapunov function has a different property which depends on A(w) and Lb. 

We characterize the property of the Lyapunov function as follows. 

Corollary 2.2. The Lyapnov function£ introduced in Lemma 2.1 satisfies 

(2.5) 
8 
i:£(1~1,w,u)+c'D(l~l,w,u)::::; 〇，at 

where c is a certain positive constants and'D is defined by 

m-1 

区氏K 1 叫(l~l,w)誓 if A(w)争0,Lbナ0,
(1 +|年)K

k=O 

(2.6) V(l~l,w,u) := < ~戸ぎ叫A(w)kul2 if A(w)羊0,LD = 0, 

m-1 

こc臼び(Lり%|2 if A(w)三 0,Lbナ0.

k=O 
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3. POINTWISE ESTIMATE 

Using the Lyapnov function introduced in Lemma 2.1, we derive the pointwise 

estimates for the solution to our system in Fourier space. For the system (1.1), we 

introduce the initial data 

(3.1) u(O,x) = uo(x) 

for XE恥n_Then, applying the Fourier transform to (3.1), this yields 

(3.2) u(O, （）＝如（~)

for~ E町 Inthis situation, Corollary 2.2 gives the following pointwise estimates 

for solutions to (1.2), (3.2). 

Theorem 3.1. Letn = l. Suppose the system (1.1) satisfies Condition (A) and Con-

dition (R). Then the solutions to (1.2), (3.2) satisfy the following pointwise estimate 
in Fourier space. 

(3.3) 

with 

(3.4) 摩） ：＝＜ 

lu(t, ~)I <::: Ce―cp（~)t 位o(~)I 

1~12(m-1) 
if A(w)羊0, L万0,

(1 +|奸ド）2(m-l)

1~12 
if A(w)芸0, LD = 0, 

1 + 1~12 

1 if A(w)三 0, L亨 0,

where c and C are ce仕ainpositive constants. 

Theorem 3.2. Let n 2 2. Suppose the system (1.1) satisfies the same assumptions 

as in Theorem 1.6 and Condition (R). Then the solutions to (1.2), (3.2) satisfy the 

pointwise estimate (3.3) with (3.4) in Fourier space. 

Corollary 3.3. Suppose that the solutions to (1.2), (3.2) satisfy the pointwise esti-

mate (3.3) with (3.4) in Fourier space. Then the corresponding solutions to (1.1), 

(3.1) satisfy the following decay estimates. 

||tなu(t)IIL2さ;C(l + t)―4(mn-1)―2(mk-1) ||uo||L1 

+ C(l +t)―2(m£-1)||8戸uollL2 if A(w)羊0,Lb,j= 0, 

II洸u(t)IIL2::; C(l + t)―閉一ぢlluollu+ Ce―叫1洸uollL2 if A(w)争0,げ＝ 0,

lu(t, x)|::; Ce―ctluo(x)I if A(w)三 0,Lb,j= 0 

fork 2 0 and£ 2 0, where c and C are certain positive constants. 

Theorem 3.1 and Theorem 3.2 tell us that the condition (ii) is the sufficient con-

dition to get the condition (v) in Theorem 1.5 and Theorem 1.6. Corollary 3.3 is 

derived by Theorem 3.1 and Theorem 3.2. The proof is straightforward argument 

and omitted here. For the detail, we refer [14, 17, 20] to readers. 
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