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Abstract 

We consider a 2n-variable parametric minimization problem, where a parame-
ter入＞ 0.Then it holds that the parametric minimization problem derives two 
problems, which are入-parametricminimization problem (primal) and入-parametric
maximization problem (dual). Both the optimal solutions are expressed in terms 
of Gibonacci sequence, which is a parametric generalization of the Fibonacci one. 
Either solution is characterized by the backward Gibonacci sequence and its com-
plementary -Hibonacci sequence -. In particular, when a parameter入＝ 1,we 
show that Gibonacci sequence and Hibonacci sequence are represented by Fibonacci 
number. Moreover, for入＝ 4,both the sequences are represented by Sibonacci 
number. 

1 Introduction 

Recently, in [23, 24], Iwamoto and Kimura show that a parametric linear system of equa-

tions plays a fundamental part in establishing a mutual relation between minimization 

problem (primal) and maximization problem (dual). The system is of 2n-equation on 

2n-variable, called zero-minimum condition. It yields a couple of second-order finite (n-) 

linear difference equations on n-variable, which constitute the respective optimal condi-

tions. The respective equations have a minimum solution for primal and a maximum one 

for dual. Both the optimal solutions are expressed in terms of Gibonacci sequence, which 

is a parametric generalization of the Fibonacci one. Either solution is characterized by 

the backward Gibonacci sequence and its complementary -Hibonacci sequence-. 

As a historical background, see (i) Bellman and others [1-7, 28], [9, 11, 30, 31] for 

dynamic optimization, (ii) Iwamoto, Kimura, Fujita and Kira [12-22, 25-27] for comple-

mentary duality, and (iii) [8, 10, 29, 32] for Fibonacci number. 

In this paper, we consider a 2n-variable parametric minimization problem (Q), where 
a parameter入＞ 0. Then it holds that the problem derives two problems, which are 

入—parametric minimization problem (primal) and 入—parametric maximization problem 

(dual). In the case of入＝ 1,we show that both Gibonacci and Hibonacci sequences are 

represented by Fibonacci number. Thus it turns out that the optimal solutions of the 

primal and dual are represented by Fibonacci number. Moreover, in the case of入＝ 4,
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both the sequences are represented by Sibonacci number. Similarly the optimal solutions 

are represented by Sibonacci number. 

Section 2 gives a 2n-variable parametric minimization problem, where a parameter入

ranges over (0, oo). The objective function turns out to be nonnegative. It attains zero 
iff a linear system of 2n-equations on 2n-variables has a solution. Section 3 presents a 

pair of 入—parametric minimization problem and 入—parametric maximization problem for 

入＝ 1.In Section 4, we discuss 入—parametric optimization problems for入＝4.

2 Complementary approach 

Let c E R1 be a given constant. The first minimization problem has a fixed initial state 

Xo = C: 

mmumze 

n-l 

-2入x叫＋L[(xk-l —疇＋叶＋髯＋ （限—µい）2
k=l 

Q
 

+2（入— 1)叫µk-µい）］

+ (xn-l -Xn戸＋叶＋閃＋ 1)µ~ +2（入— l)xn四

subject to (i) x E R叫Xo= c, (ii) μ E R四

Let us define the objective function by h : RnxRn→Rl 

h(x, μ) = -2五＋苫 [(xk-1一疇＋叶＋疇＋（肛ーμK+1)2

+2（入— 1)叫限— µk+l)]

+ (xn-1 -Xn戸＋叶＋閃＋ 1）μ;, +2（入— l)x叫・

We have an evaluation as follows. 

Lemma 1 [23,24] Let (x, μ) be feasible. Then it holds that 

h(x, μ) 2:: 0. 

The sign of equality holds iff 

(1) 

C-X1 =入μ1, X1 = μ1 -μ2 

(Zm) Xk-1一咋＝巫， 咋＝限— µk+l 2 :S k :S n -1 

Xn-1 -Xn =入μn, Xn = μn 

holds. 

This is a linear system of 2n-equation on 2n-variable (x, 11,). We call (Zm) a zern-minimum 
condition. 
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Lemma 2 [23,24] Let 

/ :=2+入， (:= 1+入 （入ヂ0).

Then the zero-minimum condition (Zm) yields a pair of linear systems of n-equation on 

n-variable: 

Case n = l 

Case n = 2 

Case n ~ 3 

(EQ) 

(EQ) c =炉 C=糾．

C = "(X1 -X2 

X1 = fx2 

C = lμ1 -μ2 

μ1 =,μ2. 

C = "(X1 -X2 C = ~µI -μ2 

(EQ) xぃ＝ 1咋一 Xk+l μk-1 = r肛ー μk+l 2さk:Sn-l

Xn-1 =印Xn μn-1 = rμn. 

Conversely the pair (EQ) yields (Zm) under the condition that either system has a 

unique solution. This condition is assured by the nonsingularity of the relevant n x n 

martices An, Bn i.e. 

IAnl =J 0, IB』ヂ 0.

The pair (EQ) is divided into two linear systems: 

and 

C = X。
(EQx) Xk-1 = /⑬ -Xk+l 

Xn-1 = [Xn 

C = ~µ1 -μ2 

1:<:::;k:<:::;n-1 

(EQμ) μk-1 =,μk一肛＋1 2 :S kさn-l

μn-1 =,μn 

1It holds that IAnl = IE叶

口
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3 Case入＝ 1 

Now we consider a series of individual minimization problems by letting the parameter入

vary on the positive half-line (0, oo). 
First we consider the Case入＝ 1.Then, := 2 +入， t:= 1+入yields

1 = 3, ~ = 2. 

We consider 

n-1 

minimize -2x岬＋L[(xk-1 -xkげ＋叶＋μ%+(肛-μK+1)門
k=l 

Q1 + (xn-1 -Xn)2＋叶＋2μ;

subject to (i) x E R叫Xo= c, (ii) /L E R匹

Now we define the objective function h : RnxRn→R1 by 

h(x,μ) = -2叩＋f[(xk-1 —亨＋社＋は＋ （肛ーμK+1戸］
k=l 

+ (xn-1 -Xnげ＋叶＋2μ;,.

Corollary 1 Let (x, μ) be feasible. Then it holds that 

h(x, μ) ~ 0. 

The sign of equality holds iff a zero-minimum condition 

C-X1 = μl, X1 =い一μ2

(Z皿） Xk-l一咋＝ μk, 咋＝限一μk+l 2 :s; k s; n -l 

Xn-1 -Xn = μn, Xn = μn 

holds. 

Corollary 2 The zero-minimum condition (Zm1) has a unique solution (x, μ); 

X = (x1, X2,...'Xk,...'Xn-l, Xn) 
C 
= -i,:-(Hn-l, Hn-2,, •,, Hn-k,,,,, Hi, II,。)，
Hn 

μ = (μ1, μ2, ・ ・ ・, μ如・・・, μn-l, μ砂

= ---Jf:(Gn, Gn-l,,,,, Gn+l-k,,,,, G2, Gリ，

(2) 

(3) 

(4) 
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where｛仇｝ iscalled two-step Gibonacci sequence and the sequence {Hn} is called Hi-
bonacci (see /23, 24/): 

別ー団
Gn = 
(3-a 
, Hn = 2Gn -Gn-1, 

3 —⑯ 3＋⑯  
'(3 ＝ a=  

2 2.  

Hence Q1 attainas the zero minimum at (x, μ). 

We remark that the Golden number 

¢ = 
1＋嘉 ~ 1.618 
2 

and its conjugate 

¢ := 1 -¢ = -¢-1 = 1 —⑯ ~-
2 

0.382 

are the solutions to the quadratic equation 

It holds that 

t2 -t -1 = 0. 

3-V -2 
a = ＝ ¢ = ¢―2, f3 = 3＋⑯  2 

= ¢ 
2''''2  
13n -an 凸 -2n 

Gn= ―a =―竺＝ F 
f3 -a ¢―¢ 2n 

Hn = 2Gn -Gn-1 = 2F2n -F2n-2 = F2n+l・ 

Thus both Gn and Hn are Fibonacci: 

Gn = F2n, Hn = F':加＋1・

Corollary 3 The zero-minimum condition (Zmリhasa unique solution (x, μ); 

＝ 

X = (x1, X2,...'Xk,...'Xn-1, Xn) 
C 

(F加ー1,F2n-3,..., F:加＋1-2k,・ ・ ・, F:ふ凡），
F加＋1

μ = (μ1, μ2, ・ ・ ・, μk, ・ ・ ・, μn-1, μ砂
C 

= ~(F2n, F2n-2, • • •, F:加＋2-2k, • • •, F4, F:外
F加＋1

Hence Q1 attainas the zero minimum at (x, μ). 

(5) 

(6) 

(7) 

(8) 
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Corollary 4 It holds that 

(i) h(x, μ) ~ 0 V(x, μ) E R吹 Rn

(ii) h(x, μ) = 0⇔ (x, μ) satisfies (EQリ．

The objective function 

h(x, μ) = -2cμ1 + ~ [(xk-1 —汀＋叶＋µ%+（肛ーµい）門
k=l 

+ (Xn-1 -Xn戸＋叶＋ 2µ~

attains the zero-minimum. Further we have a t内plezero property as follows. 

Corollary 5 Let a feasible (x, μ) satisfy (Zm1). Then it holds that 

that is 

(tZ1) 

(tZリ

h(x,μ) 

h(x,μ) 

= -c(c -x1) ＋苫 [(xk-1 —亨＋叶l
n-1 

= -cぃ＋区［は＋（μk -μk+1)2] + 2μ;, 
k=l 

= 0. 

= -F加＋1（F加十1-F足 1)＋苫 [(F2n-2k+3-F':年 2k+l戸＋Fin-2k+ll

= -F加＋1松＋芦 [F;n-2k+2+（F2n-2k+2 -F2n-2k)2] ＋ 2F; 
= 0. 

This yields a pair of quadratic equalities for the Fibonacci sequence｛凡｝．

Corollary 6 It holds that 

n-l 

ど[F恥＋（F2k+3 -F2k+1戸］ ＝ （F2n+l -F2n-1)F2n+l, 
k=O 

n-1 

L [(F2k+2 -F2k)2 + F'.,紅]= F2nF':加＋1・
k=O 

(9) 
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Proof. It suffices to note that 

F2k+3 -F2k+1 = F2k+2, F2k+2 -F2k = F2k+1・ 

The pair is reduced to 

n-1 

区(F二＋F姦）＝ F2nF2n+l
k=l 

that is 

f Ff = F2nF2n+1・
k=l 

This is what we called Lucas formula [13, 29]. 

3.1 Fibonacci Duality 

First we consider 

n 

minimize L [(xk-1一咋）2+x月
P1 

k=l 

subject to (i) x E R叫Xo= C 

and 

n-1 

Maximize 2cµ1 一 L[µ~+ （肛ー µK+1げ］ー 2µ;,

D1 
k=l 

subject to (i) μ E R叫

Then both P1 and D1 are dual to each other. An equality condition is 

C - X1 = μ1 X1 = μ1 -μ2 

(ECリ Xk-1一吹＝ μk 咋＝限— µk+l k = 2, 3,..., n -l 

Xn-1 -Xn = μn Xn = μn. 

口

(10) 

The primal P 1 att狙nsa minimum m = .. F2n 2 c~ at x = 
F 

(x1,X2,...心）， whilethe dual 

D d 1 does a maximum M = 

2n+l 
F 2n 2 c~ at μ = (μ1, μ2,・..,μ砂：
F 2n+l 

F2n+l-2k 
Xk = C 

F2n+l 

F2n+2-2k 
μk = C 

F2n+l 

(11) 
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that is 

C 
X = (x1, X2,..., Xか．．．，叫） ＝ （F2n-l, F2n-3, • • •, F2n+l-2k, • • •, F1) 

F2n+1 

C 
μ = (µぃ µ2,...,µん・•.，µ砂＝ （F2n, F2n-2,,,,, F2n+2-2k, • • •, F':吐

F2n+l 

4 Case入＝ 4 

Let us consider the Case入＝ 4.Then 1 := 2 +入，(:=1+入yields

, = 6, (= 5. 

We consider 

n-1 

minimize -8x。灼＋L[(xk-1 -xk戸＋叶＋16ば＋（μK -μK+1)2 
k=l 

Q4 
+6叫μk-μぃ）］

+ (xn-l -Xn)2＋叶＋ 17瓜＋6x叫 n

subject to (i) x E R叫Xo= c, (ii) μ E R八

This objective function is denoted by h(x, μ). 

Corollary 7 Let (x, μ) be feasible. Then it holds that 

h(x, μ) ~ 0. 

The sign of equality holds iff a zero-minimum condition 

C - X1 = 4μ1, X1 =い一μ2

(Zmリ xぃ—叩＝ 4µk, 咋＝肛ーμk+l 2 :=; kさn-l

Xn-1 -Xn = 4μn, Xn = μn 

holds. 

Corollary 8 The zero-minimum condition (Zm4) has a unique solution (x, μ); 

X = (x1, X2,...'Xk,...'Xn-1, Xn) 
C 

= ----i-(Hn-1, Hn-2, • • •, Hn-k, • • •, Hi, JI,。)，
Hn 

μ = (μ1, µ公•.． ,µk, ・ ・ ・, μn-1, μ砂

= -/r:(Gn, Gn-1, • • •, Gn+I-k, • • •, G2, G1) 

(12) 

(13) 

(14) 

(15) 
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where 

別一”Gn = 
(3-a 
, Hn = 5Gn -Gn-1・

a = 3 -2¥1'2, f3 = 3 + 2¥1'2. 

Hence Q4 attainas the zero minimum at (x, μ). 

We remark that the Silver number 

T = 1+v2 ~ 2.414 

and its conjugate 

T := 2-T = -T―1 = 1 -y2 ~ -0.414 

are the solutions to the quadratic equation 

t2 -2t -1 = 0. 

The Sibonacci sequence {Sn} is defined as the solution to the second-order linear difference 

equation 

Hence it satisfies 

It holds that 

Xn+2 -2xn+l -Xn = 0 X1 = 1, Xo = 0. 

Bn+l = 2品＋Sn-1 ふ＝ 1,S。=0.

a=  3-2../2＝ヂ＝ T―2,(3＝3 + 2../2 = T2 

G 
別一an T2n _〒2n S2n 
＝ ＝ ＝ n 
(3 -a 2(T-T) 2 

1 
凡＝ 5Gn-Gn-1 = f (5S2n -S2n-2) = 2S2n + S2n-l = S2n+l・

Thus both Gn and Hn are Sibonacci: 

Corollary 9 It holds that 

Gn = ~, Hn = 
2' Hn = S2n+l・ 

(i) h(x, μ) 2:: 0 V(x, μ) E R吹 Rn

(ii) h(x, μ) = 0⇔ (x, μ) satisfies (EQ4). 

(16) 

(17) 
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The objective function h(x, μ) attains the zero-minimum. Further we have a t'riple 
zern prnpeTty as follows. 

Corollary 10 Let a feasible (x, μ) satisfy (Zmり． Thenit holds that 

h(x,μ) 

Hence we have 

(tZり

(tZ4) 

= -c(c —叫＋苫 [(xk-1-Xk)2+ 4叶l
n-l 

=—叩＋ L[4ば＋ （μk -μk+dl + 5μ;. 
k=l 

= 0. 

h(x, μ) 
n 

= -Hn(Hn -Hn-1)＋L [(Hn+l-k -Hn-k)2 + 4Hい］
k=l 

n-l 

= -Hふ＋L [4G~+l-k + (Gn+l-k -Gn-k)門十5G『
k=l 

= 0. 

This yields a pair of quadratic equalities for the Gibonacci and Hibonacci sequences 

｛仇｝，｛凡｝．

Corollary 11 It holds that 

n-l 

L[4麿＋（Hk+l-Hk)2］＝几(Hn-Hn-I), 
k=O 

n-1 
(18) 

L [(Gk+l -Gkげ十4Gk+1J= HnGn. 
k=O 

The pair is reduced to 

n-l 

L [4S?k+l + (S2k+3 -S2k+1)2] = S2n+1(S2n+l -S2n-1), 
k=O 

n-l 
(19) 

L [(S2k+2 -S2ば＋4Sい］＝ S2n(S2n+2-S2n)-
k=O 
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Thus we have an equality on quadratic sum for { Sn} 

ミ巽＝；ふS2n+l・ (20) 

k=l 

This is入＝1(Sibonacci)-version of Lucas formula [13, 29], which is入＝ 1(Fibonacci)-
vers10n. 

4.1 Sibonacci Duality 

Second we consier a pair The dual-pair (a pair which is dual to each other) is 

n 

minimize L [ (Xkー1-Xk)2十4叶l
P2 

k=l 

subject to (i) x E R叫Xo= C 

n-1 

Maximize Scい一 L[16は＋4(μk-μk+l戸l-20μ; 
恥

k=l 

subject to (i) μ E R匹

Then both P2 and D2 are dual to each other. An equality condition is 

C - X1 = 4μ1 X1 = μ1―μ2 

(EC4) Xk-1一咋＝ 4μk 咋＝ µk —限＋1 k = 2, 3,..., n -1 

Xn-1 -Xn = 4μn Xn = μn. 

The primal P 2 attains a minimum m = (1 -Hn-1 
Hn 
) c2 at x = (xぃ窃，．．．,Xn), while the 

G 
dual切 doesa maximum M = 4 n _2 

Hn 
c~ at μ = (μ1, μ2,..., μ砂：

that is 

where 

Hn-k 
Xk = C 
H'  n 

Gn+l-k 
μk = C 

H” 

X = (xぃX2,...,xk,・・・,xn)= --J1:(H正 1,Hn-2, • • •, Hn-k, • • •, R。)

μ = (μ1, μ2, ・ ・ ・, μ如．．．，匹） ＝ ；:-(Gn, Gn-l, •.., Gn+l-k,..., Gリ

(3”-an 
Gn = 
(3 -a 
, Hn = 5Gn -Gn-l・ 

a=  3-2⑫, (3＝3+2y2. 

(21) 

(22) 
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Then 

4Gn = Hn -Hn-1, Hi。=G1= 1. (23) 

Hence the the optimum point (x, μ) satisfies (EC1) and the optimum values are same 

m=M. 

We note that both Gn and Hn are Sibonacci: 

s 
Gn = 
2n 
Hn = S2n+1・ 

2' 
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