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Abstract

We performed numerical simulations to study mechanisms of solar prominence formation triggered by a single
heating event. In the widely accepted “chromospheric-evaporation condensation” model, localized heating at
footpoints of a coronal loop drives plasma evaporation and eventually triggers condensation. The occurrence of
condensation is strongly influenced by the characteristics of the heating. Various theoretical studies have been
conducted along one-dimensional field lines with quasi-steady localized heating. The quasi-steady heating is
regarded as the collection of multiple heating events among multiple strands constituting a coronal loop. However,
it is reasonable to consider a single heating event along a single field line as an elemental unit. We investigated the
condensation phenomenon triggered by a single heating event using 1.5-dimensional magnetohydrodynamic
simulations. By varying the magnitude of the localized heating rate, we explored the conditions necessary for
condensation. We found that, when a heating rate approximately ~104 times greater than that of steady heating was
applied, condensation occurred. Condensation was observed when the thermal conduction efficiency in the loop
became lower than the cooling efficiency, with the cooling rate significantly exceeding the heating rate. Using the
loop length L and the Field length λF, the condition for condensation is expressed as λF  L/2 under conditions
where cooling exceeds heating. We extended the analytically derived condition for thermal nonequilibrium to a
formulation based on heating amount.

Unified Astronomy Thesaurus concepts: Magnetohydrodynamics (1964); Solar corona (1483); Solar promi-
nences (1519)

1. Introduction

Solar prominences and coronal rains are characterized
by being 100 times cooler and denser than the surrounding
corona, with temperature T ∼ 104 K and electron density
ne ∼ 1011 cm−3. Although the formation mechanisms have
been debated for decades, a complete understanding remains
elusive.

Several observations have reported that prominences and
coronal rains undergo thermal evolution from high to low
temperatures over several hours during their formation
(T. E. Berger et al. 2012; W. Liu et al. 2012; P. Antolin
et al. 2015). This phenomenon is referred to as condensation.
Various models have been proposed to explain this process,
including the “chromospheric-evaporation” model (e.g.,
Y. Mok et al. 1990; S. Antiochos & J. Klimchuk 1991), the
“reconnection” model (e.g., J. A. Linker et al. 2001; T. Kaneko
& T. Yokoyama 2015), and the “shearing motion” model
(G.-S. Choe & L. Lee 1992). The “chromospheric-evaporation
condensation” model is one of the most notable formation
mechanisms. In this model, evaporated plasma, driven by
quasi-steady localized heating at the footpoints of magnetic
loops, increases the coronal density. This dense plasma then
undergoes runaway cooling, leading to condensation. If the
heating is sufficiently concentrated at the loop footpoints, an
equilibrium state cannot be established. The loop continuously
attempts to find a new equilibrium state, but no combination of
temperatures, densities, and velocities allows it to achieve one
(J. A. Klimchuk 2019). This behavior is due to thermal

nonequilibrium (TNE), with chromospheric evaporation as a
key factor. Runaway cooling is attributed to thermal instability
(TI; E. N. Parker 1953; G. B. Field 1965), which is a local
process in the corona (P. Antolin & C. Froment 2022).
When prominences are observed at high resolution, fine

structures known as threads become discernible (e.g., O. Eng-
vold 1976; J. Zirker et al. 1998; Y. Lin et al. 2005). The
neighboring structures in the corona are isolated due to the low
plasma β. Additionally, thermal conduction primarily works
along magnetic field lines. Under these conditions, numerous
numerical studies have used 1D simulations along magnetic
field lines to understand the formation of prominences
(S. K. Antiochos et al. 1999; S. Antiochos et al. 2000;
J. Karpen et al. 2003, 2005; J. Karpen & S. Antiochos 2008;
C. Xia et al. 2011; M. Luna et al. 2012; J. Guo et al. 2021;
C. Huang et al. 2021) and coronal rains (J. Karpen et al. 2001;
D. Müller et al. 2003, 2004; C. A. Mendoza-Briceno et al.
2005; P. Antolin et al. 2010; R. Susino et al. 2010; Z. Mikić
et al. 2013; P. Antolin 2019; C. Johnston et al. 2019;
J. W. Reep et al. 2020; T. A. Kucera et al. 2024). Reducing
the dimension in the calculations effectively resolves the large
density differences between the corona and the prominence.
There are several critical physical conditions necessary for

the occurrence of condensation. In J. Karpen & S. Antiochos
(2008), intermittent impulsive heating was applied at each loop
footpoint, with the inter-pulse interval time (τint) varying
between 0, 500, and 2000 s. They demonstrated that τint must
be shorter than the cooling time (τcool ~ 1960 s) for continuous
plasma cooling to take place; otherwise, the evaporated plasma
drains out of the loop (see also C. Johnston et al. 2019).
Heating that satisfies the condition, τint < τcool, is referred to as
quasi-steady heating. Another important factor is the ratio
between the footpoint-localized heating rate (Qfoot) and the
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background heating rate (Qbg). When Qbg is sufficiently large,
condensation does not occur (e.g., C. Johnston et al. 2019;
J. A. Klimchuk & M. Luna 2019), as the energy imbalance in
the corona is compensated for. Furthermore, the symmetry of
the heating distribution plays a crucial role in condensation
(Z. Mikić et al. 2013; C. Froment et al. 2018; G. Pelouze et al.
2022). Z. Mikić et al. (2013) found that, prior to condensation,
asymmetry allows plasma to be transported to one footpoint by
siphon flows. Regarding the occurrence of TNE, including a
phenomenon called “long-period intensity pulsations” (F. Auc-
hère et al. 2014; C. Froment et al. 2015), C. Froment et al.
(2018) also highlighted the importance of the heating
distribution. Recently, Z. Lu et al. (2024) reported on a 3D
simulation analysis of TNE that considers these conditions.

The authors of the aforementioned papers have assumed
steady or quasi-steady footpoint-localized heating, which is
consistent with observations (e.g., M. J. Aschwanden et al.
2000, 2001). However, while it is reasonable to consider that
each loop is heated individually, the superposition of multiple
loops may give the appearance of intermittent heating. When
studying physical processes along a single field line, it is
essential to regard a single heating event as an elemental unit.
Here, we define a single heating as one that occurs only once,
with its duration being sufficiently shorter than the cooling
time. This situation does not meet the requirement for the
interval time between heating events τint and cooling time τcool,
i.e., τint < τcool. A single heating does not need to occur
symmetrically, and therefore may not satisfy the symmetry
condition. Such a condensation process was observed in the
coronal rain example reported by P. Kohutova et al. (2019).

From the perspective of numerical studies, J. W. Reep et al.
(2020) suggested that impulsive heating associated with
electron beams cannot reproduce coronal rain, attributing the
inability to trigger condensation to the short duration of the
heating. P. Kohutova et al. (2020) conducted a self-consistent
3D magnetohydrodynamic (MHD) simulation and demon-
strated that coronal rain is produced in active region coronal
loops through episodic impulsive heating. In their study, the
heating event, associated with magnetic field braiding, triggers
thermal instability when its duration exceeds the cooling time.
C. Huang et al. (2021) also reproduced prominence with a
single impulsive heating event in the chromosphere.

Our study aims to investigate the conditions for condensa-
tion triggered by a single heating event localized at a single
footpoint in a dipped loop, considering background coronal
heating. We solve the 1.5D MHD equations, which treat
spatially 1D while accounting for the three components for
velocity and magnetic field along the loop. In previous studies,
artificial background heating terms were applied. However, our
study accounts for energy dissipation by shock waves and
Alfv ́en wave turbulence. This model enables us to reproduce a
more realistic atmospheric behavior compared to earlier
studies. We incorporate localized heating at a coronal
footpoint, with its duration being much shorter than cooling
time. First, we examine the capability of a single localized
heating to produce condensation. A parameter survey was
conducted to determine the required heating magnitude.
Additionally, we formulate the necessary heating amount,
extending the applicability of the analytically derived condition
from J. A. Klimchuk & M. Luna (2019).

We describe the numerical setting in Section 2. In Section 3,
we present the results of the simulations and parameter survey.

Section 4 provides a discussion of these results, and our
conclusions are given in Section 5.

2. Numerical Setup

To demonstrate prominence formation by a single heating
event, we perform 1.5D magnetohydrodynamic (MHD)
simulations that are spatially 1D while accounting for all three
components of velocity and magnetic field. The equations
solved include the effects of radiative cooling, thermal
conduction, gravity, and energy dissipation by shock waves
and Alfv ́en wave turbulence. This approach builds upon
previous studies on solar wind acceleration (M. Shoda et al.
2018a, 2018b; K. Shimizu et al. 2022) and the coronal heating
problem (M. Shoda & S. Takasao 2021; H. Washinoue et al.
2022).

2.1. Basic Equations and Setting

We numerically solve time-dependent MHD equations along
a 1D magnetic field line with a dip, where “s” denotes the
coordinate along the loop, and “x” and “y” represent directions
perpendicular to the loop (Figure 1). The smaller s side is
defined as the left side. Phenomenological Alfv ́en wave
turbulent dissipation is also considered (M. Shoda et al.
2018b). The basic equations are as follows:
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where v, B, ρ, p, e, and T are velocity, magnetic field, density,
gas pressure, internal energy density, and temperature,
respectively. The transverse components of velocity and
magnetic fields are given as v⊥ = vxex + vyey, B⊥ =
Bxex + Byey, where ex and ey represent unit vectors along the
x- and y-axes, respectively.
p and T are determined by following:
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where mH is the hydrogen mass, kB is the Boltzmann constant,
and γ = 5/3 is the adiabatic index. μ represents the mean
molecular weight. For simplicity, we assume a fully ionized
state consisting only of hydrogen and fix the value of μ = 0.5.

The gravitational acceleration along the loop g(s) in the left
half of the loop (0� s� L/2) is given by
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where L= 100Mm, Ldip = 1Mm, s1 = 2Mm, Rs = 8Mm, and
s2 = s1 + πRs/2 are the loop length, the depth, the location of
the upper end of the coronal foot, the radius of the shoulder of a
coronal loop, and the location of the shoulder. The gravitational
acceleration is ge = 2.74 × 104 cm s−2. The right half
(L/2< s� L) is symmetric to the left half and is as follows:

( ) ( ) ( )= - -g s g L s . 10

These formulae reflect the loop structure with the depth.
The variation in the cross-sectional area of the loop is given

by the expansion factor fex(s), which is a function of s. The
value of fex(s) is assumed to correspond to the following:
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where =f 100ex,max represents the maximum value of the
expansion factor over s. s̃ represents the length along the loop
from the closer footpoint, given as
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fex depends on the scale height in the photosphere and
chromosphere, but it becomes constant at a certain height
above within the corona. By using this expansion factor fex, the
magnetic field strength in Equation (5) is determined as

( )=B
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B
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where Bs,surf = 1000 G. The plasma β is constant in the
photosphere and chromosphere. The subscript “surf” denotes
the value at the solar surface (˜ =s 0 Mm). The minimum value
of Bs over s is 10 G, consistent with observations of quiescent
prominences (J. Leroy et al. 1984; D. Yamasaki et al. 2023).
The source terms QR, QC, and QL in Equation (6) represent

cooling (or heating) by the radiation, the thermal conduction,
and additional localized heating. H. Washinoue et al. (2022)
demonstrated that chromospheric temperature plays a crucial
role in corona modeling. To more realistically reproduce the
solar atmosphere, both the optically thick and thin radiative
cooling functions (QR,thick and QR,thin) are applied to the
cooling term QR:
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The ratio between two terms is determined by ξt, which is a
measure of optical depth and is switched at pswitch =
1.0 dyn cm−2. The optically thick radiative cooling QR,thick is
approximated as follows (B. V. Gudiksen & Å. Nordlund 2005):
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τthick represents the radiative cooling time. Here,
ρsurf = 10−7 g cm−3, τthick,0 = 0.1 s, and eref is the internal
energy at Tref = 4000 K. The optically thin radiative cooling
QR,thin is divided into two components: the chromospheric and
coronal terms, referred to as
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where =T 15000 KTR is the temperature at the transition
region and δT = 5000 K. Because of the fully ionized
atmosphere, the number density of hydrogen nH and electrons
ne can be described as

( )r
= =n n

m
. 22H e

H

Λ(T) is the radiative loss function with photospheric abun-
dances from Chianti Atomic Database ver. 7.0 (K. Dere et al.
1997; E. Landi et al. 2012) (Figure 2), and QGJ(ρ, T) is the
chromospheric radiative cooling function given by M. L. Goo-
dman & P. G. Judge (2012).
For thermal conduction QC, we adopt the Spitzer–H ̈arm

conduction:
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where κSH = 10−6 erg cm−1 s−1K−7/2 is the Spitzer conductivity
(L. Spitzer & R.Härm 1953). As shown in Section 3.2, after

Figure 1. Schematic picture of the model.
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the loop reaches a quasi-steady state, an additional localized
heating term QL is incorporated at the footpoint(s) to cause
the chromospheric evaporation. The formula is given as

( ) ( ) ( ) ( )=Q s t Q F s G t, , 24L local

where Qlocal is the footpoint heating rate at its maximum. F(s)
and G(t) are functions of spatial and temporal distributions. We
assume that a single transient heating occurs at a single
footpoint of the loop. F(s) and G(t) are calculated as follows
(C. Huang et al. 2021) (Type A):
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where speak and tpeak represent where and when the heating
term is at its maximum. ℓ = 0.15Mm is the heating width.
τ1 = 100 s and τ2 = 300 s are the growing and decaying
timescales, respectively. Here, step(α) is a step function that is
0 when α < 0 and 1 when α > 0. To compare with previous
studies, three types of both-sided heating are also applied. The
first involves applying the same Type A heating to both
footpoints of the loop (Type B). The second is steady heating
that decays exponentially with height given as (e.g., C. Xia
et al. 2011) (Type D),
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where str is the height of the transition region. ℓexp is the heating
scale height. t = tstart is the start time for calculating
prominence formation. This localized heating is set to increase
linearly with the timescale τlin. The third type adopts the spatial
distribution described by Equation (25) and the temporal
distribution described by Equation (28) (Type C).

Dissipation via turbulent cascade is considered phenomen-
ologically (M. Shoda et al. 2018b). ĥ1 and ĥ2, coefficient
tensors in Equations (3) and (4), are implemented as follows:
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where xx and xy are Elsässer variables (W. M. Elsasser 1950),
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λcor is the correlation length perpendicular to the mean field.
We assume it increases with the expansion of the flux tube:
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, 32s
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where λcor,surf = 100 km is a typical length for intergranular
lanes. We adopt cd = 0.25.

2.2. Initial Condition

In the first step of our simulations, we reproduce a steady
corona in thermal equilibrium. The initial conditions are as
follows:
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where Tsurf = 6000 K, ρsurf = 10−7 g cm−3, and ˜ =scor

´7.5 10 cm8 . H represents the gas pressure scale height,
given as
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m

=H
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. 36B
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After the loop reaches a quasi-steady state, the resulting
physical quantities are adopted as the initial conditions for
calculating prominence formation.

2.3. Boundary Condition

The density and temperature at the boundary are fixed at ρsurf
and Tsurf. To account for the effect of surface motion,
transverse and longitudinal velocity perturbations with pink
noise are injected:
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where Ns = 10, Nx,y = 20. The frequency ranges are
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-10 Hz2 , = ´ -f 3.33 Hz 10smin,

3, and = ´f 1.0smax,
-10 Hz2 . Each f is a different random number. The rms value

Figure 2. The optically thin radiative loss function Λ(T). The dashed line
represents a simplified one used in Section 4.1.
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of each velocity component is set to be vs,rms = 0.9 km s−1

and vi,rms = 1.2 km s−1 (i = x, y), which are comparable to
the observed photospheric motions (e.g., T. Matsumoto &
R. Kitai 2010). Nonreflecting boundaries are set for both
velocity and magnetic field.

2.4. Numerical Scheme

The numerical scheme employs the four-step Runge–Kutta
method (A. Vögler et al. 2005) and the fourth-order central
finite difference method with artificial viscosity (M. Rempel
et al. 2009). Thermal conduction is handled using the super-
time-stepping method (C. D. Meyer et al. 2012, 2014). We use
a uniform grid size of 10 km.

2.5. Simulation Cases

To investigate the mechanism of condensation with a single
heating event and to compare it with previous studies with steady
heating, we conduct simulations as detailed in Table 1. For Type A
and B, a temporally single, spatially Gaussian heating is applied at
the left side and both sides of the loop. In Type A, we
consider five cases with Qlocal = 5.0, 16.0, 17.0, 30.0, and
100.0 erg cm−3 s−1 (Cases A1–5), and in Type B, we consider
four cases with Qlocal = 2.0, 3.7, 3.8, and 8.0 erg cm−3 s−1

(Cases B1–4). For steady heating, Type C uses a spatially Gaussian
heating function similar to the previous cases, with heating rates
Qlocal= 5× 10−4, 5× 10−3, 1× 10−2, and 5× 10−2 erg cm−3 s−1

(Cases C1–4). While Type D employs an exponentially decaying
heating function, with ratesQlocal= 5× 10−4, 2× 10−3, 3× 10−3,
and 5 × 10−3 erg cm−3 s−1

3. Results

After the loop reaches a quasi-steady state, the resulting
physical quantities are used as the initial conditions for the
prominence formation simulations. Section 3.1 presents a brief
overview of the results for the corona reproduction. The results
for prominence formation in the standard case are discussed in
Section 3.2. A parameter survey varying the magnitude of the
localized heating is detailed in Section 3.3.

3.1. Reproduction of Corona

Figure 3 illustrates a snapshot of the density and temperature
profiles at the quasi-steady state, t = tsteady = 35,000 s. At this
moment, the density and temperature reach approximately
1.6 × 10−15 g cm−3 and 1.3 MK, which are typical values for
the corona. In Figure 4, the red and blue lines represent the

heating rate per unit mass along the loop due to shock waves
and turbulence cascade, averaged over 50,000 s starting from
t = tsteady. These rates are derived as follows.
The energy equation is (M. Shoda et al. 2018b)
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Qshock and Qturb represent the heating rates due to shock
waves and turbulence cascade, respectively. Qturb is expressed
analytically as (S. R. Cranmer et al. 2007; A. Verdini &
M. Velli 2007)
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It is found that turbulent heating, Qturb/ρ, is approximately
twice as large as shock heating, Qshock/ρ, at the center of the
loop, reaching around 1011 erg g−1 s−1, as shown in Figure 4.
The corresponding heat flux can be calculated as

( )- -~Q L 10 erg cm s . 42turb corona
6 2 1

This value corresponds to the coronal energy loss flux in the quiet
Sun (G. L. Withbroe & R. W. Noyes 1977), indicating that our
numerical setting reproduces the coronal loop in the quiet regions.
The maximum vertical velocity amplitude along the loop is

29 km s−1, which reduces to approximately 20 km s−1 when
considering a single component. This result is consistent with
the observed nonthermal velocities of around 20 km s−1 (e.g.,
H. Hara & K. Ichimoto 1999).

3.2. Prominence Formation

After the loop reaches a quasi-steady state at t = tsteady, we
introduce the localized heating QL at the left side of the coronal
loop (Type A). A new time axis tp is defined as tp = t − tsteady.
The temporal peak of the localized heating occurs at tp =
tpeak = 1500 s, while the spatial peak, s = speak = 8.5 Mm, is
located approximately 1Mm above the transition region, which
is positioned at s ∼ 7.5 Mm.

Table 1
Parameters of the Localized Heating Terms

Type Both/One-sided F(s) G(t) Qlocal

(ergcm−3s−1)

A one Gaussiana singleb 5.0, 16.0, 17.0, 30.0, 100.0
B both Gaussian single 2.0, 3.7, 3.8, 8.0
C both Gaussian steadyc 5 × 10−4, 5 × 10−3, 1 × 10−2, 5 × 10−2

D both exponentiald steady 5 × 10−4, 2 × 10−3, 3 × 10−3, 5 × 10−3

Notes.
a Equation (25).
b Equation (26).
c Equation (28).
d Equation (27).
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3.2.1. Overview of the Standard Case

We present the results of Case A4 in Figures 5(a)–(g) as a
representative example. The peak amplitude of the localized
heating, Qlocal, in Equation (24) is set to 30.0 erg cm−3 s−1.
Assuming a heating cross-sectional area of 0.15Mm ×
0.15Mm, based on the heating distribution in R. A. Robinson
et al. (2022), the total heating amount is ~1025 erg.

Following the localized heating, the coronal temperature
increases (Figure 5(c)). The density also rises due to chromo-
spheric evaporation (Figure 5(a)). The evaporation flow is
visible in the space-time diagram of vs in Figure 5(d), where an
upflow occurs on the left side of the coronal loop.
Subsequently, the entire corona cools down to the transition
region temperatures (~105 K), resulting in local condensation
between 3300 < tp < 4600 s (Figure 5(c)).

A tall spicule extends from the left transition region at
tp ~ 3700 s (indicated by the black arrow in Figure 5(a)). As
the entire loop experiences runaway cooling between
3300 < tp < 3700 s (Figure 5(c)), the accompanying drop in
coronal pressure causes the transition region to rise
(Figure 5(b)). Although not shown in the figure, it is confirmed
that slow shocks generated by the boundary motion interact
with and repeatedly lift the transition region when examining
the footpoint of this spicule. As a result, the spicule gradually
ascends while oscillating between upward and downward
motions. In previous studies, such phenomena were attributed

to a rebound shock train associated with a single shock wave
(J. V. Hollweg 1982; A. C. Sterling & J. V. Hollweg 1988).
However, the primary causes in our study are intermittent
shock waves generated by photospheric motion and the
associated rebound shocks. When the spicule reaches the
shoulder of the loop, it falls into the dip and coalesces into the
prominence.
The prominence exhibits oscillatory motion along the loop

with a period of 2000−3500 s. This motion is interpreted as a
manifestation of a pendulum-like oscillation (e.g., J. Jing et al.
2003, 2006; M. Luna et al. 2012; Q. Zhang et al. 2012), with an
estimated period of ~3300 s, considering the effects of gravity
and the pressure gradient.
Figure 5(h) shows the time evolution of prominence mass

from tp = 0 to 5.0 × 104 s. The prominence mass is defined as
the total mass of plasma with temperature T < 20,000 K
between the left and right transition regions. Our simulation
reveals a descending trend in prominence mass. The average
mass-loss rate is approximately ~1.3 × 10−10 g cm−2 s−1. To
ensure that this decrease is not caused by numerical diffusion,
we confirmed that mass conservation holds within the region
including the prominence. This result contrasts with previous
studies, which reported a persistent increase in mass even after
the localized heating ceased (e.g., C. Xia et al. 2011). The
cause of this discrepancy will be discussed in Section 4.3.

3.2.2. Initial Stage of Condensation

Figure 6 represents space-time diagrams of density and
temperature from tp = 2500 to 5000 s. Frequent shock-wave
propagation is observed in the corona. We propose that Alfv ́en
waves generated by the boundary motion undergo mode
conversion into longitudinal waves, which steepen into shock
waves (e.g., J. V. Hollweg et al. 1982). The dense plasma in the
downstream regions of these shock waves become even denser
as the shock waves pass through each other. This further
increase in density in the downstream regions, in addition to the
mass supply by chromospheric evaporation, enhances radiative
cooling, leading to localized condensation. A similar process
was observed by P. Antolin et al. (2010).

3.3. Parameter Survey on Magnitude of Localized Heating

To investigate the condition for condensation, we perform a
parameter survey varying the localized heating rate, Qlocal, as
described in Section 2.5 (Cases A1–3 and A5). We found that
condensation occurs when Qlocal = 17.0 erg cm−3 s−1 (Case
A3) or higher (Figure 7).
Figure 8 shows the time variation of the averaged density

and temperature in the corona. In each case, the temperature
reaches its maximum around tp = 1800 s, with the density
peaking slightly later. In Case A5, both density and temper-
ature decrease rapidly from tp ~ 2500 s, and condensation
occurs at tp ~ 2900 s. In contrast, in Case A1, both density and
temperature decrease monotonically to levels observed before
the localized heating. Cases A2 and A3 exhibit similar
behavior, though condensation occurs only in Case A3. The
temperature profile shifts from decreasing to increasing around
tp ~ 3950 s in both cases. The conditions for condensation are
discussed in more detail in Section 4.1.

Figure 3. The temperature and density profiles at the quasi-steady state
(t = 35,000 s) are plotted by solid and dashed lines, respectively.

Figure 4. The profile of the heating rates due to shock waves Qshock (blue
dotted line) and turbulent cascades Qturb (red solid line) are plotted. These rates
are averaged over 65,000 s after the loop reaches a quasi-steady state.
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Figure 5. (a)–(g) Space-time diagrams for density, pressure, temperature, velocity along the loop vs, thermal conduction QC, turbulent heating Qturb, and cooling rate
QR in Case A4 are shown from tp = 0 to 1.8 × 104 s. The horizontal and vertical axes represent the distance from the left footpoint of the loop and time with units of
Mm and 103 s. The initial conditions are the same as those in Figure 3. (h) The time evolution of the total mass of the prominence from tp = 0 to 5.0 × 104 s is shown.
The horizontal axis represents mass per unit cross-sectional area. The black arrow in panel (a) indicates the tall spicule extending from the left transition region.

7

The Astrophysical Journal, 978:94 (13pp), 2025 January 01 Yoshihisa, Yokoyama, & Kaneko



4. Discussion

4.1. Condition for Condensation

One of the key factors influencing condensation is the
interval time τint between intermittent localized heating events.
Previous studies have examined this condition for steady (e.g.,
S. K. Antiochos et al. 1999; C. Xia et al. 2011), periodic (e.g.,
J. Karpen & S. Antiochos 2008; C. Johnston et al. 2019),
episodic (e.g., P. Antolin et al. 2010), or random (e.g.,
T. A. Kucera et al. 2024) localized heatings. It has been
reported that τint must be shorter than radiative cooling time
τcool = kBT/[(γ − 1)nΛ(T)] to maintain the coronal density
during the cooling process (J. Karpen & S. Antiochos 2008;
C. Johnston et al. 2019), which is expressed as

( )t t< . 43int cool

We will follow convention and refer to such localized heating
as quasi-steady heating. Quasi-steady heating is regarded as the
accumulation of multiple heating events occurring across
different field lines. However, it is reasonable to consider
condensation triggered by a single heating event along a single
field line as an elemental unit. In this scenario, the interval time
τint can be considered extremely large, exceeding the cooling
time τcool, i.e., τint ? τcool. Several numerical studies have
investigated condensation under this condition (P. Kohutova
et al. 2020; J. W. Reep et al. 2020; C. Huang et al. 2021), yet
the underlying mechanism remains poorly understood.

Figure 9 plots the time evolution of (a) density and
temperature, (b) radiative cooling rate QR and turbulent heating
rate Qturb, and (c) the Field number Fi, averaged over the
corona in Case A4. Here, we define the following variable as

the Field number Fi:

( ) ( )
/p k
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Fi is a dimensionless number related to the Field length λF
(G. B. Field 1965), expressed as

( )
( )

/

l p
k

=
L -

T

n T Q
2 , 45F

0
7 2

2
heat

representing the ratio of the efficiency of the effective cooling
to that of thermal conduction in a coronal loop. Qheat represents
the total heating rate. Since the turbulent heating rate Qturb

during condensation is less than 1/5 of the cooling rate QR for
most of the time in our simulations (see Figure 9(b)), Qturb is
excluded from Equation (44). When Fi > 1, the efficiency of
thermal conduction along the loop becomes lower than the
cooling efficiency.
The cooling profile exhibits a decreasing trend during

tp = 2000−2800 s, shifts to an increasing trend, and then
decreases again starting from tp = 3300 s (Figure 9(b)). To
understand this behavior, we divide the time from the
maximum density to the onset of condensation into three
phases, based on the observed variations in the cooling rate.
Initially, from tp = 2000 to 2800 s (green), as the

temperature and pressure scale height decrease, the density
stratification changes, causing the coronal plasma to drain into
the chromosphere (dρ/dt < 0). This leads to a reduction in the
radiative cooling rate ( )= LQ n TeR

2 (dQR/dt < 0), despite the
radiative loss function Λ(T) increasing as the temperature
decreases. At tp ~ 2800 s (blue), the cooling rate begins to rise
(i.e., dQR/dt  0). This turning point coincides with when the
Field number Fi reaches approximately 1.6. The slight
exceedance of Fi over 1 when condensation occurs in Case
A4 is attributed to the fact that the effect of heating is not
included in Equation (44). Additionally, this is due to
averaging over the entire corona, which tends to obscure
localized cooling phenomena. Subsequently, both temperature
and density decrease rapidly. When the temperature drops to
T= 0.15MK at around tp = 3000 s, the slope of the radiative
loss function Λ(T) shifts from negative to positive (see
Figure 2), causing dQR/dt to turn negative again. This
behavior is also observed in other cases where condensation
occurs. Meanwhile, in Case A1 where no condensation is
observed, the Field number Fi does not exceed 0.3
(Figure 9(c)).
In summary, condensation in our simulations is consistently

accompanied by the Field number exceeding unity,

( )F 1.0. 46i

In this situation, thermal conduction is unable to stabilize
perturbations in the system, resulting in runaway cooling. This
result is consistent with the previous studies, which showed
condensation caused by an increase in number density n due to
steady localized heating (C. Xia et al. 2011) and by an increase
in loop length L through magnetic reconnection (T. Kaneko &
T. Yokoyama 2017), both of which lead to a larger Field
number Fi.
The schematic pictures of the energy balance between

heating, cooling, and thermal conduction in the upper corona,
for cases with and without condensation, are shown in

Figure 6. Space-time diagrams of density and temperature from tp = 2500 to
5000 s are shown. The horizontal axis represents the distance from the left
footpoint of the loop. To enhance the visibility of the condensation process, the
color bar ranges have been adjusted compared to those in Figure 5.
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Figure 10. Initially, the Field number Fi is less than unity. Due
to evaporation, cooling (blue arrow) significantly exceeds
heating (red arrow), and excess cooling is balanced by thermal
conduction (yellow arrow). As the temperature decreases, Fi

gradually increases. This balance holds roughly until Fi

approaches unity. However, as the temperature continues to
drop, thermal conduction becomes ineffective, and the excess
cooling can no longer be compensated, leading to runaway
cooling. If the cooling rate decreases to match the heating rate
under conditions where Fi < 1.0, the temperature drop halts,
and the system returns to its pre-localized-heating state. Here, it
is assumed that the heating rate remains largely unchanged. In
the nonequilibrium model (e.g., S. K. Antiochos et al. 1999),
coronal density continues to rise due to quasi-steady localized
heating until the loop reaches a new equilibrium. If this new
state satisfies Fi  1.0, condensation occurs.

The radiative loss function in Figure 2 exhibits significant
changes in slope around temperatures of T= 0.4 and 1.5 MK,
in addition to T= 0.15MK. To ensure that these variations did
not influence the results, an additional calculation was
performed using a simplified loss function with a constant

slope between T= 0.15 and 4.0 MK (represented by the dashed
line in Figure 2).

4.2. Required Amount of Localized Heating

The condition for TNE has been studied by numerous
researchers. An important factor is the ratio of localized heating
to background heating heating (P. Antolin et al. 2010; C. Joh-
nston et al. 2019; J. A. Klimchuk & M. Luna 2019). J. A. Kli-
mchuk & M. Luna (2019) analytically derived the condition for
TNE as follows:

( )> +
G

l

l

Q

Q

c
1 . 47

min

1H

H

Figure 7. Space-time diagrams of density in Cases (a) A1, (b) A2, (c) A3, and (d) A5. The initial condition at tp = 0 s is the same as the condition in Figure 5.

Figure 8. The time evolution of coronal averaged density (top) and temperature
(bottom) for each case in the parameter survey is shown. Red and blue solid
lines represent Cases A5 and A3, which exhibit condensations, while purple
and green dashed lines represent Cases A2 and A1, which do not show any
condensations.

Figure 9. The time variations of (a) density (solid line) and temperature
(dashed line), (b) radiative cooling rate QR (solid line) and turbulent heating
Qturb (dashed line) in Case A4, and (c) the Field number Fi in Cases A4 (solid
line) and A1 (dotted line) are shown. The time from the maximum density to
the onset of condensation in Case A4 is divided into three phases: tp ≈ 2000
− 2800 s (green), tp ≈ 2800−3300 s (blue), and tp ≈ 3300−3600 s (red).
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Qmin and lQ H represent the volumetric heating rates at the loop
apex and at one heating scale length λH above the transition
region, respectively. /ºc R R1 TR cor denotes the ratio of the
radiative losses per unit area R integrated along the transition
region to those in the corona sections. /G ºl lA ATRHH

is the
ratio of the cross-sectional areas A of the transition region and
at one heating scale length above the transition region. Note
that this condition assumes exponential decay of steady heating
from the transition region applied to both footpoints.

If we calculate the required ratio of the localized heating rate
to the background heating rate using the formula (47), it ranges
from 2.0 to 4.5. The value of c1 varies from 1.0 to 3.5, where
RTR and Rcor are evaluated by defining the corona and transition
region as regions with T > 4 × 105 K and 1.5 ×
104 K < T < 4 × 105 K, respectively. /G ºl lA ATRH H is
calculated from the ratio of the expansion factors at s = speak
and at the transition region. In contrast, our parameter survey
indicates that the actual ratio of the localized heating rate to the
background heating rate required for condensation to occur was

¯ ( )/
´l ~ ~

Q

Q

Q e

Q
2 10 . 48

min

local

bg

4H

Here, we extended the interpretation of Qmin as follows:
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The integral spatial range is defined as s±,cor = L/2 ± Δs and
s±,local = speak ± Δs, with Δs = 1Mm. The integral temporal
range is defined as t1 = tpeak − τ1, and t2 = tpeak + τ2. The
constants related to time (tpeak, τ1, τ2) and space (speak) are

provided in Sections 2.1 and 3.2. We substitute ¯ ( ) =Q sbg

´ - - -3.0 10 erg cm s4 3 1, corresponding to the back-
ground heating rate obtained in Section 3.1, and QL with the
critical value (Case A3, Qlocal = 17.0 erg cm−3 s−1).
Therefore, for a single localized heating event, the required

heating rate is approximately 104 times higher than the rate
derived analytically for the steady heating case. This value is
specific to our numerical setting. If the value of speak increases,
condensation will not occur, even with the same amount of
heating applied. Further investigation is needed to understand
the general relationship between the required heating amount
and the distance between speak and the transition region.
Although we discussed heating rates above, the total heating

amount is the critical factor for chromospheric evaporation.
Additionally, the numerical setup used in Type A is insufficient
for an accurate comparison with the analytical condition (47),
which assumes steady localized heating applied to both sides of
the loop. To address this discrepancy, we conducted additional
simulations with three types of both-sided localized heating: a
single heating event similar to Type A in Cases B1–4, steady
heating in Cases C1–5, and steady heating decaying exponen-
tially from the transition regions in Cases D1–5 (see
Section 2.5). The values of str and ℓexp in Equation (27) were
fixed at 6 Mm and 4Mm, respectively. τlin in Equation (28)
was set to 1500 s. The results are summarized in Table 2, where
the second and third columns present the minimum required
heating rate and its integrated value over space and time until
condensation occurs. For Type D, since the spatial distribution
contributing to chromospheric evaporation is uncertain, we
considered two spatial integration ranges: the region above the
photosphere (0� s� 10Mm) and the transition region
(6� s� 10Mm). The results show that the total heating

Figure 10. The schematic picture of two cases: (upper) condensation occurring due to a single heating event (refer to tp = 2000 to 3000 s in Case A4) and (lower) no
condensation occurring. Solid lines represent half of the loop, while dashed lines denote the Field length. The energy relationships between heating (red), cooling
(blue), and thermal conduction (yellow) at the upper corona are indicated by arrows. Their lengths indicate the magnitude of energy input or output. The first panel
depicts the situation after the localized heating.
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amount required for condensation is nearly identical across
Types B, C, and D, with at most a variation of a few times, as
indicated in the third column of Table 2. This finding suggests
that condensation will occur as long as the total heating flux
contributing to chromospheric evaporation remains constant,
regardless of the frequency or magnitude of the heating events.

The result of Case D can be directly compared with the
analytical condition provided in formula (47). By substituting
the values of Qbg and lQ H, the left-hand side of the formula
~3.6. On the other hand, the right-hand side lies between 2.0
and 4.0, as discussed earlier. This agreement suggests that our
results are consistent with the analytical condition.

Given the above relationship among Types B, C, and D, and
the agreement between Type D and the analytical condition,
formula (47) can be extended using the heating amount as
follows:
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where tcool is the cooling time. In Type A, where heating is
applied asymmetrically to one side of the loop, the evaporation
flow moves toward the opposite side. This asymmetry increases
the required heating amount to more than double compared to
Type B, where heating is applied to both sides. Consequently,
this introduces stricter constraints on the conditions necessary
for condensation.

4.3. Comparison with Previous Studies

Several studies have conducted simulations to investigate
condensation triggered by single or transient heating events.
J. W. Reep et al. (2020), using the HYDRAD code (S. Brads-
haw & H. Mason 2003), explored the potential for coronal rain
formation due to a single heating event with electron beams.
They applied short-duration heating (10 and 100 s) in specific
parameter spaces but did not observe local condensation.
Instead, runaway cooling seemed to occur throughout the
corona. This runaway cooling likely resulted from the Field
number exceeding unity when the coronal density reached
~1011 cm−3 and the temperature fell below 105 K (see Figure 4
in their paper). They suggested that additional mechanisms,
which perturb the corona, are necessary to initiate condensa-
tion. In our study, we propose that shock waves serve this role.
Local condensation was observed at multiple locations, even
after the loop cooled uniformly to the transition region
temperatures.

P. Kohutova et al. (2020) conducted a self-consistent 3D
calculation, finding that condensation was triggered by sudden
heating associated with magnetic braiding. In their study of
loop L1, where they observed the complete thermal evolution,
they noted that the coronal segment shortened during

condensation. This suggested that the transition region height
might increase due to enhanced gas and magnetic pressure
gradients caused by condensation, as discussed in
Section 3.2.1. Since the plasma had already cooled through
runaway cooling at this stage, the shortening of the coronal
length did not affect condensation, as demonstrated in
Section 4.1. They also investigated the effects of left–right
asymmetry in heating, finding that the heating ratio during
impulsive heating exceeded 5. However, this lasted only for
about 50 s, and the corona rapidly returned to its original state
due to internal flows, thus avoiding incomplete condensation
through siphon flow, as seen in cases of steady localized
heating (e.g., Z. Mikić et al. 2013; C. Froment et al. 2018;
J. A. Klimchuk & M. Luna 2019). In our case with one-sided
heating (Cases A1–5), the localized heating lasted less than the
cooling time τcool. Condensation occurred after the one-
directional flow subsided, a result similar to the findings of
P. Kohutova et al. (2020).
Many previous studies on condensation phenomena have

introduced artificial background heating terms to reproduce the
corona (e.g., S. K. Antiochos et al. 1999). In contrast, P. Ant-
olin et al. (2010) performed calculations that included coronal
heating by Alfv ́en waves, considering energy dissipation
through shock waves. The shock heating in the corona is
episodic in nature, as described by S. Moriyasu et al. (2004). In
their simulation, the maximum vertical velocity amplitude
along the loop reached approximately 100 km s−1, with an
average value around 40 km s−1 in the corona, which is higher
than the observed nonthermal velocities. As presented in
Section 3.1, we incorporated additional energy dissipation due
to phenomenological Alfv ́en wave turbulent cascades, follow-
ing M. Shoda et al. (2018b), resulting in vertical velocities that
align with observations. This suggests that our numerical setup
provides a more realistic representation of background heating
compared to previous studies.
C. Xia et al. (2011) reported that, once a prominence is

formed and left without localized heating, plasma flows into the
prominence via a siphon flow, due to the lower pressure within
the prominence compared to the surrounding corona. This
results in a positive mass change rate for the prominence.
However, our finding reveals a new behavior: the mass-change
rate is consistently negative, as shown in Figure 5(h). This
negative trend is observed across all our studied cases. We
speculate that shock waves colliding with the prominence–
corona transition region dissipate energy, heating the promi-
nence and leading to mass drainage. This result should be
further investigated in the future—for example, by using 3D
calculations.
In our study, we conducted a parameter survey by varying

the magnitude of the localized heating rate. While this analysis
provided valuable insights, other critical factors warrant further
investigation, such as the geometry of the loop. The variation in
the cross-sectional area, which was fixed in our study, is
intriguing not only from a fluid dynamics perspective (e.g.,
Z. Mikić et al. 2013) but also in terms of magnetic wave
properties. Modifying the profile of the expansion rate of the
flux tube fex in Equations (11) and (12) could influence the
mode conversion rate. This behavior should affect the proper-
ties of condensation.
While 1D calculations often provide valuable insights into

the formation process, extending to multidimensional simula-
tions is essential for accurate comparison with observations.

Table 2.
The Minimum Values of the Required Heating Rates and Amounts

Case Min Qlocal Total
(erg cm−3 s−1) (1010 erg cm−2)

B4 3.8 3.5
C4 5 × 10−2 1.8
D4 3 × 10−3 1.2-3.1
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Y. Zhou et al. (2020), V. Jerčić et al. (2022), and V. Jerčić &
R.Keppens (2023) conducted 2D MHD simulations of thread
structures in prominences resulting from stochastic heating at
the footpoints. Their studies showed that the magnitude of
heating significantly impacts the dynamics of the condensation
plasma (V. Jerčić & R. Keppens 2023). Reproducing inner
structures, such as vertical flows and turbulent structures within
prominences, has mainly been achieved through 3D calcula-
tions (e.g., A. Hillier et al. 2012; R. Keppens et al. 2015; C. Xia
& R. Keppens 2016; T. Kaneko & T. Yokoyama 2018;
J. M. Jenkins & R. Keppens 2022; D. Donné & R. Keppens
2024). Future extensions of our calculations, incorporating
heating by MHD waves, may provide further insights into the
mass circulation observed by W. Liu et al. (2012).

5. Conclusion

To investigate the conditions for prominence formation
triggered by a single heating event, we performed 1.5D MHD
simulations incorporating radiative cooling, thermal conduc-
tion, gravity, and a phenomenological heating term. By
applying a boundary driver that mimics the photospheric
motion to generate MHD waves, the corona was heated to
approximately T ~ 106 K. The loop eventually reached a quasi-
steady state. Localized heating was then applied to the
footpoint(s) of the coronal loop, resulting in prominence
formation through the “chromospheric-evaporation condensa-
tion” process.

Our findings indicate that Alfv ́en waves generated by
photospheric motion are converted into shock waves through
mode conversion. As these shock waves pass through the
corona, which has become denser due to the localized heating,
even denser regions form. In these regions, radiative cooling is
further enhanced, leading to condensation. We conducted a
parameter survey varying the magnitudes of the localized
heating rate Qlocal. It was observed that, for a single heating
event, the required heating rate was ~104 times greater than in
steady heating cases. However, the total amount of localized
heating needed for condensation was similar in both scenarios.
The required heating amount was determined based on the need
for temperature decrease due to excess cooling until thermal
conduction became inefficient compared to cooling. Condensa-
tion occurred when the Field number Fi approximately
exceeded unity. Furthermore, we extended the condition for
TNE derived by J. A. Klimchuk & M. Luna (2019) to a
formulation using the heating amount. This extension makes it
applicable even when the localized heating profile does not
necessarily decay exponentially and is not steady.

Future studies will involve simulations with different
geometries to investigate further the effects of MHD waves
and heating mechanisms on condensation.
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