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Although conservative treatment is commonly used for osteoporotic vertebral fracture (OVF), some 
patients experience functional disability following OVF. This study aimed to develop prediction models 
for new-onset functional impairment following admission for OVF using machine learning approaches 
and compare their performance. Our study consisted of patients aged 65 years or older admitted for 
OVF using a large hospital-based database between April 2014 and December 2021. As the primary 
outcome, we defined new-onset functional impairment as a Barthel Index ≤ 60 at discharge. In 
the training dataset, we developed three machine learning models (random forest [RF], gradient-
boosting decision tree [GBDT], and deep neural network [DNN]) and one conventional model (logistic 
regression [LR]). In the test dataset, we compared the predictive performance of these models. A 
total of 31,306 patients were identified as the study cohort. In the test dataset, all models showed 
good discriminatory ability, with an area under the curve (AUC) greater than 0.7. GBDT (AUC = 0.761) 
outperformed LR (0.756), followed by DNN (0.755), and RF (0.753). We successfully developed 
prediction models for new-onset functional impairment following admission for OVF. Our findings will 
contribute to effective treatment planning in this era of increasing prevalence of OVF.
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The number of patients with osteoporotic vertebral fracture (OVF) has increased with the aging of society, and 
OVF is now considered a serious public health problem in developed countries1. While conservative treatment, 
such as pain medications and orthosis, is generally effective for OVF, approximately 30% of patients experience 
a decrease in activities of daily living (ADL)2–4. Some of these OVF patients with functional impairment require 
long-term medical and nursing care, experience reduced quality of life, and have increased mortality rates5–7. 
Recently, surgical treatment aimed at preventing this decline in ADL has become more common8,9. While early 
surgical intervention for OVF can improve clinical outcomes, prediction immediately after OVF injury whether 
conservative treatment will be effective is difficult10,11. Identification of those most likely to develop functional 
disability following conservative treatment of OVF is therefore particularly important to facilitating clinical 
decision making and reducing the number of patients with disability following OVF.

Although previous studies have reported several prognostic factors associated with a decrease in ADL5,12,13, 
these studies has predominantly focused on identifying radiographic factors and exploring prognostic factors 
potentially linked to functional outcomes. Furthermore, we are unaware of any attempt to build a prediction 
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model of functional impairment after OVF possibly due to the small number of patients, the limited study 
population, and a high risk of bias.

Machine learning models have recently shown promise in improving predictive ability in various 
conditions14,15. These approaches have the advantages of being able to handle more variables and build complex 
models that take account of interactions between variables and non-linear relationships between variables 
and outcomes. However, to our knowledge, there is no predictive models using machine learning related to 
functional outcomes after OVF.

Accordingly, we aimed to develop prediction models for new-onset functional impairment after OVF 
admission and to validate these models using a temporal test dataset. We used conventional and machine 
learning approaches and compared the predictive performance of these models.

Results
Study cohort
In the database, we identified 72,691 patients hospitalized for OVF between April 2014 and December 2021. 
After applying the exclusion criteria, a total of 31,306 patients admitted for OVF were included in the study 
(Fig. 1). The mean (SD) age was 81.6 (7.7) years and 28.6% were men. Of these, 24,603 (78.6%) were allocated to 
the training dataset (those admitted between April 2014 and December 2020), while 6703 (21.4%) were allocated 
to the test dataset (those admitted between January and December 2021).

The primary outcome of a Barthel Index ≤ 60 at discharge was observed in 33.2% (10,385 of 31,306) of 
patients. Table  1 shows the baseline characteristics and exploratory measures of the patients overall and by 
outcome status. Patients with a Barthel Index ≤ 60 at discharge tended to be older men, had a lower Barthel Index 
at admission and were more likely to have mild or moderate dementia than those with a Barthel Index > 60 at 
discharge. The length of hospital stay was 27.3 (14.9) days in the training dataset and 26.8 (14.9) days in the test 
dataset. The in-hospital mortality rate was 0.1% (23 of 24,603 in the training dataset and 9 of 6703 in the test 
dataset) in the two datasets, and discharge to home was achieved in 71.2% (17,522 of 24,603) in the training 
dataset and 69.4% (4654 of 6703) in the test dataset. Patients with a Barthel Index > 60 at discharge were more 
likely to be discharged home than those with a Barthel Index ≤ 60 at discharge.

Performance of models in the test dataset
The performance of the different models in the test dataset is shown in Table 2; Fig. 2. All models showed good 
discriminative ability, with an AUC above 0.7. Compared to the LR (AUC = 0.757 [95% CI 0.746–0.770]), only 
the GBDT (AUC = 0.760 [95% CI 0.748–0.771]) outperformed it, albeit without statistical significance (Delong’s 
test P-value = 0.22), followed by RF (AUC = 0.756 [95% CI 0.744–0.767]), DNN (AUC = 0.702 [95% CI 0.689–
0.715]) (Table 2). While the sensitivities of GDBT and RF were low (0.44), their specificities were high (0.86). 
As shown in the graph, the calibration of each model was similarly good for low-risk patients with a discharge 
Barthel Index ≤ 60, but the number of high-risk patients tended to be overestimated (Fig. 3).

Variable importance
The variable importance of the 10 most important predictors for the best-performing model (GBDT) is shown in 
Fig. 4, suggesting that Barthel Index at admission, dementia level, and age were important predictors.

Fig. 1. Flow chart for cohort selection. LOS length of hospital stay.
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Training dataset (n = 24,603) Test dataset (n = 6703)

Overall (n = 24,603)

Barthel Index > 60 
at discharge 
(n = 16,545)

Barthel Index ≤ 60 
at discharge 
(n = 8058) Overall (n = 6703)

Barthel Index > 60 
at discharge 
(n = 4376)

Barthel 
Index ≤ 60 
at discharge 
(n = 2327)

Men 6,959 (28.3%) 4,546 (27.5%) 2,413 (29.9%) 1,939 (28.9%) 1,227 (28.0%) 712 (30.6%)

Age, mean (SD), years 81.5 (7.7) 80.2 (7.4) 84.2 (7.5) 82.1 (7.8) 80.7 (7.3) 84.6 (7.9)

Body Mass Index, mean (SD), kg/m2 21.9 (3.3) 22.1 (3.2) 21.6 (3.3) 21.9 (3.3) 22.0 (3.2) 21.5 (3.3)

Unknown 4739 2837 1902 1329 762 567

Smoking index, mean (SD) 1004.8 (2,850.3) 982.7 (2,815.6) 1050.1 (2,919.9) 1111.2 (3,002.1) 1056.6 (2,922.3) 1213.7 
(3,144.6)

Unknown 7 4 3 6 5 1

Barthel Index at admission 38.2 (34.4) 46.8 (35.6) 20.9 (24.0) 35.8 (33.6) 44.0 (35.3) 20.9 (23.9)

Unknown 2,774 1,971 803 645 458 187

Dementia level

No dementia 17,644 (71.7%) 13,139 (79.4%) 4505 (55.9%) 4738 (70.7%) 3392 (77.5%) 1346 (57.8%)

Level I 4402 (17.9%) 2433 (14.7%) 1969 (24.4%) 1105 (16.5%) 617 (14.1%) 488 (21.0%)

Level II 2557 (10.4%) 973 (5.9%) 1,584 (19.7%) 860 (12.8%) 367 (8.4%) 493 (21.2%)

Ambulance use 11,227 (45.6%) 6627 (40.1%) 4600 (57.1%) 3381 (50.4%) 1935 (44.2%) 1446 (62.1%)

Charlson comorbidity index, mean (SD) 0.5 (1.1) 0.5 (1.1) 0.6 (1.2) 0.6 (1.2) 0.5 (1.2) 0.7 (1.3)

Diabetes mellitus 4191 (17.0%) 2747 (16.6%) 1444 (17.9%) 1198 (17.9%) 751 (17.2%) 447 (19.2%)

Rheumatoid arthritis 707 (2.9%) 472 (2.9%) 235 (2.9%) 162 (2.4%) 118 (2.7%) 44 (1.9%)

Hypertension 9806 (39.9%) 6390 (38.6%) 3416 (42.4%) 2597 (38.7%) 1655 (37.8%) 942 (40.5%)

Hyperlipidemia 4334 (17.6%) 3052 (18.4%) 1282 (15.9%) 1244 (18.6%) 878 (20.1%) 366 (15.7%)

Malignancy 1802 (7.3%) 1140 (6.9%) 662 (8.2%) 554 (8.3%) 345 (7.9%) 209 (9.0%)

Hemodialysis 357 (1.5%) 207 (1.3%) 150 (1.9%) 98 (1.5%) 51 (1.2%) 47 (2.0%)

Acute myocardial infarction 325 (1.3%) 194 (1.2%) 131 (1.6%) 91 (1.4%) 57 (1.3%) 34 (1.5%)

Congestive heart failure 1903 (7.7%) 1080 (6.5%) 823 (10.2%) 553 (8.3%) 309 (7.1%) 244 (10.5%)

Chronic pulmonary disease 1266 (5.1%) 808 (4.9%) 458 (5.7%) 372 (5.5%) 237 (5.4%) 135 (5.8%)

Cerebrovascular disease 2248 (9.1%) 1258 (7.6%) 990 (12.3%) 576 (8.6%) 298 (6.8%) 278 (11.9%)

Non-steroidal anti-inflammatory drugs 11,007 (44.7%) 7775 (47.0%) 3232 (40.1%) 2593 (38.7%) 1801 (41.2%) 792 (34.0%)

Acetaminophen 7344 (29.9%) 4584 (27.7%) 2760 (34.3%) 2707 (40.4%) 1676 (38.3%) 1031 (44.3%)

Tramadol 746 (3.0%) 501 (3.0%) 245 (3.0%) 192 (2.9%) 124 (2.8%) 68 (2.9%)

Steroid 579 (2.4%) 388 (2.3%) 191 (2.4%) 189 (2.8%) 115 (2.6%) 74 (3.2%)

Bisphosphonates 1620 (6.6%) 1132 (6.8%) 488 (6.1%) 440 (6.6%) 288 (6.6%) 152 (6.5%)

Denosumab 16 (0.1%) 9 (0.1%) 7 (0.1%) 2 (0.0%) 1 (0.0%) 1 (0.0%)

Romosozumab 12 (0.0%) 10 (0.1%) 2 (0.0%) 9 (0.1%) 6 (0.1%) 3 (0.1%)

Teriparatide 675 (2.7%) 498 (3.0%) 177 (2.2%) 143 (2.1%) 106 (2.4%) 37 (1.6%)

Vitamin D 3614 (14.7%) 2541 (15.4%) 1073 (13.3%) 1093 (16.3%) 743 (17.0%) 350 (15.0%)

Selective estrogen receptor modulation 449 (1.8%) 342 (2.1%) 107 (1.3%) 167 (2.5%) 116 (2.7%) 51 (2.2%)

Anti-diabetic drugs 2777 (11.3%) 1838 (11.1%) 939 (11.7%) 940 (14.0%) 587 (13.4%) 353 (15.2%)

Antithrombotic drugs 6673 (27.1%) 4213 (25.5%) 2460 (30.5%) 2115 (31.6%) 1305 (29.8%) 810 (34.8%)

Proton pump inhibitors 7165 (29.1%) 4793 (29.0%) 2372 (29.4%) 2299 (34.3%) 1471 (33.6%) 828 (35.6%)

Rehabilitation within 2 days after admission 13,367 (54.3%) 9060 (54.8%) 4307 (53.4%) 4273 (63.7%) 2790 (63.8%) 1483 (63.7%)

Thoracolumbar orthosis 2863 (11.6%) 1994 (12.1%) 869 (10.8%) 1228 (18.3%) 851 (19.4%) 377 (16.2%)

Bed size category

20–99 599 (2.4%) 399 (2.4%) 200 (2.5%) 323 (4.8%) 190 (4.3%) 133 (5.7%)

100–199 6191 (25.2%) 4476 (27.1%) 1715 (21.3%) 1824 (27.2%) 1281 (29.3%) 543 (23.3%)

200–299 6127 (24.9%) 4469 (27.0%) 1658 (20.6%) 1704 (25.4%) 1203 (27.5%) 501 (21.5%)

300–499 8458 (34.4%) 5380 (32.5%) 3078 (38.2%) 2137 (31.9%) 1270 (29.0%) 867 (37.3%)

≥ 500 3228 (13.1%) 1821 (11.0%) 1407 (17.5%) 715 (10.7%) 432 (9.9%) 283 (12.2%)

Number of hospitalizations, mean (SD) 0.2 (0.7) 0.2 (0.7) 0.2 (0.7) 0.2 (0.8) 0.2 (0.8) 0.2 (0.8)

Number of hospitalizations for osteoporotic 
vertebral fracture, mean (SD) 0.0 (0.2) 0.0 (0.2) 0.0 (0.2) 0.1 (0.3) 0.1 (0.3) 0.1 (0.3)

Secondary outcomes

Length of hospital stay, mean (SD), days 27.3 (14.9) 28.1 (14.6) 25.6 (15.2) 26.8 (14.9) 27.8 (14.9) 24.8 (14.7)

In-hospital death 23 (0.1%) 2 (0.0%) 21 (0.3%) 9 (0.1%) 1 (0.0%) 8 (0.3%)

Discharge location

Home 17,522 (71.2%) 13,954 (84.3%) 3568 (44.3%) 4654 (69.4%) 3718 (85.0%) 936 (40.2%)

Continued
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Discussion
In our study of 31,306 patients hospitalized for OVF who had no previous functional impairment, approximately 
one-third experienced new-onset functional impairment by the time of discharge. We successfully developed 
prediction models that achieved high predictive performance using data routinely collected within two days 
of admission for OVF only. To our knowledge, this is the first study to use conventional and machine learning 
approaches with a variety of predictors to target new-onset functional impairment after admission for OVF. Key 
potential risk factors for functional impairment were identified, with Barthel Index at admission, dementia level, 
ambulance use, and age at OVF highlighted as significant indicators.

Several previous studies have investigated prognostic factors for functional impairment after OVF, including 
the presence of middle column injury, cognitive decline, and nonunion12,13,16,17. Although most of these studies 
focused on the association of ADL decline with radiographic assessment by computed tomography or magnetic 
resonance imaging, the universal use of these diagnostic tools for every OVF patient is not feasible, considering 
cost and the typically favorable prognosis of OVF12,13,16,17. In stark contrast, the predictive model developed in 
our study uses routinely collected information only and does not require any additional testing. Thus, the present 
study builds on these previous reports and extends them by demonstrating the superior ability of modern 
machine learning approaches to the prediction of functional outcomes after OVF.

Although GBDT outperformed LR in our results, the difference was negligible. Other machine learning 
models did not outperform LR. This is consistent with a recent systematic review that reported that there was no 
statistically significant difference in predictive performance between traditional regression models and machine 
learning counterparts18. Our use of only 37 predictor variables, which is a limited number for machine learning 
techniques, may have influenced these results. In addition, most of our predictor variables were not continuous. 
The inclusion of continuous variables that may have non-linear relationships with functional regression, such 
as blood test results, might improve the performance of machine learning models. This suggests that future 
research with expanded predictor variables, including continuous variables and clinical information extracted 
using natural language processing, may improve the predictive capabilities of machine learning approaches18.

Some of the important predictors selected in this study have provided us with meaningful insights. First, 
Barthel Index at admission and ambulance use were associated with increased functional impairment. We 
speculate that patients who experienced a decrease in Barthel Index at admission and used an ambulance 
experienced a greater severity of pain than those who did not, which is consistent with previous studies12,19. 
These previous studies reported that pain severity was associated with poor ADL prognosis after OVF12,19. Next, 
although we excluded patients with severe dementia, dementia level was nevertheless selected as an important 
predictor of new-onset functional impairment. Patients with dementia are generally less compliant with 
treatment, such as bed rest, orthosis, and rehabilitation; poor adherence might have contributed to functional 
impairment after OVF hospitalization16.

The implications of our findings are profound, particularly for clinicians, patients, and their families. Most 
older adults with OVF expect to return to their pre-fracture functional level with bed rest, thoracolumbar orthosis, 
rehabilitation and, in some cases, surgery. Recently, a variety of surgical treatments have been used to treat 
OVF when conservative treatment is not effective in preventing a decline in ADL, ranging from vertebroplasty 
to corrective spinal fusion surgery20. However, these surgical treatments are associated with increased risk of 
complications, especially in the elderly20,21. Our results may assist clinicians in risk stratification and decision-
making regarding treatment strategies for patients with OVF, and are therefore of critical importance to both 
clinicians and patients.

Model AUC (95% CIs) P valuea Sensitivity Specificity PPV NPV

Gradient-boosting decision tree 0.761 (0.750–0.772) 0.57 0.46 0.85 0.62 0.75

Random forest 0.753 (0.741–0.767) 0.21 0.41 0.87 0.62 0.74

Deep neural network 0.755 (0.744–0.766) 0.45 0.46 0.85 0.62 0.75

Logistic regression 0.756 (0.744–0.768) Reference 0.46 0.85 0.63 0.75

Table 2. Performance of the five models in the test dataset. aP values were calculated with Delong’s test using 
logistic regression as a reference. AUC area under curve, CI confidence interval, PPV positive predictive value, 
NPV negative predictive value.

 

Training dataset (n = 24,603) Test dataset (n = 6703)

Overall (n = 24,603)

Barthel Index > 60 
at discharge 
(n = 16,545)

Barthel Index ≤ 60 
at discharge 
(n = 8058) Overall (n = 6703)

Barthel Index > 60 
at discharge 
(n = 4376)

Barthel 
Index ≤ 60 
at discharge 
(n = 2327)

Another hospital 5880 (23.9%) 2173 (13.1%) 3707 (46.0%) 1761 (26.3%) 570 (13.0%) 1191 (51.2%)

Nursing home 1112 (4.5%) 386 (2.3%) 726 (9.0%) 279 (4.2%) 87 (2.0%) 192 (8.3%)

Others 89 (0.4%) 32 (0.2%) 57 (0.7%) 9 (0.1%) 1 (0.0%) 8 (0.3%)

Table 1. Baseline characteristics of patients.
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This study has several limitations. First, information on radiographic findings was not available. As 
radiographic findings are associated with the prognosis of OVF12,13,16,17, adding these variables to our prediction 
models may improve their performance. Future prospective study with radiographic data will be needed to 
improve our prediction models. Second, we focused on ADL at discharge, which has been associated with 
poor future ADL, higher rates of adverse events, and increased mortality22,23. Nevertheless, the true long-term 
outcomes remain unknown. Furthermore, different discharge policies between participating hospitals would 
likely have led to misclassification of outcomes. Third, although the methods of conservative treatment for OVF 
may have varied between hospitals3, we could not account for clustering of patients within hospitals due to the 
lack of this type of information in our database. Fourth, the comorbidities we assessed were underestimated 
because only a maximum of four comorbidities can be recorded in the DPC database. In addition, the number 
of hospitalizations was also underestimated because our database did not include information on treatment 
history at other institutions. Fifth, our findings may not be generalizable to other settings. Although we assessed 
the performance of our prediction models using the test dataset, we were not able to validate the models using 
external datasets. Cultural or health system differences, such as long hospital stays, may hinder the application of 
our predictive models to other patients with OVF. Nevertheless, the variables used in our prediction models are 
common in other countries. Data from Japan, which is aging faster than the rest of the world, should be useful 
for other countries which will shortly experience similar levels of aging. Sixth, although we attempted to exclude 
patients with dependent ADL prior to admission for OVF, some of these patients may have been included as 
eligible due to misclassification.

In conclusion, using a large hospital-based database, we developed and validated machine learning models 
to predict the risk of new-onset functional impairment after OVF admission using predictor variables that are 
commonly available within two days of OVF admission. Our model may be useful for clinicians in identifying 
OVF patients at high risk of functional impairment, and in considering alternative treatment plans for these 
patients in place of conservative treatment.

Fig. 2. Receiver operating characteristic curve of each model for the test dataset. GBDT gradient-boosting 
decision tree, LR logistic regression, RF random forest, DNN deep neural network, AUC area under curve.
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Methods
The study was approved by the ethical committee of Kyoto University Graduate School and Faculty of Medicine 
(No. R4191) and performed in accordance with the Declaration of Helsinki. The requirement for individual 
informed consent was waived because the database is provided with all patient information anonymized by the 
ethical committee of Kyoto University Graduate School and Faculty of Medicine. We followed the Transparent 
Reporting of a multivariable prediction model for Individual Prognosis Or Diagnosis (TRIPOD) as a reporting 
guideline24.

Study design and setting
We conducted a prognostic study to develop a prediction model using a large hospital administrative database 
provided by JMDC Inc. (Tokyo, Japan)25. As of 2022, the database contained Diagnosis Procedure Combination 
(DPC) discharge summaries and administrative claims data on more than 18 million patients treated in 573 
hospitals. The DPC-based Per Diem Payment system is the main medical system for acute inpatient care 
reimbursement in Japan26. Details of this database and the DPC system have been described elsewhere25,27. 

Fig. 3. Calibration plot of each model for the test dataset. GBDT gradient-boosting decision tree, LR logistic 
regression, RF random forest, DNN deep neural network.
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Previous validation studies have reported high specificity and moderate sensitivity for the recorded diagnoses 
and high specificity and sensitivity for the recorded procedures28,29.

Study population
We identified all patients aged 65 years or older who were admitted for OVF during the period from April 
2014 to December 2021. In cases where an individual patient had multiple admissions, each was treated as a 
separate admission, as the frequency of hospitalization for OVF was considered an indicator of osteoporosis 
severity. Exclusion criteria included the presence of concurrent fractures and transfer from another medical 
facility. Given that the aim of the study was to predict new-onset functional impairment after admission for OVF, 
we excluded patients who were functionally impaired prior to admission for OVF, namely those admitted from 
nursing homes, receiving home medical care prior to admission, with severe dementia requiring assistance with 
ADLs, and diagnosed with disuse syndrome prior to admission14. We also excluded patients who died within 
two days of the index admission, those with a hospital stay of less than three days or more than sixty days, those 
who underwent surgery for OVF during the hospitalization, and those with missing data on Barthel Index at the 
time of discharge. The definitions of the inclusion and exclusion criteria are given in detail (see Supplementary 
Table 1 online).

Outcomes
The outcome of interest was defined as functional impairment, characterized by a Barthel Index ≤ 60 at hospital 
discharge14,30. This threshold was decided on the basis of previous studies in which a Barthel Index ≤ 60 was 
considered equivalent to physical disability31,32. Details of the Barthel Index have been provided elsewhere31,32. 
Briefly, the Barthel Index quantifies the performance of ten basic ADLs (bowel, bladder, grooming, toileting, 
feeding, transferring, mobility, dressing, stair climbing, and bathing), with a total score between 0 and 10033. If 
patients died in hospital after the first two days of the index admission, a Barthel Index of 0 was assigned32. We 
also assessed in-hospital mortality, length of hospital stay, and discharge destination for exploratory purposes.

Predictors
Based on previous studies and clinical expertise3,5,12,13, potential predictors were selected from data collected 
within the first two days of admission for OVF. These predictors included age, sex, body mass index (BMI), 
smoking index, Barthel Index at admission, ambulance use, level of dementia, presence of comorbidities, 
pharmacological treatment within two days of admission for OVF, use of orthoses, receipt of rehabilitation 
within two days of admission for OVF, number of admissions in the year prior to the index admission, number 
of OVF admissions prior to the index admission, and number of hospital beds. Detailed definitions of these 
predictors are given (see Supplementary Table 2 online).

Fig. 4. Variable importance of the 10 most important predictors in the gradient-boosting decision tree model.
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Missing data
BMI, smoking index, and Barthel Index at admission had missing values in the dataset. We imputed the missing 
values for these variables using K-nearest neighbor imputation34.

Statistical analysis
Training and test cohorts
Patients were divided into two cohorts: those admitted between April 2014 and December 2020 served as the 
training dataset to develop the prediction models, while those admitted between January and December 2021 
formed the test dataset to evaluate the performance of the established models35,36. We did not calculate the 
required sample size and used all available data because a larger sample size leads to the development of more 
robust models37.

Development of prediction models in the training cohort
We chose the logistic regression (LR) model as reference to evaluate the predictive ability of machine learning 
models. Three machine learning models were used to develop the prediction models in our study: random 
forest (RF), gradient-boosting decision tree (GBDT), and deep neural network (DNN). Details of these machine 
learning models are described elsewhere14,38. In brief, the RF approach creates a forest of decision trees. Each 
tree is built using a random subset of the data, and the final prediction is based on the consensus of all trees. The 
GBDT is similar to the RF in that this model sequences multiple decision trees. With each new tree, however, 
the model focuses on correcting the mistakes made by the previous trees. So instead of building a forest of trees 
all at once (as in RF), it builds and refines them one at a time. The DNN is made up of multiple interconnected 
neurons organized in layers, inspired by the way our brain works.

Continuous values were scaled to range between 0 and 1. Categorical variables with more than two categories 
were converted to multiple binary variables (one-hot encoding) for the machine learning models.

These machine learning models were developed using the training dataset. During this development, we 
adjusted hyperparameters to achieve the best performance. For each model, we tried five random levels of 
hyperparameter during the training step. Once trained on a randomly sampled 80% of the training dataset, 
these models were validated on the remaining 20% of the training dataset, which was 20% of our original 
training dataset. This process was repeated 10 times (a method called repeated random sub-sampling cross-
validation)39. The model that achieved the largest area under the curve (AUC) during training was selected as 
the best model. The use of cross-validation and hyperparameter tuning for internal validation is considered a 
robust method for evaluating models before testing them on an external validation dataset and maximizes the 
potential performance of the models39.

Evaluating the predictive performance of each model in the test dataset
The performance of each model was assessed using the AUC, predictive measures (i.e., sensitivity, specificity, 
positive predictive value, and negative predictive value), and the calibration curve on the test dataset.40 95% 
confidence intervals (CIs) for the AUC were obtained using a bootstrapping method. We compared the AUC 
between the models using Delong’s test.

To understand how each predictor contributed to the performance of our best model (the one with the 
highest AUC), we evaluated their importance. These measures were adjusted so that the predictor with the 
highest importance was always marked as 100.

All statistical analyses were conducted using SAS version 9.4 (SAS Institute), R 4.2.1 (R foundation), and 
Python 3.11.0 (Python Software Foundation). The Python libraries we used were pandas, numpy, scikit-learn, 
scipy, xgboost, keras, tensorflow, and matplotlib.

Data availability
The data that support the findings of this study are available from JMDC Inc. but restrictions apply to the avail-
ability of these data, which were used under license for the current study, and so are not publicly available. Data 
are however available from the corresponding author (Koji Kawakami, kawakami.koji.4e@kyoto-u.ac.jp) upon 
reasonable request and with permission of JMDC Inc.
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