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ABSTRACT

Non-contact and non-destructive methods are essential for accurately determining the thermophysical properties necessary for the optimal
thermal design of semiconductor devices and for assessing the properties of materials with varying crystallinity across their thickness.
Among these methods, frequency-domain thermoreflectance (FDTR) stands out as an effective technique for evaluating the thermal charac-
teristics of nano/microscale specimens. FDTR varies the thermal penetration depth by modifying the heating frequency, enabling a detailed
analysis of the thermophysical properties at different depths. This study introduces a machine learning approach that employs FDTR to
examine the thermal conductivity profile along the depth of a specimen. A neural network model incorporating dropout techniques was
adapted to estimate the posterior probability distribution of depth-wise thermal conductivity. Analytical databases for both uniform and
non-uniform thermal conductivity profiles were generated, and the machine learning model was trained using these databases. The effective-
ness of the predictive model was confirmed through assessments of both uniform and non-uniform thermal conductivity profiles, achieving
a coefficient of determination between 0.96 and 0.99. For uniform thermal conductivity, the method attained mean absolute percentage
errors of 1.362% for thermal conductivity and 3.466% for thermal boundary conductance (compared to actual values in the analytically cal-
culated database). In cases of non-uniform thermal conductivity, the prediction accuracy decreased, particularly near the sample’s surface,
primarily due to the limited availability of machine learning data at higher heating frequencies.

© 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial-
NoDerivs 4.0 International (CC BY-NC-ND) license (https://creativecommons.org/licenses/by-nc-nd/4.0/). https://doi.org/10.1063/5.0248430

I. INTRODUCTION

As semiconductor devices such as integrated circuits and
power devices continue to undergo miniaturization, managing their
increased heat generation density becomes a critical challenge.1,2

These devices often feature complex structures and may incorpo-
rate materials with spatial variations in crystallinity, such as those
produced through chemical vapor deposition3–5 and ion-irradiation
processes.6 To enable optimal thermal design, precise mapping of
the spatial distribution of thermophysical properties is essential.
This task has garnered much attention, and various methods for
measuring thermophysical properties have been developed, includ-
ing thermoreflectance techniques,4,7,8 scanning thermal microscopy

(SThM),9,10 Raman spectroscopy,11,12 and lock-in thermography.13

Notably, thermoreflectance methods, such as time-domain ther-
moreflectance (TDTR)14–18 and frequency-domain thermoreflec-
tance (FDTR),19–22 have proven particularly effective for analyzing
thermophysical properties and are extensively utilized in evaluating
the properties of bulk materials,19,23,24 thin films,25,26 and multilay-
ered structures.27 In addition, they excel in capturing the thermal
transport characteristics of samples with microstructural
defects.28–30 FDTR is especially favored owing to its straightforward
measurement setup and its ability to adjust the depth of inspection
by altering the laser heating frequency.

In FDTR, the sample absorbs the pump beam and is periodi-
cally heated by it. The temperature change alters the material’s
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reflectance, modulating the intensity of the reflected probe beam.
This beam is then captured by a photodiode and processed through
a lock-in amplifier synchronized with the pump beam’s modulation
signal to detect the phase lag between the two beams. A theoretical
FDTR model19 is applied to the collected data using the
least-squares method to derive the thermophysical properties.
Thermal conductivity is assessed by accounting for the structural
and material characteristics of the sample. Additional technical
details on the implementation of the FDTR method and thermal
analysis can be found in previous studies.31–33

In this technique, the depth impacted by the measurement
varies with the heating frequency, f, and can be estimated using the
thermal penetration depth, dp, defined as

dp ¼
ffiffiffiffiffiffiffiffi
k

πCf

s
, (1)

where k and C represent the thermal conductivity and volumetric
heat capacity of the sample, respectively. The analysis of thermal con-
ductivity profiles in the depth direction can be enabled by controlling
the heating frequency.5,30 However, when examining the spatial pro-
files of complex structures, fitting parameters such as the thermal con-
ductivity and heat capacity of the materials at different depths, as well
as the thermal boundary conductance between different materials,
need to be considered. Consequently, a substantial number of parame-
ters must be determined using the least-squares method. However,
using the least-squares method introduces dependencies and uncer-
tainties in the fitting process. For example, if the initial settings are
not accurate, the parameters may only be optimized locally, leading to
unreliable results. To address these challenges, recent reports have
explored the use of machine learning (ML) for FDTR
measurements.34–36 Shen et al.34 developed a machine learning model
to determine the initial values for the least-squares method, enhancing
the stability of the fits. However, this machine learning model is
restricted to specific, controlled parameters. Subsequently, Xiang
et al.36 proposed machine learning models that reconstruct depth-
dependent thermal conductivity profiles from FDTR/TDTR measure-
ments, even though their approach was limited to a linear combina-
tion of predefined functional forms. Due to multicollinearity and the
constrained nature of these solutions, the accuracy of the predictions
and the analysis of prediction uncertainty may be compromised.
Therefore, it is crucial to address these issues by directly estimating
the thermal conductivity values at each depth using a machine learn-
ing model with high expressivity and broad applicability.

While numerous machine learning algorithms are available,
neural networks37 stand out owing to their high expressivity, scal-
ability, and broad applicability. Although the expressive power of
neural networks makes them prone to overlearning, this issue can
be avoided by employing the dropout method.38,39 Moreover, using
dropout with neural network models aligns mathematically with
Bayesian approximation,39 allowing for the estimation of the poste-
rior distribution of thermophysical property predictions and
thereby determining the prediction uncertainty.

In this study, machine learning models utilizing neural net-
works with dropout were developed to estimate the thermal con-
ductivity profiles of samples. These models were designed to

predict the thermal conductivity at each depth without imposing
prior constraints on the profile’s functional form. Calculations were
conducted for scenarios where the thermal conductivity of the
sample was uniform, as well as for cases where it varied with depth.
The FDTR phase lag data, analytically generated for various
thermal conductivity profiles and parameters, served as the training
database. The effectiveness of the trained models was assessed
using test sets derived from the training database. It was confirmed
that the models can accurately estimate the posterior distribution of
the thermal conductivity profile without prior limitations on the
sample’s thermophysical properties. In addition, the prediction
uncertainty derived from the neural networks with dropout was
found to be consistent with the physical interpretations.

II. METHODS

Figure 1(a) illustrates the sample configuration, which com-
prises two layers: a lower sample layer whose thermal conductivity
varies with depth and an upper transducer layer. The development
of a machine learning model for this system involves three stages:
database creation, model training, and model evaluation.

FIG. 1. (a) Frequency-domain thermoreflectance (FDTR) sample configuration.
The system consists of two layers: the transducer and the sample. The
sample’s thermal conductivity varies with depth. (b) Process schematic for creat-
ing a training database to predict the depth-dependent thermal conductivity
profile. (c) Process schematic for developing the machine learning (ML) model.
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Initially, a database was constructed to represent the phase lag
at each heating frequency in FDTR, as depicted in Fig. 1(b). The
phase lags were calculated using several parameters, including the
thermal conductivity ktr and thickness ttr of the transducer; the vol-
umetric heat capacities Ctr and C of the transducer and sample
layers, respectively; the depth-dependent thermal conductivity
profile K(z); the thermal boundary conductance G between the
sample and the transducer layer; and the effective 1/e2 beam spot
radius reff . The laser heating frequencies were uniformly set across
400 points on a logarithmic scale ranging from 25 kHz to 200MHz.
It should be noted that measuring with FDTR at frequencies above
50MHz presents challenges due to the low signal-to-noise ratio.
However, considering the existence of an experimental system
capable of operating at higher frequencies,21,23 this frequency range
was selected. To represent experimental noise, Gaussian noise with
a standard deviation of 2% was added to the calculated phase lags.
This procedure was repeated to compile the database.

In the second step of the process, the database was partitioned
into input and output vectors to train the machine learning model,
as depicted in Fig. 1(c). The outputs were the thermal conductivity
profile of the sample and the thermal boundary conductance, while
the inputs comprised the remaining parameters, such as the calcu-
lated phase lags. The database was further divided into training,
validation, and test sets. The machine learning model was trained
using the training set, with the validation set employed to monitor
and evaluate the model’s performance during training. The model
that performed best on the validation set was then selected for final
evaluation using the test set. For this study, the distribution of the
database was as follows: 15% allocated to the test set, 12.75% to the
validation set, and 72.25% to the training set.

The third step involved evaluating the trained machine learn-
ing model. The evaluation metrics used were the coefficient of
determination R2 and the mean absolute percentage error (MAPE)
between the actual and predicted values. These are defined as

R2 ¼ 1�
Pn

i¼1 (h(Xi)� Y i)
2Pn

i¼1 (Y i � �Y)2
, (2)

MAPE ¼ 100
n

Xn
i¼1

h(Xi)� Y i

Y i

����
����, (3)

where h represents the output from the machine learning model;
Xi and Y i (1 � i � n) denote the ith input data and label data,
respectively; and �Y is the average of the label data. Optimal con-
ditions for the hyperparameters of the machine learning models
were explored by conducting several training scenarios and eval-
uating the models using the metrics specified by Eqs. (2)
and (3).

In the development of our machine learning models, the
Monte Carlo dropout technique was implemented,39 as illustrated
in Fig. 2. This method involves temporarily deactivating some
neurons in the hidden layers during the training phase, causing
these neurons to output zero values to subsequent layers, irrespec-
tive of the input. This approach prevents overfitting by ensuring
that the machine learning model does not overly depend on any
single neuron. In addition, dropout was employed during the pre-
diction phase to assess prediction uncertainty. By conducting mul-
tiple predictions with different sets of deactivated neurons, the
posterior probability distribution of the predictions can be
obtained.39 In this study, 1000 repeated predictions were performed
with dropout enabled. The mean of these 1000 predictions was
taken as the predictive value, and the standard deviation was used
to represent the prediction uncertainty.

To enhance the performance of the machine learning model,
an exponential linear unit (ELU) function40 was used for all activa-
tion functions within the neural networks. Although the rectified
linear unit (ReLU) function41–43 is widely utilized in contemporary
neural networks, it is susceptible to issues such as the vanishing
gradient problem41,42 and the dead neuron phenomenon.43 The
ELU function defined below addresses these issues effectively and is
known to improve performance,

f (x) ¼ x (x . 0),
α(exp(x)� 1) (x � 0),

�
(4)

FIG. 2. Schematic illustration of the
Monte Carlo dropout method. Each
neuron is assigned a specific probabil-
ity of yielding zero output. The distribu-
tion of outputs is generated by
enabling dropout and iteratively record-
ing the outputs. Here, m and σ repre-
sent the mean and standard deviation
of the posterior probability distribution,
respectively.
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where α is a hyperparameter, typically set to 1, which was also the
case in this study.

The effectiveness of our machine learning models in analyzing
FDTR data was assessed for samples exhibiting uniform thermal
conductivity. Since the thermal conductivity was consistent across
all depths, the thermal conductivity profile K(z) was simply a cons-
tant scalar value, ksub. The parameter values were randomly selected
within the ranges specified in Table S1 in the supplementary
material, and the phase lags were subsequently calculated. It is
important to note that these parameters were uniformly distributed
on a logarithmic scale across different orders. The theoretical
approach for computing phase lags in the FDTR model is detailed
in Refs. 19 and 25.

Subsequently, a model for non-uniform thermal conductivity
distributed across the sample depth was developed. In this model,

thermal conductivity varied up to a depth of 5 μm, beyond which
the layers were considered semi-infinite with constant thermal con-
ductivity, as depicted in Fig. 1(a). The phase lags were computed
by discretizing the thermal conductivity profile within the sample.
The sample was segmented into N layers up to a depth of 5 μm,
with each layer’s thermal conductivity represented by the value at
its center coordinates. The thermal boundary conductance between
each discretized layer was assumed to be infinite, implying an
absence of thermal resistance between layers. For this study, the
discretization was set at N = 500, which ensures accurate calculation
of the phase lags.36 The detailed ranges of various parameters used
in the database are provided in Table S2 in the supplementary
material. The thermal conductivity profile K(z) was a vector—the
output from the machine learning model—with 201 elements, cor-
responding to the thermal conductivities of the 200 layers from 0
to 5 μm and the constant thermal conductivity at depths beyond
this. The method of constructing random thermal conductivity
profiles is explained in the supplementary material, including
Table S3 and Fig. S1.

For the case of uniform thermal conductivity, 400 000 datasets
were generated using Python. Given that the predicted parameters
span a broad range of magnitudes, it is essential to assess the accu-
racy of predictions using relative error. MAPE was employed as the
error function for the machine learning model. The detailed archi-
tecture of the neural network used is illustrated in Fig. S2 in the
supplementary material.

FIG. 3. Machine learning model predic-
tions for uniform thermal conductivity
model. (a) Sample thermal conductivity,
ksub. When data points are close to the
solid red line, predictions are accurate.
The black dashed lines indicate the
±10% prediction error interval. (b)
Predictions for thermal boundary con-
ductance, G. (c) Heatmap of prediction
uncertainty using the Monte Carlo
dropout method. The heatmap colors
indicate the percentage of prediction
uncertainty for ksub. (d) Heatmap of pre-
diction uncertainty for G.

TABLE I. Error evaluation of predictions of thermal conductivity ksub and thermal
boundary conductance G for the model with uniform thermal conductivity.

Parameter

Evaluation

R2 MAPE (%)

ksub 0.9948 1.362
G 0.9620 3.466
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For the case of non-uniform thermal conductivity, a total of
500 000 datasets were generated. Because the machine learning
model must predict a diverse array of profiles accurately, the root
mean squared percentage error (RMSPE) was selected as the error
function as follows:

RMSPE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10 000

n

Xn
i¼1

h(Xi)� Y i

Y i

� �2
s

: (5)

The RMSPE is especially sensitive to outliers, making it suit-
able for ensuring the model can adapt to a broad range of profile
variations. Detailed information regarding the neural network
architecture and its hyperparameters is provided in Fig. S3 in the
supplementary material.

III. RESULTS AND DISCUSSION

For the model with uniform thermal conductivity, Table I
shows predictions of thermal conductivity and thermal boundary
conductance for the test set using the trained neural network
model. The MAPE values for thermal conductivity and thermal
boundary conductance were 1.362% and 3.466%, respectively.
Figures 3(a) and 3(b) plot the predicted values against the actual
values. As depicted in Fig. 3(a), cases of extremely high or low
thermal conductivity were noted, where the error margin occasion-
ally exceeded 10%. Similarly, Fig. 3(b) shows that as the thermal
boundary conductance increases, the error often surpasses 10%.

The influence of thermal conductivity and thermal boundary
conductance on prediction uncertainty was investigated. Figures 3(c)
and 3(d) display heatmaps that depict the uncertainties. The color
gradients in the heatmaps correspond to the average prediction

FIG. 4. (a)–( f ) Examples of estimating depth-dependent thermal conductivity profiles for test sets. In each panel, the upper graph depicts the predicted thermal conductiv-
ity profile, while the lower graph shows prediction uncertainty as a function of depth. Orange areas denote 95% confidence intervals.
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uncertainties across different regions. As illustrated in Fig. 3(c), pre-
diction uncertainty for thermal conductivity tended to increase in
regions characterized by high thermal conductivity and low thermal
boundary conductance. This trend can be attributed to the predomi-
nant influence of thermal boundary resistance on heat dissipation
under these conditions. In addition, as shown in Figs. 3(a) and 3(c),
there was an increase in both prediction error and uncertainty at
extremely low thermal conductivities, primarily because heat dissipa-
tion in the transducer layer became more significant. Moreover,
Figs. 3(b) and 3(d) illustrate that prediction errors and uncertainties
for thermal boundary conductance escalated in areas with low
thermal conductivity and high thermal boundary conductance; the
restricted heat transfer to the sample lessened the impact of thermal
boundary conductance on heat dissipation.

Figures 4(a)–4(f ) present examples of predictions made using
the trained neural network model for a system characterized by a
non-uniform thermal conductivity profile along the depth.
Additional examples of various functional forms and unsuccessful
predictions are depicted in Figs. S4 and S5 in the supplementary
material. The overall performance metrics for the thermal
boundary conductance and thermal conductivity profile of the
test set included an R2 of 0.9904 and a MAPE of 4.013%.
The MAPE values for predicted thermal conductivity at different
depths are shown in Fig. 5(a), while Fig. 5(b) illustrates the average
relative prediction uncertainty as a function of depth for cases of
high and low thermal boundary conductance for the predictive
distribution.

A higher thermal boundary conductance decreased the predic-
tion uncertainty of the thermal conductivity profile but increased
that associated with the thermal boundary conductance, and
vice versa. These findings align with those for the model with
uniform thermal conductivity, as shown in Figs. 3(a)–3(d).
Moreover, Figs. 5(a) and 5(b) indicate that prediction errors and
uncertainties tended to increase near the surface of the sample.
This decrease in accuracy near the surface results from the restric-
tion of thermal penetration depth by the upper-frequency modula-
tion limit of 200MHz, which complicates predictions of thermal
conductivity in shallow regions. In addition, the MAPE reached a
local maximum around a depth of 4 μm, as shown in Fig. 5(a), and
prediction uncertainty increased as the depth approached 5 μm, as
illustrated in Fig. 5(b). This may result from the boundary

conditions of uniform thermal conductivity applied to regions
deeper than 5 μm, as outlined in Fig. 1(a).

Notably, our database relies on analytical calculations. The
analytical FDTR model may not fully replicate actual measure-
ments because experimental datasets often capture phenomena that
are not present in theoretical models. Consequently, incorporating
experimental datasets into our training database would enhance the
relevance and accuracy of our machine learning model. However,
analytical methods allow for the generation of a diverse array of
data types that are challenging to obtain experimentally, providing
a large volume of data that enhances the learning efficiency and
predictive accuracy of the model.

We also address the limitations of our method. As noted, the
analytical FDTR model may not perfectly mirror actual measure-
ments. For example, compared to our FDTR model illustrated in
Fig. 1(a), more complex structures, such as multilayered samples or
materials with thermal conductivity profiles extending into deeper
regions, require additional databases to accurately model their
thermal properties.

IV. CONCLUSION

Neural networks were integrated into the FDTR measurement
system to develop a machine learning model capable of predicting
thermal conductivity at various depths without predefined con-
straints on the functional form of the thermal conductivity profile.
The implementation of the Monte Carlo dropout technique within
the neural network architecture facilitated an enhanced analysis of
prediction uncertainty. This methodology confirmed the model’s
ability to accurately analyze the thermal conductivity profile along
the depth and compute prediction uncertainties that are typically
challenging to ascertain theoretically. An analysis of average predic-
tion uncertainty relative to depth within the test set revealed a
notable increase in the prediction uncertainty near the surface and
in deeper regions of the sample. These insights are instrumental in
advancing the understanding of heat conduction phenomena in
depth-specific thermophysical property measurements and in
developing future analyses of multilayered structures using FDTR.
Moreover, this method may be applicable to other thermophysical
measurement techniques that manipulate thermal penetration

FIG. 5. (a) Evaluation of predictions
for test sets by the machine learning
model. The plots show the mean abso-
lute percentage error (MAPE) in
thermal conductivity K(z) at various
depths. (b) Prediction uncertainty for
test sets by the machine learning
model. The plots display prediction
uncertainty in thermal conductivity
across different depths. The blue
(upper) and red (lower) curves repre-
sent low and high values of thermal
boundary conductance G, respectively.
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depth through periodic heating, such as the 3ω method, suggesting
broader applications in future research efforts.

SUPPLEMENTARY MATERIAL

See the supplementary material for detailed information about
our machine learning methodology and results.
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