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Holographic and symmetry breaking operators 
of holomorphic discrete series representations 

for real rank 3 cases 

By 

Ryosuke N AKAHAMA * 

Abstract 

Let (G, (G"")o) be a symmetric pair of holomorphic type, and let 1-l>..(D) be a holomor
phic discrete series representation of scalar type of G. Then the restriction 1-l>..(D)l(G"")o 
is decomposed multiplicity-freely into the Hilbert direct sum of countable holomorphic dis
crete series representations, and its branching law is given explicitly by the Hua-Kostant
Schmid-Kobayashi formula. Especially, there exist uniquely (up to constant multiple) the 
(Ga)o-intertwining operators (holographic operator, symmetry breaking operator) between 
1-l>..(D)lca")o and each irreducible subrepresentation of (Ga)o. In this article, we treat the 
results on explicit construction of all intertwining operators for 1-l>..(D)l(G")o when G and the 
associated symmetric subgroup ( ca0 ) 0 are both of real rank 3, of tube type and their non
compact parts are simple. 

§ 1. Setting 

The purpose of this article is to give results on explicit construction of ( G")o
intertwining operators (holographic operators, symmetry breaking operators) appearing 

in the restriction of holomorphic discrete series representations, for the symmetric pairs 

(G, (G")o) = (SU(3, 3), S0*(6)), (S0*(12), S0*(6) x S0*(6)), (E7c_25), SU(2, 6)). 
Throughout the paper, let lF = JR, CC, lHI, ({]) and d := dimJR lF E {1, 2, 4, 8}. For x E 

lF i81JR CC, let x denote the lF-conjugate, and x denote the complex conjugate. Let p± := 

Herm(3,lF) i81JR CC= {XE M(3,lF) IX= tx} i81JR CC, and for XE p±, let X~ denote the 
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adjugate element given by 

(

a2a3 - x1~1 X2X1 - a3:3 :3:1 - a2x2) 

X1X2 - a3X3 a3a1 - X2X2 X3X2 - a1X1 · 

x1x3 - a2x2 x2x3 - a1x1 a1a2 - X3X3 

For X, Y E p±, we consider the C-bilinear form (XIY) := ReIF tr(XY), and regard 

µ+ and µ- as mutually dual spaces by this bilinear form. Also, for X, Y E p± let 

det(X) := ½(XIX~), and 

h(X, Y) := 1 - (XIY) + (X~IY~) - det(X) det(Y). 

Using this, the bounded symmetric domain DCµ+ is defined by 

D := (Connected component of {XEµ+ I h(X, X) > 0} containing 0). 

Let ( G, K) = (Bihol(D)0 , Stab(0)o) be the identity components of the group of biholo

morphisms on D and the stabilizer subgroup at 0. Then up to covering we have 

(Sp(3, JR), U(3)) (lF = JR), 

(G, K) ~ 
(SU(3, 3), S(U(3) x U(3))) (lF=(C), 

(S0*(12), U(6)) (JF = lHI), 

(E1(-25), U(l) x E5) (JF = ((])), 

and D ~ G / K becomes a Hermitian symmetric space. The complexified Lie algebra of 

G is written as Lie(G) i81JR (C =: 91C = µ+ EB£1C EBµ- as vector spaces. Next, for,\> 1 +2d, 

let (·, •)H>.(D) be the weighted Bergman inner product on the space O(D) = O>,.(D) of 

holomorphic functions on D given by 

(f,g E O(D)), 

where the normalizing constant C>,. is chosen so that lllllt>.(D) := (1, l)H>.(D) = 1 holds. 
Let 1i>,.(D) c O>,.(D) be the corresponding Hilbert space (weighted Bergman space). 

Then its reproducing kernel is h(X, Y)-\ and there exist a map K: G x D---+ Kc and 

a character x: Kie ---+ (C x such that the universal covering group G of G acts unitarily 

on 1i>,.(D) by 

(1.1) 

(T>,., 1i>,.(D)) is called a holomorphic discrete series representation of G. 
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For example, suppose lF = C, so that d = dimJR lF = 2, p± := Herm(3, C) ®JR C ~ 

M(3, q. Then for X, Y E M(3, q we have 

h(X, Y) = 1 - tr(XY) + tr(xHyH) - det(X) det(Y) = det(J - XY), 

D ={XE M(3, C) I J - XX* is positive definite}. 

For .X > 1 + 2d = 5, the weighted Bergman inner product (·, •h-l>-.(D) on O(D) = 0>-.(D) 
is given by 

U, 9h-L>-.(D) = c>-. l f (X)g(X) det(J - XX*)A- 6dX, 

and the universal covering group G of 

G = SU(3, 3) := {g E SL(6, C) I g ( 13 O ) g* = ( 13 O ) } o -h o -I3 

acts on the weighted Bergman space 1-l>-.(D) C 0>-.(D) by 

r, ( (: ! )-') f(X) ,~ det(cX + d)-' f ((aX + b)(cX +d)- '). 

Next, let (lF, JF') = (C, JR), (lHI, q, (((J), lHI), and we consider the Cayley-Dickson exten

sion lF = JF' EB JF'j with an additional imaginary unit j. According to Yokota [20], we 

define an involution a on p+ = Herm(3, lFf by, for ai E C, Xi, Yi E JF' ®JR C, 

( 
a1 X3 + y3j x2 - Y2j) ( a1 X3 - Yd x2 + Y2j) 

X3 - Y3~ A a2 . x1 + Yd f-t - X3 + Y3~ A a2 . x1 - Yd , 
x2 + Y2J x1 - YlJ a3 x2 - Y2J x1 + YlJ a3 

so that Pi:= (p+t = Alt(3,JF'fj ~ (JF'3f, Pt:= (p+)-a = Herm(3,JF'f, and extend 

this to the involutions on a, a0 on G = Bihol(D)o by 

a(g) := a o go a, 

Then up to covering we have 

a0(g) := (-a) o go (-a). 

{
(SU(3,3),SO*(6),Sp(3,JR)) ((lF,lF') = (C,JR)), 

(G, (Ga)o, (Ga 0 )o) = (SO*(12), SO*(6) x SO*(6), U(3, 3)) ((lF,lF') = (lHI, C)), 

(E1(-25),SU(2,6),SU(2) x SO*(12)) ((lF,lF') = (((J),lHI)), 

and D1 := Da = D n Pi~ (Ga)o/(Ka)o also becomes a Hermitian symmetric space. 

Next we consider the decomposition of 1-l>-.(D) under (Ga) 0 . Let Z++ := {k = 

(k1, ... , kr) E zr I k1 2:: · · · 2:: kr 2'.'. 0}. Then the space P(pt) of polynomials on Pt is 
decomposed under (Ka)o = (Ka0 ) 0 as 

P(pt) = E9 Pk(Pt) 
kEZt+ 
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(Hua-Kostant-Schmid, [4, Theorem Xl.2.4]), where 

and according to this decomposition, by Kobayashi [9], for>..> 1 + 2d, 1-l,\(D)lca"")o is 
decomposed as 

where 1-l,\(D1, Pk(Pt)) C O(D1) 181 Pk(Pt) is the Hilbert space defined by the inner 

product 

U, g)H>. (D1,Pk(P!)) 

:= c,\,k r (f(X1, B(X1, X1)X2), g(X1, X2))pk(P!),X2h(X1, X1),\-ddX1, JD1 

where (f(X2), g(X2))pk(P!),x2 := g( 8t )f (X2) lx2=0 is the Fischer inner product on 
Pk(Pt) (see [4, Section XI.1]), B: Pt x j:)1 -+ Endc(pt) is given later in (3.1), d = 
dim~lF = 2dim~lF', and C,\,k is chosen such that llf(X2)IIH>.(Di,A(P!)) = lf(X2)IA(P!) 

holds for f independent of X 1 E D 1, on which (ca) 0 acts by 

This is also called the holomorphic discrete series representation of ( ca)0 . Especially, 

if k = (k, k, k), then 1-l,\(D1, P(k,k,k)(Pt)) ':,:' 1-l,\+2k(D1) is of scalar type. Hence there 
exist uniquely ( up to constant multiple) the ( ca)0-intertwining operators (holographic 

operator/ symmetry breaking operator) 

F1,k: 1-l,\(D1, Pk(Pt))--+ 1-l,\(D)lcao-)o' 

F±,k: 1-l,\(D)l(G"")o --+ 1-l,\(D1, Pk(Pt)). 

The purpose of this paper is to construct these intertwining operators. We note that it 

is proved by Kobayashi-Pevzner [12] that symmetry breaking operators for holomorphic 

discrete series representations are always given by differential operators, that is, F{ k is , 
of the form 
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Remark l.l. (1) Previous works on differential symmetry breaking operators are 

given by, e.g., Rankin [19], Cohen [3], Peng-Zhang [18], Juhl [8], Ibukiyama

Kuzumaki-Ochiai [7], Kobayashi-0rsted-Somberg-Soucek [11], Kobayashi-Pevzner 

[12, 13], Kobayashi-Kubo-Pevzner [10] and the author [16]. 

(2) Previous works on holographic operators for symmetric pairs of holomorphic type 

are given by, e.g., Kobayashi-Pevzner [14] and the author [15]. 

(3) Previous works on Parseval-Plancherel type formulas for symmetric pairs of holo

morphic type are given by, e.g., Hilgert-Krotz [5, 6], Ben Sa"id [1, 2], Kobayashi

Pevzner [14] and the author [17] under different realizations of 1-l;..(D). 

§ 2. Main theorems 

We recall that d = dimlRlF E {2, 4, 8}. For>.. EC, k E Z:;:, 0 , let (>..)k := >..(>.. + 1)(>.. + 

2) · · · (>..+ k-1), and let X = (X1,X2) E µ+=Pt EBP!, Z = (Z1, Z2) E µ- = P1 EBP2-
First we give the result on holographic operators. For proof see [15] 1 

Theorem 2.1 ([15, Theorems 5.7 (5), 5.12]). For>.. > l + 2d, k E zt+, the holo
graphic operator 

F1,k: 1-£;..(Di, Pk(Pt)\Ka)o -----+ 1-l;._(D)Klga 

is given (up to constant multiple} by the infinite-order differential operator 

1 
x -------ft (X ·Z) 

(>.. + k1 + k2 - 1d + 1) k,I 2' 1 ' 
4 l3 

Next we give the result on symmetry breaking operators. Its proof is given in a later 

section. 

Theorem 2.2 ([17, Conjecture 7.2]). For>.. > l +2d, k E zt+, the symmetry break
ing operator 

1In [15, Theorem 5.12], the subscripts (m3,m2,m1),2 are wrong. The correct subscripts are 
(m3, m2, m1), d2. 
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is given (up to constant multiple} by the differential operator 

Fi,k(Z) = L 
O<h 

O<l2<k1-k2 
O<l3<k2-k3 
!1 +T2~k3 

Next we give the result on the Parseval-Plancherel type formula. For proof see [17]. 

We normalize F} k such that its restriction to Pk(Pt), , 

Fi,kl'Pk(Pt): 

is the identity on Pk(Pt). 

Theorem 2.3 ([17, Corollary 6.7]). For..\> 1 + 2d, f E 1i>.(D), we have 

11/111,\(D) = L C(..\,k)IIFi,kfllt,\(D1,A(Pt))' 
kEZt+ 

( ) IL<i<1'<3(..\-1(i+j- 2))k+k 
C..\k = - - ' , 

' IL~i<j~4 (..\ -1(i + j - 3))k,+kj 

(..\ + k1 + k3 - 1) k,-k3 (..\+max{ k1, k2 + k3} - g)min{k3,k1 -k2} (..\ + k2 - ¾d) k3 

(..\)kl +k2 (..\ - g)min{k1,k2+k3} (..\ - d)k3 

where k4 := 0. 

In the following we give the definition of J! 1(X2;Z1), Jt 1(Z1,Z2). We identify 

Pk(P2 ) ➔ Homic(Pk(Pt), C) by J(Y2) f--t f (~'Jc,) lx2=0' a~d take Kk(X2; W2) E 

(Pk(Pt)x2 0 Pk(P2 )w2)(W)o corresponding to the identity. For Z1 E p1 , since (Z1)" E 

Pt is at most of rank 1, form E Z>o, X 2 E Pt, Z2 E p2 we have 

((Z1)"l(X2)"r E P2m(P1)Z1 ® P(m,m,o)(Pt)x2, 

((Z1)"lz2r E Am(P1)z1 0 Pcm,o,o)(P2)z2, 
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where Pm(P1 ) is the set of homogeneous polynomials on µ1 of degree m. For (li, l2, l3) E 

(Z>o)3 let (li, l2, l3)~ := (h + h, li + l3, li + l2). Then from these we have 

((Zi)~l(X2)~)mKk(X2; W2) E EB P2111(Pi)z1 ® Pk+1tt(Pt)x2 ® Pk(P2)w2, 
IIl=m, 0:Sl3 

0<h <k1 -k2 
0~l2 ~k2-k3 

((Zi)~IZ2)mKk(X2; Z2) E EB A111(P1)z1 ® Pk+1(P2)z2 ® Pk(Pt)x2• 
IIl=m, 0:Sh 

0<l2<k1 -k2 
0~l3~k,-k3 

Then by taking the orthogonal projection, we define JJ 1(X2; Z1) = JJ 1(X2; Z1, W2), 

Jt,1(Z1,Z2) = Jt,i(Z1,Z2;X2) by , , 

t . ·- (-l)III · rt rt III . (2.1) A,1(X2, Z1, W2) .- - 1111- ProJk+Itt,x2 (((Z1) l(X2) ) Kk(X2, W2)) 

E P2111 (pi)z1 ® Pk+1tt (Pt)x2 ® Pk(P2)w2 

c::: P2111 (P1)z1 ® Pk+Jtt (Pt)x2 ® Homic(Pk(Pt), q, 

-l- ( • ) ·- (-1) 111 . ((( )rtl )III ( . )) ( )-III (2.2) A,1 Z1, Z2, X2 .- - 11-11 - ProJk+i,z2 Z1 Z2 Kk X2, Z2 det Z2 

E P2111 (pi)z1 ® Pk-Itt (P2)z2 ® Pk(Pt)x2 • 

In the following we consider the case k = (k, k, k). Then P(k,k,k)(Pt) c::: <C_2k is 

I-dimensional. We identify these via 

Then we have 

K(k,k,k)(X2; W2) = c-,;,2 det(X2l det(W2l E (P(k,k,k)(Pt) ® P(k,k,k)(P2))(K")o, 

and for 1 = (0, 0, m) or (m, 0, 0) we have 

-2 

f(k,k,k),(O,O,m)(X2; Z1, W2) = ~! (-((Z1)rtl(X2)~))m det(X2l det(W2)\ 

-l- • _ c-,;, 2 ( ((Z1)rtlZ2))m k k 
f(k k k) ( 0 o)(Z1, Z2, X2) - - 1 - d ( ) det(X2) det(Z2) . 

, , , m, , m. et Z2 

Otherwise we have f(k,k,k) ,I(X2; Z 1, W2), f{k,k,k),I(Z1, Z2; X2) = 0. Via the identification 

P(k,k,k) (Pt) c::: <C-2k these become 

-1 

f(k,k,k),(O,O,m)(X2; Z1) = ~! (-((Z1)"l(X2)")r det(X2)\ 

-l- _ c-,;,1 ( ((Z1)"IZ2))m k 
f(k,k,k),(m,o,o) (Z1, Z2) - m! - det(Z2) det(Z2) . 
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Hence we get the following. 

Corollary 2.4 ([16, Theorem 8.6]). For >. > l + 2d, k E Z::,.0 , the intertwining 

operators are given by 

where 

Their operator norms are given by 

§ 3. Jordan algebra structure on p+ = Herm(3, JFf 

In this section, toward the proof of Theorem 2.2, we review the Jordan algebra 

structure on p+ = Herm(3, JFf. We recall that the pair (V, o) of a vector space V and 

a bilinear product o is called a Jordan algebra if x o y = yo x and x o ((x ox) o y) = 

(x ox) o (x o y) hold for all x, y EV. Then p+ = Herm(3, JFf (JF = JR, IC, lHI, 0) becomes 

a Jordan algebra by the product X o Y = ½(XY + YX). For a general Jordan algebra 

V, for x, y EV, we define operators P(x), P(x, y), B(x, y) E Endc(V) by 

(3.1) 

P(x)z := 2x o (x oz) - (x ox) oz, 

P(x, y)z := (P(x + y) - P(x) - P(y))z, 

B(x, y)z := z - P(x, z)y + P(x)P(y)z, 

and when V is simple, the generic norm h: V x V ---+ IC is defined by 

h(x, y) := Det(B(x, y): V---+ vyankp+ /2dimp+. 

Then for p+ = Herm(3, JFf (JF = JR, IC, lHI), these are given by 

P(X)Z = XZX, P(X, Y)Z = XZY + YZX, 

B(X, Y)Z = (I - XY)Z(I - YX), 

h(X, Y) = 1- (XIY) + (X~IY~) - det(X) det(Y). 
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On the other hand, for lF = I(]), these formulas (except for h(X, Y)) do not hold. To 

include the lF = I(]) case, we need the Freudenthal product given by 

X x Y := (X + Y)" - x" - Y", 

so that X x X = 2X". Then for p+ = Herm(3, JFf (lF = ffi., C, lHI, I(])), we have 

P(X)Z = (XIZ)X - xrt x z, 
P(X, Y)Z = (XIZ)Y + (YIZ)X - (X X Y) X z. 

Using P(X)Z, the differential of the action T>, on H>,(D) (1.1) is given by, for (A, B, C) E 

g<C = p+ EB t<e EB p-, 

(dT>-(A, B, C)f)(X) = :t lt=/(X - t(A+ B.X - P(C)X)) +>.(-dx(B) + (XIC))f(X). 

Next we recall the decomposition p+ := Herm(3, JFf = Alt(3, JF'f j EB Herm(3, JF'f 

=: Pi EBP!, where lF = lF' EBlF'j. We identify Alt(3,JF'fj -::::c (lF'3 f by 

and write X = (X1,X2) = (~,x) E Pi EBP! = (JF'3 f EBHerm(3,lF'f. Then under this 
identification we have 

((~, x)I((, z)) = 2ReIF,(~t() + Re!F' tr(xz) =: 2(~1() + (xlz), 

(~,x)rt = (-~x,x" - ti~), 

(see Yokota [20]), and hence for X = (~,x), Z = ((,z), we have 

§ 4. Proof for symmetry breaking operators 

In this section we give a proof of Theorem 2.2. To do this, we recall the F-method 

developed by Kobayashi-Pevzner [12]. We take a basis {Ea} of p+, and let {Za} be 

the corresponding coordinate of p-. Using this, we define a vector-valued differential 

operator B>,: P(p-) ---+ P(p-) @p+ by 

1 EJ2 J of 
(B>,f)(Z):=-LP(Ea,E13)Za O (Z)+>.LEa~(Z). 

2 Za Z13 uZa a/3 a 
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This is called the Bessel operator (see [4, Section XV.2]), and this is independent of 

the choice of {Ea}- Then we can show that, for CE p-, -(B>..IC) coincides with the 

"algebraic Fourier transform" of 

dTµ(0, 0, C)f(X) = ! lt=/(X + tP(X)C) + µ(XIC)f(X) 

for µ = 2(1 + d) - >., where we regard (0, 0, C) E l:: = p+ EB £IC EB p-. Also let 

(B>..)i: P(p-) --+ P(p-) ® Pt be the orthogonal projection of B>.. onto Pt. In terms 

of bases {Ea} C p1, {ea} C p2 , with the dual coordinates {2(a} of Pt and {za} of Pt 
with respect to the pairing (XIY) = 2(~171) + (xly), (B>..)i is rewritten as 

1 ~ a 
(B>..)i = 2 L(P(Ea, E13)Z)i az az + ,\ L(Eah az 

a/3 a /3 a a 

1 ~ t' t' a2 1 ~ a2 
= 8 ~(Ea (E13 + Ef3 (Ea) 8(a8(13 + 2 ~ ((ea X e13) 8za8z13 

1 a2 >. a 
+ 2 L((e13lz)Ea - Eae13z) 8( a + 2 L Ea w . 

a/3 a Zf3 a ',a 

Then the following holds. 

Theorem 4.1 (F-method, Kobayashi-Pevzner [12]). We have the isomorphisms 

Hom(Go-)o ( O>..(D)lcco-)o' O>..(D1, Pk(Pt))) 

c::: HomcecEf)p-Jo-(XA ® Pk(P2), ind:iEflp-(xA)) 

c::: { F(Z) E (P(p-)z ® Pk(Pt))CKo-)o I ((B>..)1,z ® IA(Pt))F(Z) = 0 }. 

Here, the isomorphism of the left hand side and the right hand side is given by taking 

the symbol of the differential operator. 

Therefore, to prove Theorem 2.2, it suffices to verify 

(4.1) 

(4.2) 

F},k(Z) E (P(p-)z ® Pk(Pt))CW)o, 

((B>..h,z ® IA(Pt))F},k(Z) = 0. 

Here, ( 4.1) is clear from f~, 1(Z1 , Z2) E (P(p-)z®Pk(Pt))CKo-)o. Next we verify ( 4.2). In 

the following we write Z = (Z1, Z2) = ((, z) E p1 EB p2 . To verify (4.2), first we extend 

the definition of F},k ( Z) from k E zt+ to k E {k E IC3 I k1 - k2, k2 - k3 E Z2o, k3 E 

IC}. We recall that Pk(Pt) = P(ki -k3 ,krk3 ,o) (Pt) det(zl3 holds for k E zt+• Then 
this formula is available for k3 E IC. For ki, k; E Z20 with ki ~ k;, we fix a non

zero polynomial K(k~ ,k;,o)(z) E P(k~,k;,o)(P2). Then for k3 E IC let K(k1 ,k2 ,k3 )(z) := 
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K(k1-k3,k2-k3,o)(z)det(z)k3 E P(ki,k2 ,k3 )(µ 2 ) (We note that in the original definition we 
have Kk(z) E (Pk(Pt) 0 Pk(µ 2 )z)(K")o, but the (Ku)o-invariance is needed only for 

the proof of (4.1), and for the proof of (4.2) we may forget the (Ko-) 0-invariance and 

may suppose Kk(z) is a scalar-valued polynomial). Using this, we define the function 

Jt,1(Z1, Z2) = Jt,i(C z) by 

+ (-1)111 ~ III III 
fk,1((, z) := - 111 ,- Projk+1,z2 (((Z1) IZ2) Kk(Z2)) det(Z2)-

= I~! Projk+1,z((t((lz)l11Kk(z)) det(z)-111 

- __!__ p . ((tl-rl )IIIK ( )) d ( )ks-Ill - Ill! roJ(k1-k3,k2-k3,0)+l ,z .,., Z (k1-k3,k2-k3,0) Z et Z 

E P2111(J:J1)( ®Pk-Ji(J:l2)z, 

and for .X E re, k1 - k2, k2 - k3 E Z::::o, k3 E re, let 

O</i 
O<l2<k1 -k2 
O~l3~k2-k3 

(-ki - ½d)l2+l3 (-k2 - ¾d)li+l3 

(->, - k2 - k3 + 2-d + 1) (-.X - k1 - k3 + 1d + 1) 4 h 2 12 

If k3 E Z20 , then only li + l2 :::; k3 terms remain, and this becomes a finite sum. Es

pecially if K(k~,k;,o)(z) E (P(kp;,o)(Pt) 0 P(kp;,o)(P2)z)(K")o, then F},k(Z) coincides 
with the original one up to constant multiple. 

Next we give the integral expression of F},k(Z). Let n- C µ-, n2 C µ2 be the 

Euclidean real forms and O c n-, 0 2 c n2 be the symmetric cones consisting of 

positive-definite matrices, 

µ- := Herm(3,JFf :::) n- := Herm(3,lF) :::) 0 := Herm+(3,lF), 

µ2 := Herm(3, JF'f :::) n2 := Herm(3, JF') :::) 02 := Herm+ (3, JF'). 

We recall that d := dimJR lF = 2 dimJR JF'. For µ E re, k E re3, let 

Then the Laplace transform on 0 2 satisfies the following. 

Theorem 4.2 (Gindikin, [4, Lemma XI.2.3, Section IX.3]). 

(1) For Reµ>~' k E zt+, J(z) E Pk(P2 ), w E 02 + An2 , 

{ e-(zlw) J(z) det(zt-(l+~ldz =rd(µ+ k)J( w-1) <let( w)-µ. 
ln2 
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Then by applying the Laplace and the inverse Laplace transforms to 

suitably, we can show the following. 

O<li 
O<b<k1 -k2 
O~l3~k2-k3 

Proposition 4.3. For Rek1 <-~,Re(>.+ k1 + k2 ) < -~, Z = ((, z) E 0, a E 0 2 , 

we have 

We put det(x)A+lkl-¾d-lKk(x- 1 ) =: f(x). To prove (4.2), it suffices to verify 

First we consider (B.>..)ie-(ylz)e('((lx- 1
). In the following, we use the convention 

([%zf]g)h = 'Mgh + Jrfzh. Then we have 
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and hence we get 

(B.>-)i { e-(ylz) det(y)2Mlkl-d-1 (1 e<xlya)e('C(lx-1) f(x) dx)dy 
ln2 a+v=rn;-

= I (1 _ ( [cx-1t(cx-1 + (y" + (>- - ~ + 1) cx-1 + ~)(ylea)(x-1 
ln2 a+v=rn2 a 

- (x-lyea) a~J e-(ylz)) det(y)2Mlkl-d-le(xly#)e('((lx-1) f(x) dx) dy 

= { (1 -e-(ylz) [cx-1t((x-1 + (yrt + (>- - ~ + 1) (x-1 
ln2 a+v=rn2 4 

- L / ((ylea)(x-1 - (x-1yea)] det(y) 2Mlkl-d-le(xly1)e('((lx-i) f(x) dx)dy. 
a Ya 

L / ((ylea)(x-1 - (x-lyea) det(y)2Mlkl-d-le(xly') 
a Ya 

= ( 3 ( 1 + ~) (x-1 - ( 1 + ~) (x-1) det(y)2Mlkl-d-le(xly#) 

+ (2>. + lkl - d - l)((YIY-1 )(x-1 - (x-lyy-1) det(y)2Mlkl-d-le(xly#) 

+ ((ylx x y)(x- 1 - (x- 1y(x x y)) det(y)2Mlkl-d-le(xly1) 

= (2 + d)(x-1 det(y)2Mlkl-d-le(xly1) 

+ (2>. + lkl - d - 1)(3(x-1 - (x-1) det(y)2Mlkl-d-le(xly#) 

+ (2(xly")(x-1 - (x- 1((xly")I - xy")) det(y) 2>-+lkl-d-le(xly1) 

= ((4>. + 2lkl - d)(x- 1 + (xly")(x- 1 + (y") det(y)2>-+lkl-d-le(xly1), 

where at the 2nd equality we have used 

(ylx x y) = (xly x y) = 2(xly"), xyU + y(x x y) = (xly")I, 

the latter of which follows from the polarization of yyU = det(y)I. Hence we get 

(B.>-)i { e-(ylz) det(y)2>-+lkl-d-1 (1 -e<xly'Je('C(lx-1) f(x) dx) dy 
ln2 a+v=rn2 

= r e-(ylz) (1 -[,x-lt((x-1 + (y" + (>- - ~ + 1) (x-1 
ln2 a+v=rn2 4 

- ~ a~a ((ylea)(x-l - (x-1yea)] det(y) 2>-+lkl-d-le(xly1)e('((lx-l) f(x) dx )dy 
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= { e-(ylz) det(y)2.Hlkl-d-1 (1 _ ((x-1t((x-1 + (>- _ ~ + 1) (x-1 
ln2 a+y'=In2 4 

- (4>. + 2lkl - d)(x- 1 - (xly~)(x- 1 )e(xly'Jec•c,:,-1x-l) f(x) dx )dy 

= r e-(ylz) det(y)2Hlkl-d-l (1 _ ( [(-3>- - 2lkl + ~d + 1) (x-1 
~ ~v'=I~ 4 

- I)xlea)(x-1 a~J e(xly'Jec•c,:,-1x-l)) f(x) dx) dy 
a 

= f e-(ylz) det(y)2>+lkl-d-1 (1 eCxly'JeC'C(lx- 1 ) 

ln2 a+v'=In;-

x [ (-3>. - 2lkl + ~d + 1) (x-1 + L a~a (xlea)(x-1] f(x) dx )dy 
a 

= { e-(ylz) det(y)2>.+lkl-d-1 (1 eCxly'JeC'C(lx- 1 ) 

ln2 a+v'=In;-

x [ (-3>. - 2lkl + ~d + 3 )cx-1 + (x-1 L(xlea) a~J f(x) dx )dy = 0, 
a 

where the last equality follows from that f(x) = det(x)>-+lkl-¾d-lKk(x-1) is homo

geneous of degree 3>. + 2lkl - td - 3. Hence we have verified ( 4.2) for Re k1 < - ~, 
Re(>.+ k1 + k2) < -f Then by analytic continuation, this holds for all >., k3 E (C 

( except for poles), and especially for k3 E Z>o. By Theorem 4.1, this proves Theorem 

2.2. 
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